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ABSTRACT

Trimethylamine (TMA) is a tertiary aliphatic amine that stands as a potential marker for life beyond Earth due to only being naturally
produced via biotic means. However, its propensity to undergo photodissociation in the gas phase when excited by a deep ultravi-
olet photon means that its amine daughter product could serve as an additional biomarker and confirmational spectral signature of
TMA in exoplanetary atmospheres. The photochemistry of TMA is dominated by strong Rydberg-valence state interactions. To under-
stand how these interactions lead to its amine photoproduct, we employ time-resolved extreme ultraviolet photoelectron spectroscopy
where TMA is pumped by a 200 nm femtosecond laser pulse and analyze the results with the help of electronic structure calculations
of the excited state potential energy surface relevant to the process. Our combined experimental and theoretical study indicates that
from the decay of the initially prepared 3p, state (time-constant 400 fs), internal conversion through the remaining 3p manifold (4.4 ps)
and the 3s state (67 ps) states competes with ultrafast photodissociation, forming ground state dimethyl amidogen (DMA) and CHj3
(v2 = 4) radical products. Decay of the 3s state reveals the formation of a second product pair, forming DMA in a low-lying excited
state, DMA (A*A;), and vibrationally cold CHj;. We suggest that the rapid dissociation channel arises from a near-planar geometry
accessed in the 3p, state and the longer time channel arises from the excited state population, accessing a pyramidal geometry in the
3s state.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0280626
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. INTRODUCTION

The question of “are we alone in the universe?” has long been
at the heart of astrophysical research. Although an interdisciplinary
problem, the chemical approach has been to use observational
spectroscopy to seek out biomarkers—molecules that are produced
or regulated by living organisms and, thus, indicate their pres-
ence in any of its forms." * The molecules O, O3, CH;Cl, N,O,
and CH;SCHj are all traditionally used as biomarkers® ° to which
the former two are indicative of photosynthetic life and the lat-
ter are indicative of microbial life. However, the main challenge
faced by their use is that they all have biotic and abiotic (atmo-
spheric, photochemical, volcanic) synthetic origins; thus, they do
not reliably indicate the presence of extraterrestrial life.” Therefore,
more reliable and specific biomarkers are paramount to the ongoing
search.

The use of complex organic molecules may be an obvious solu-
tion; however, they must be known only to be produced naturally
through biotic schemes, as this would provide a definitive indication
of the presence of extraterrestrial life.'””"” Trimethylamine (TMA)
is a tertiary aliphatic amine (TAA), which is naturally produced
from the degradation of choline and carnitine—plant and mam-
mal metabolites.'* TMA can also be produced through industrial
means (i.e., through human intervention) and exists in Earth’s atmo-
sphere as a pollutant from the methylation of NH3 in the presence
of a catalyst."””'” TMA is therefore only formed naturally through
biotic means and stands as a potential biomarker in the search for
extraterrestrial life.

Under UV photolysis, TMA is reported to dissociate into
methyl and amine radical fragments."” > While the detection
of the methyl radical is hardly indicative of life, the detec-
tion of the amine radical fragment along with the detection
of TMA in an extraplanetary atmosphere would strengthen the
case for the presence of life. Thus, an understanding of the
excited state processes at play within TMA and the nature of
its photoproducts is vital in understanding the potential biolog-
ical and chemical processes occurring on exoplanets and their
atmospheres.

The deep UV-driven photochemistry of TAAs involves the ini-
tial excitation of a nitrogen lone pair electron to a manifold of Ryd-
berg states.” "’ This strong propensity for Rydberg states to undergo
diagonal transitions (Av = 0) to the cation state upon ionization
results in narrow photoelectron bands and extreme sensitivity to
changes in molecular geometry,”® a characteristic that is exploited
in Rydberg fingerprint spectroscopy measurements.””””***" All of
this is in contrast to valence state ionization, which tends to
result in much broader, overlapping spectral features due to sig-
nificant overlap with a wider range of vibrational states. This loss
of resolution can limit our ability to map any changes in the
energy of particular spectral features to subtle changes in molecular
geometry.

In TMA, excitation at 200 nm leads to the population of the
3p. Rydberg state. The 3p, Rydberg state is coupled to a valence

o state via a conical intersection (CI). The CI is considered to
be accessed by the elongation of a N-C bond after planariza-

tion of the molecule from its initial pyramidal structure.”” This
Rydberg-valence interaction is common to many amines and is
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analogous to that seen in ammonia, where it is the N-H bond
that is extended.””***"*?> Unlike ammonia, where the initial excited
state is 3s in character, coupling of the 3p, state to the lower-lying
Rydberg states provides an alternative relaxation pathway in TMA.
As such, two pathways exist as reported in previous time-resolved
spectroscopic and scattering studies of TMA.”"”" The following
description details the overall picture concluded from both experi-

ments. Initially, after excitation, the molecule planarizes. In this first

observed pathway, the N-C bond extends, leading to the 3p,/ o CI,
the N-C bond breaks, and the formation of CH3 is observed on a
timescale of 540-640 fs. In the second pathway, internal conver-
sion (IC) through the remaining #n = 3 Rydberg manifold of states
leads to the population of the 3s Rydberg state, fission of the N-C
bond over a much longer timescale, and CH3 formation on a 74 ps
timescale.”"”’

Nanosecond ion yield and imaging studies have also revealed
a great deal of information regarding the photoproducts. The ion
yield work of Forde et al. performed at a photolysis wavelength
of 193 nm revealed that CH3 was produced in tandem with either
N-methylmethanimine (NMMA, H,C = NCHj3) or dimethyl ami-
dogen (DMA, CH3;NCH3;) with a branching ratio of 0.72:0.27."*
More recent ion imaging studies by Onitsuka et al. only observed
the production of CH; and DMA product pairs in their wavelength-
dependent study (200-236 nm). The product pairs consisted of
DMA (A?A;) + CH; (v, = 0) and DMA (X*B;) + CH; (v, = 1),
where v, denotes the out of plane bending mode of CH3. The excited
(A%A,) state of DMA lies ~1.6 eV above the ground (X°B,) state
and was therefore energetically accessible across the pump wave-
lengths studied. The level of vibrational excitation observed in the
methyl fragment was concluded to be independent of the photolysis
wavelength. This further suggested that the specific vibrational states
populated in the excitation step had a limited impact on the outcome
and that the level of vibrational excitation in the product was depen-
dent on the shape of the electronic potential energy surface. Finally,
while not a time-resolved experiment, the formation of excited and
ground state DMA products was assigned to the previously identi-
fied slow and fast timescales of dissociation, respectively, given by a
dual ring nature of the CHs product scattering images.”” From this,
TMA is considered to share similar dissociation dynamics to that of
its close cousin—ammonia.” "

While there is some common agreement between studies with
regard to the lifetimes of the excited states and observation of prod-
ucts, the following question remains: what controls the branching
between the dissociation pathways, and how can the large differ-
ence in appearance times be explained? Modern advances in time-
resolved photoelectron spectroscopy allow us to directly observe all
excited states and processes and give a more detailed picture of how
these states and processes lead to a variety of photoproducts.” *° In
this work, we utilize a universal, extreme ultraviolet (XUV) probe
to monitor the time-dependent changes in the photoelectron spec-
trum of TMA. The measurements allow us to monitor structural
and electronic state changes occurring in the Rydberg states and
how these couple to the exit channels associated with the dissocia-
tion products within a single, unified experiment. The analysis of the
experimental measurements is supported by quantum chemical cal-
culations that provide further mechanistic details on the photolysis
of TMA.
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Il. METHODOLOGIES
A. Experimental

Time-resolved photoelectron spectroscopy measurements were
performed using Artemis at the Central Laser Facility. An in-depth
experimental setup is given elsewhere,”” with only a brief overview
given below.

Pump and probe pulses were generated from the output of an
amplified Ti:sapphire system (Red Dragon, KM Labs) operating at a
central wavelength of 800 nm at 1 kHz repetition rate. The output
was split, providing separately compressed pulses used to generate
the pump and probe. The 200 nm pump was generated via second
harmonic generation followed by two sum-frequency generation
steps (800 + 400, and 266 + 800 nm) in a series of beta-barium borate
crystals. This resulted in ~3 uJ of 200 nm. XUV probe pulses were
generated via high harmonic generation (HHG) in an Ar gas jet. The
HHG process was driven by the second harmonic (400 nm) of the
fundamental, with a time-preserving monochromator subsequently
used to select the 7th harmonic of the driver (21.6 eV, 57.4 nm). The
isolated harmonic has a nominal flux of 10" photons per second on
the target.”® The minimum energy resolution afforded by the probe
was taken from a Gaussian fit of the signals present in the photoelec-
tron spectrum of Xe, presented in the supplementary material, and
yielded 75 meV at photoelectron kinetic energies of ~8 eV. Pump
and probe pulses were independently propagated, focused, and over-
lapped at a small angle (~3°) at the interaction point of the electron
time-of-flight spectrometer and the molecular beam. The resulting
pump-probe cross-correlation, obtained from our fitted instrument
response function, yielded a Gaussian duration, (o), of 82 fs.

The molecular beam was generated by expanding ~1 bar of 2%
trimethylamine in helium (BOC specialty gases) through the 200
pm nozzle of a piezoelectric valve (Amsterdam Cantilever) operat-
ing at a 1 KHz repetition rate. The resultant molecular beam was
skimmed once before entering the detection chamber. The liberated
photoelectrons were detected using an electron time-of-flight spec-
trometer (Kaesdorf ETF11). Experiments were performed under two
different detector settings where the entrance lens voltage was set
to maximize the collection efficiency of high energy photoelectrons
originating from ionization of the excited Rydberg states population
(lens voltage of 110 V) or much lower energy electrons associated
with the dissociation products (lens voltage of 80 V). All other
settings were kept consistent between measurements.

B. Theory

All extended multi-state complete active space with second-
order perturbation theory (XMS-CASPT2)**" calculations were
performed using the BAGEL 1.1 program package.""” An imag-
inary shift of 0.2 au was employed with a single-state single-
reference treatment of the multi-state component. In the orbital-
optimization procedure, all 1s-core orbitals (non-hydrogen atoms)
were frozen. All calculations use either the 6-31++G(d)"™** or
aug-cc-pVDZ" " basis sets. In the XMS-CASPT?2 calculations, the
aug-cc-pVDZ density-fitted auxiliary basis was used. All minimum-
energy arrangements and conical intersections were computed at the
XMS-CASPT?2 level of theory, where an active space containing four
electrons and seven orbitals was selected and averaged across the six
lowest singlet states. Additionally, numerical Hessian computations

ARTICLE pubs.aip.org/aipl/jcp

confirmed the nature of the minimum energy arrangements as true
minima.

Equation-of-motion coupled cluster with singles and dou-
bles (EOM-CCSD)* " calculations and perturbative equation-of-
motion multi-reference coupled cluster (MR-EOMPT)**° calcula-
tions were run with the Orca 6.0.0 program suite.”” °'

The active space used in the geometry-optimization procedures
consists of the lone-pair orbital (1) of the nitrogen atom, the 3s and
3pxy,z Rydberg orbitals, and finally, the o and 0™ pair for one of the
N-C bonds (see Fig. S6). At the Sp, S1, and S4 geometries, the alc*
pair is highly localized across the N-C bond, and Ss is a high-energy
transition from o to 3s. At the conical intersections (CIs), the dis-
sociative o* state is among the six predicted roots. The excitation
energies and potential energy surfaces explored herein use a slightly
modified four-electron seven-orbital active space to help produce
continuous surfaces (see Fig. 7), where a 3d orbital is included for
small N-C distances, which then rotates out for ¢* as the bond
elongates because the latter is very high in energy around the FC
region.

lll. RESULTS

In Fig. 1, we plot photoelectron spectra obtained at different
pump-probe delays. The ground state spectrum is plotted in black
and represents the pre-time zero background, which was subtracted
from the overall data when looking at pump-probe signals. At early
times after excitation, the excited state population is predominantly
associated with the Rydberg states, leading to photoelectron sig-
nals at a binding energy of 2-4 eV. The spectrum recorded at a
pump-probe delay of +2.4 ps is plotted in red. At much longer

0.030 +2.4 ps
. +150 ps
E 0.0251 —— Ground state spectrum
2] 1
5 :
3 0.0201 ! | X200
A i |
g
50.0151
)
c
£0.010
O
2
$ 0.005 x1000
2 |
& i

0.000 . i

i |
0 2 4 6 8 10 12

Binding energy (eV)

FIG. 1. Representative photoelectron spectra obtained at specific pump—probe
delays with a 21.6 eV probe. The ground state photoelectron spectrum of TMA
(black) is presented alongside the spectrum obtained from the excited molecule
at a delay of +2.4 ps (red) as well as from the dissociation products at a delay of
+150 ps (blue). The red and blue spectra are only plotted over the energy range
of 0-6 and 9.5-12 eV, respectively. This removes regions of overlap where sig-
nificantly different signal intensities and scaling factors are used and means that
signals over the same energy region are not comparable. The intensity of the pho-
toelectron signals associated with the Rydberg states and photoproducts has been
scaled by x1000 and %200, respectively, to make them visible on the same scale
as the ground state spectrum.
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pump-probe delays, the photolysis reaction is complete, and sig-
nals associated with the formation of the photoproducts are expected
at binding energies in the 9-12 eV range. A representative spec-
trum of the products recorded at our maximum pump-probe delay
of +150 ps is plotted in blue. Note that due to the much lower
signal intensity, the Rydberg and dissociation product signals have
been multiplied by a factor of 1000 and 200, respectively, such that
they can be plotted on the same intensity scale as the ground state
spectrum.

A. Rydberg state dynamics

Concentrating on the early time dynamics, we present the time-
resolved photoelectron spectrum of TMA over the energy region
associated with the Rydberg states in Figs. 2 and 3. The data in Figs. 2
and 3 were collected with parallel and perpendicular polarizations
of the pump and probe pulses, respectively. Note that we have pre-
sented the delay time axis in Fig. 2 on a linear scale up to +5 ps
for direct comparison with Fig. 3. Due to the strong level of align-
ment induced by the initial excitation into the 3p, Rydberg state,
we expect the parallel and perpendicular polarizations to show dif-
ferent ionization propensities for the x, y, and z components of the
3p Rydberg manifold while alignment is maintained. In the paral-
lel polarization data, the initial signal observed is centered at 2.6 eV
and decays over a few picosecond timescale. The decay of the initial
peak coincides with the appearance of a new peak at 3.5 eV, which
appears to rise as a consequence of the decay of the first signal, indi-
cating some IC processes between their respective states. The signal
at 3.5 eV appears longer-lived and decays on a 100 ps timeframe.

150
100

50

-
-

Delay time (ps)
N w BN [6)]

Photoelectron Intensity (normalised, arb. units)

EEN

0
2.0 25 3.0 3.5 4.0 4.5

Binding energy (eV)

FIG. 2. Time-resolved photoelectron spectrum of TMA measured using par-
allel polarized pump and probe pulses. Note: the delay axis is on a mixed
linear/logarithmic scale to highlight the changes in the Rydberg state signals.
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We assign the shorter-lived signal around 2.6 eV to the population
of the 3p state and the longer-lived signal around 3.5 eV to the popu-
lation of the 3s state. These assignments agree with those of Cardoza
et al.”’ The 3s state signal decays over the next 70-100 ps and is
consistent with previous measurements of the suspected decay of
the 3s state.”’

The data obtained with perpendicular pump and probe polar-
izations are plotted in Fig. 3. Due to the initial alignment of
the molecule along the 3p, axis upon excitation, the crossed
pump-probe polarizations will lead to an enhanced ionization
propensity of the 3pxy Rydberg states when compared with the
parallel polarization measurements. The perpendicular polarization
data show an initial onset of the signal at ~2.3 eV that shifts toward
higher binding energies over the first 100 fs. Previous studies of
TMA and similar TAAs have observed a similar shift associated
with a planarization about the N atom.”"****" We will discuss this
feature in more detail in our discussion. After this initial shift, the
signal then covers an energy range from 2.5 to 3.1 eV with a sig-
nificant enhancement of the signal intensity at a binding energy
around 3.0-3.1 eV when compared to the data obtained with par-
allel polarizations. This observation suggests that while the 3p, and
3pxy components of our spectrum are heavily overlapped, the 3pyy
signal is at a slightly higher binding energy and has a delayed appear-
ance time when compared to the signal associated with the 3p, state.
As in the parallel polarization measurements, the 3s signal grows
over the course of a few picoseconds and is observed at a binding
energy of 3.5 eV. In both Figs. 2 and 3, it appears that the 3s Ryd-
berg state signal may contain an oscillatory feature, in which the
maximum intensity of the signal oscillates between the binding ener-
gies of 3.4 and 3.6 eV, respectively. This feature is more apparent
at longer delay times (>10 ps) in Fig. 2 and at short delay times in

Delay time (ps)

Photoelectron Intensity (normalised, arb. units)

2.0 2.5 3.0 35 4.0 45
Binding energy (eV)

FIG. 3. Time-resolved photoelectron spectrum of TMA measured using perpendic-
ularly polarized pump and probe pulses. Note we have plotted this over a slightly
extended binding energy range (1.8-4.5 eV) to show the full extent of the initial
shifting binding energy feature around 2-2.5 eV.
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Fig. 3. While this feature may contain crucial dynamics information,
we cannot ignore the possibility that this is at the limit of our sig-
nal to noise ratio in the photoelectron spectra. We, therefore, defer
discussion of this feature to Sec. I'V A.

To extract dynamic information pertaining to the Rydberg
states, we performed a 2D global fit over the time-resolved pho-
toelectron spectra shown in Figs. 2 and 3. Details of the global
fitting procedure alongside analysis of the residuals are given in
the supplementary material. Briefly, the global fit model is based
on a Gaussian instrument response function, which is convolved
with a series of exponential decay functions. The extracted decay-
associated spectra (DAS) represent a specific spectral component
with an associated exponential decay time constant. Within a
specific DAS, regions of positive amplitude relate to exponen-
tial decays, while negative amplitudes relate to exponential rises
occurring on the same timescale. Regions of positive and negative
amplitude, therefore, allow us to map out the flow of population
from one state to the other. The fit covers an extended binding
energy range on either side of the spectrum (1.5-5 eV) to obtain
a good baseline for each spectral component. To accurately recre-
ate the full intensity map, we required a fit consisting of three DAS
components.

We present the resultant DAS of the spectrum collected with
parallel polarized pump and probe pulses (Fig. 2) in Figs. 4(a) and
4(b). The associated time constants are 400 + 300 fs (4a), 4.4 + 0.4 ps
(4b, green), and 67 + 14 ps (4b, maroon), respectively. In panel (a)
we plot the initial signal observed in the spectrum centered at 2.6 eV
with a tail that extends down to 2 eV, which has an associated time
constant from the fit of 400 fs. We assign this peak to ionization
from the initial 3p, state. In panel (b), we plot two DAS associated
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with longer time constants. The DAS with the shorter time constant
(green) has regions with positive and negative amplitudes. In the
DAS with a 4.4 ps time constant, we observe positive amplitudes at
binding energies below 3 eV and a negative component at around
3.5 eV. Based on the expected energies of the Rydberg states and
in line with previous assignments, we assign the signal below 3 eV
to the decay of the remaining 3p manifold of states, leading to the
population of the 3s state seen at 3.5 eV. The final DAS compo-
nent, with a time constant of 67 ps, represents and overlaps with
the negative amplitude seen in the previous DAS. We, therefore,
assign this to ionization from the 3s state whose population decays
over a much longer timescale when compared to the 3p manifold
of states.

To show the evolution of each spectral component more
clearly, we plot integrated photoelectron intensities over binding
energy ranges that are characteristic of the 3p (2.0-3.1 eV) and 3s
(3.3-4.3 eV) states in Figs. 4(c) and 4(d), respectively. The data
are plotted with 20 uncertainties as error bars around each data
point, with solid lines representing the fit obtained from the DAS
over the same regions. In Fig. 4(c), we plot the integrated data and
associated fit over the binding energy range of 2.0-3.1 eV. While
we note that we cannot deconvolve the individual 3p, and 3pyy
fits from one another due to their heavy spectral overlap and lack
of appropriate energy bins, in Fig. 4(c), the combined fit mimics
the trend in the integrated data excellently. We also plot the resul-
tant fit of the 3s state (red) and highlight the time-delayed rise in
this state, which coincides with the decay of the 3p manifold. The
time constants obtained from the fit are in agreement with previous
time-resolved photoelectron spectroscopy studies made by Cardoza
et al., who obtained time constants of 540 fs and 2.9 ps for the
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FIG. 4. DAS and resultant fits of the Rydberg states in Fig. 2. In (a) and (b), each spectral component is plotted with its associated timescales and 2o errors given in
the legend. In (c) and (d), fits of the integrated data based on the extracted time constants from the global fit are plotted with their respective errors (as bars). All errors
(20 values) were obtained by bootstrap analysis of the data. Further details are provided in Sec. IV of the supplementary material.
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3p. and 3pyxy respectively, and the time-resolved x-ray scattering
experiments made by Ruddock et al., who obtained a 3s lifetime of
74 ps.”*” The DAS obtained from a 2D global fit of the perpendic-
ular polarization data is presented in Sec. V of the supplementary
material and provides time constants within the experimental error
of the time constants presented here. We note, however, that the
spectral component associated with the initially populated 3p, state
is clearer within the binding energy range of 2.0-2.5 eV, which sug-
gests that planarization is occurring within this state. This will be
discussed further later.

B. Formation of the photoproducts

Having characterized the Rydberg state dynamics, we now turn
to the formation of photoproducts. In Fig. 5, we plot the 9-12 eV
binding energy range of the average background-subtracted photo-
electron spectrum obtained at delays of 3-7 ps (red) and 50-150 ps
(black) alongside the pre-time-zero baseline in gray (dashed). The
delay ranges were selected to differentiate between products formed
on the lifetimes of the 3p and 3s states, respectively. In the spec-
trum obtained between 3 and 7 ps, we see signals appear at energies
between 10.3 and 11.2 eV, which then remain approximately con-
stant out to the maximum delay measured. In the spectrum obtained
between 50 and 150 ps, new signals between 9.6 and 10.3 eV are seen,
indicating product formation over the longer timeframe. To visual-
ize how these signals evolve, we have generated intensity profiles by
integrating over the binding energy range of the signal as a function
of pump-probe delay time, and these are plotted in Fig. 6. Due to
the large difference in appearance time for the various fragments,
we have plotted the delay time axis on a linear scale until 1 ps and on
a logarithmic scale beyond. The boundary between scales is marked
by the vertical gray dashed line.

Previous measurements have indicated that the dominant
products channels are associated with the dissociation of one
N-CHj3 bond and the formation of a ground state methyl radical
(CH3) and DMA in either its ground (X B1) or first electronically
excited (A%A;) state.'”*” The literature values for the ionization
potential of CHs, DMA (X B, ), and DMA(AA,) are 9.84,” 9.01,
and 8.05 eV, respectively.”” This means that while the CHj signal
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FIG. 5. Characteristic background subtracted and delay-averaged photoelectron
spectra of the photolysis products of TMA. The delay-time-averaged spectrum
obtained between 3 and 7 ps (red) and between 50 and 150 ps (black) is plot-
ted alongside the pre-time-zero baseline (gray dashed) to visualize our spectral
noise floor. The intensities in this spectrum have been normalized by the maxi-
mum signal obtained over all delays in this region. The shaded regions represent
the regions integrated in the plots presented in Fig. 6.
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FIG. 6. Integrated photoelectron intensity as a function of time over the (a)
9.58-9.76 eV, (b) 9.87-10.24 eV, (c) 10.30-10.50 eV, and (d) 10.62-11.32 eV
energy ranges. The error bars represent the 2o confidence regions of the mea-
surement obtained via bootstrapping. Due to the differences in rise times observed
between products, we plot the full delay time range in the main figure on a lin-
ear scale until 1 ps and on a logarithmic scale beyond. The boundary between
scales is marked by the vertical gray dashed line. Dashed lines are kinetic fits
to the photoelectron intensity as discussed further in the main text alongside our
assignments.

should appear in a relatively clear region of the photoelectron spec-
trum, the signal associated with ionization of ground and excited
state DMA into the ground cation state would be obscured by their
overlap with the TMA ground state background. Ionization into
higher lying cation states for DMA (X2B;) would appear at around
9.65, 11.25, and 13.4 eV®* and for DMA (A*A;) (based on an X-A
energy gap of ~1.6 eV**) at 9.65 and 11.8 eV.”” The values provided
for the excited cation states relate to the maximum intensity of very
broad peaks in the photoelectron spectrum, so they should be taken
as a guide for what might be expected.

Comparing these expected values with those observed experi-
mentally in Fig. 5 and their temporal profiles seen in Fig. 6, we see
peaks around 9.6 and 10 eV that rise over tens of picoseconds to
a maximum. There are other peaks at 10.4 eV and around 11 eV
that show a rise over the course of the first picosecond. The 10 and

J. Chem. Phys. 163, 074306 (2025); doi: 10.1063/5.0280626
© Author(s) 2025

163, 074306-6

00:11:60 G20T 489010 80


https://pubs.aip.org/aip/jcp
https://doi.org/10.60893/figshare.jcp.c.7946354
https://doi.org/10.60893/figshare.jcp.c.7946354

The Journal
of Chemical Physics

9.6 eV ranges match what one would expect for the formation of
vibrationally cold CHj3 in conjunction with DMA. We cannot differ-
entiate if this is electronically excited or ground state DMA due to
their spectral overlap, but previous ion yield measurements suggest
that the formation of DMA in the (A%A,) state is the dominant dis-
sociation channel.”” We, therefore, assign the regions 9.55-9.79 and
9.87-10.24 eV to the formation of DMA (A 2A1) and CH; (v = 0),
respectively.

The two other product signals at 10.4 and 11.0 eV rise to their
intensity maximum within the first few picoseconds after excita-
tion. These peaks are a less obvious match to the expected products
when only considering ionization into the electronic ground state
of the cation. We, therefore, only provide speculative assignments
here. Given the rapid formation time, we assume that these products
are also associated with CH3 and DMA fragments but in different
quantum states. The 11 eV region closely matches the signals asso-
ciated with the ionization of ground state DMA (X2B,) into the
first electronically excited cation state (DMA“Bl), while the 9.4 eV
feature lies ~2400 cm™" higher in energy than that associated with
our main CH3 signal, indicating significant vibrational excitation.®*
We, therefore, assign the faster rising peaks at 10.4 and 11 eV to the
formation of vibrationally excited CH3 in conjunction with ground
state DMA.

To understand which excited states lead to the observed pho-
toproducts, we have modeled the expected appearance times of the
products based on the lifetimes extracted from the global fit of the
Rydberg excited state signals. The models are based on a sequential
kinetic model where the final product state has an infinite lifetime.
The three possible pathways considered are therefore

hv kp.
TMA — 3p, — Products, (1)
hv kpz k!’x,y
TMA — 3p, — 3px, — Products, 2)
hv sz kPx,y ks
TMA — 3p, —> 3pxy — 3s — Products, 3)

with decay constants, as obtained from the Rydberg state global fit of
2.74,0.2257, and 0.0149 ps_1 for the 3pz, 3pxy, and 3s states, respec-
tively. Based on the known parameters, we can fit amplitudes to the
product signal to see if any are consistent with the observed signals.
Further details are given in supplementary material with the results
of the fits plotted as dashed lines in Fig. 6.

The fits suggest that the fast rising products, which we have
assigned as DMA (X?B;) and vibrationally hot CHs, appear on
a timescale that is consistent with pathway 1, with the formation
of products occurring directly from the decay of the 3p, Rydberg
state population, Figs. 6(c) and 6(d), while the DMA (A24;) and
CH3 (v = 0) products, which appear to form over a much longer
timeframe, are well-fitted to pathway 3, suggesting that product for-
mation occurs from the 3s Rydberg state, shown in Figs. 6(a) and
6(b). The global view of the dynamics, therefore, supports the previ-
ous conclusions of Ruddock et al.,”! who have previously suggested
that there are competing IC/dissociation pathways in the 3p, state.
An overview of our assignments is given in Table I.

The experimental observations lead to the following dynamic
picture. Initial excitation populates the 3p, Rydberg state. Com-
peting IC and dissociation processes lead to the majority of the
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TABLE I. Assignments of the product signals observed in Fig. 5. Imax is the binding
energy of the maximum signal intensity. /range is the binding energy range defining the
overall signal.

Imax (eV) Irange (eV) Product assignment
9.7 9.58-9.76 DMA (A%A))
10.0 9.87-10.24 CH; (v=0)

10.4 10.30-10.50 Vibrationally hot CH;
10.7 10.62-11.32 DMA (X2B,)

population internally converting to the 3pyy states, while a minor-
ity of the population dissociates to form vibrationally hot CH3 and
DMA (X*B,). The lifetime of the 3p, state due to these processes
is ~400 fs. The population of the 3py state stabilizes against further
dissociation, and the only relaxation pathway is via IC into the 3s
Rydberg state with a lifetime of ~4.4 ps. Decay of the 3s Rydberg
state leads to dissociation of the N-C bond and formation of CHj
and DMA (A2A,) fragments with a 3s state lifetime of 67 ps.

C. Computational results

To support our experimental assignments, we have performed
a series of electronic-structure calculations. At the Franck-Condon
(FC) region, where the ground state is dominated by a single config-
uration, the experimental excitation energies of the 3s and 3p states
are well reproduced using EOM-CCSD/aug-cc-pVDZ (see Table II).
The degenerate 3p./3p, pair is found to be slightly lower in energy
than the bright 3p, state. The more expensive MR-EOMPT(4e,70)
level of theory delivers excitation energies within 0.1-0.2 eV of the
experiment, even while using the nearly minimal, but appropriate,
four-electron and seven-orbital active space.

At the ground state equilibrium, TMA favors a pyramidal
arrangement with a central CCCN-dihedral angle (9) and equiva-
lent C-N distances (R) of 32.9° and 1.45 A, respectively. However,
for the Rydberg states, a near-planar arrangement, 9 ~ 0°, is favored.
The optimal 3s and 3p, geometries are very similar, with only a small
difference in the methyl rotation, and both have an R of 1.45 A.
The 9 and R at various critical points are provided in Table S3.
The potential energy surface corresponding to a linear interpola-
tion between the Sp and 3s minima is shown in Fig. S6, where the
parallel nature of the Rydberg states is clearly observed, which is
in line with previous calculations.” The vertical binding energies
(VBEs) of the Rydberg states at the minimum-energy geometries are
provided in Table S4 using the EOM-CCSD level of theory, as this

TABLE |I. Predicted 3s, 3px, 3py, and 3p; excitation energies (eV) and the energy
gap AE between the 3s and 3p; states at the Sy minimum energy geometry using
various electronic-structure methods. All calculations were performed at the XMS-
CASPT2(4e,70)/6-31++G(d) optimized geometry.

Theory 3s 3Py 3p, AE

EOM-CCSD/aug-cc-pVDZ 546 6.20/6.20 6.24 0.78
MR-EOMPT(4e,70)/aug-cc-pVDZ 533 6.07/6.07 6.10 0.77
Experiment”’ 5.46 e 6.23 0.77
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FIG. 7. MR-EOMPT(4e,70)/aug-cc-pVDZ potential energy curves for methyl dissociation in both a pyramidal (a) and planar arrangement (b). The active space at an R of

1.9 A has also been shown (c).

method has been shown to be remarkably accurate at FC geome-
tries. The cation was modeled using unrestricted CCSD based on
unrestricted Hartree-Fock orbitals. The vertical ionization energy
(VIE) predicted using this approach is found to be in agreement
with experiment, VIEs of 8.36 and 8.44 eV, respectively. For the
3s state, a small increase in the VBE of ~200 meV is predicted as
the molecule planarizes, shifting from 2.91 to 3.08 eV. In contrast,
the VBEs of the 3py, 3p,, and 3p, states are much less affected by
this planarization. The predicted binding energies at the 3s and 3p.
minima are essentially unchanged for all the Rydberg states, high-
lighting the similarity between the minimum energy geometries,
with only a small difference in the rotation of the methyl groups.
In addition to the minimum energy arrangements, VBEs were also
computed at a planar structure, which would be encountered if the
pyramidal Sy vibrational mode (v4 = 393.6 cm™) is populated. At
this geometry, the 3s, 3px, and 3p, VBEs are similar to the other
planar arrangements. However, the VBE of the 3p, state is more sen-
sitive to the location of the hydrogen atoms and is found to be lower
by 70 meV, relative to So. Therefore, it is clear that due to the paral-
lel nature of the potential energy surfaces, motion along this coupled
planarization-methyl rotation coordinate is unlikely to drive IC, but
in the case of the 3s state, a small shift in the photoelectron energy
will be observed.

The excited state landscape for methyl dissociation was then
explored. EOM-CCSD and single-reference methods, in general, are
known to inadequately describe bond-breaking pathways as a result

of the increase in multi-reference character as dissociation occurs.
Therefore, the multi-reference method MR-EOMPT was used to
investigate bond dissociation pathways, as it has been shown to yield
accurate excitation energies, which are on par with EOM-CCSD
(see Table IT) and much more accurate than XMS-CASPT2(4e,70),
in the FC region. The adiabatic potential energy curves resulting
from elongation of one N-C bond on XMS-CASPT2-optimized Sy
and 3s structures (pyramidal and planar, respectively) are pictured
in Fig. 7.

At the FC region, the adiabatic states have the following dia-
batic representation: 3s (S1), 3px,y (S23), 3pz (S4), and 3d-type (Ss).
The ¢* state is much higher in energy in the FC region, and as R
increases, this state lowers in energy, and at ~1.7 A, the 3d orbital
rotates out of the active space in exchange for the ¢* orbital, lead-
ing to a change in character of Ss. In the discussion that follows,
the diabatic representation is used. For both pyramidal and planar
structures across the range of N-C bond distances considered, the
3s and 3p Rydberg states remain parallel to one another. The degen-
eracy between 3p, and 3p, lifts as R increases due to the alignment
of one state along the bond-dissociating coordinate, introducing a
degree of asymmetry. In the pyramidal dissociation surface, Fig. 7(a),
the ¢* state cascades across the 3p manifold between 1.7 and 1.8 A
before crossing with the 3s state at around 1.9 A. The ¢* state then
runs parallel with Sg and no crossing between the states is observed,
leading adiabatically to the DMA (A?A;) + CH; dissociation prod-
ucts. For the planar geometries, Fig. 7(b), the excited state landscape
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at N-C bond distances less than ~1.9 A is virtually identical to that
seen in the pyramidal structure. However, at more extended N-C
bond distances, the energy of the ™ state continues to lower until
at a separation of 2.4 A, and the ¢* state crosses, with So thereby
providing an IC pathway to ground state DMA (X2B;) + CH;
photoproducts.

IV. DISCUSSION
A. Dynamics of TMA photolysis

The combined experimental and theoretical investigation leads
to the following model of the photolysis reactions of TMA. Upon
absorption of light at 200 nm, the population is transferred into the
3p, Rydberg state. Initial structural dynamics lead to a planariza-
tion of the initially pyramidal structure and a shift in the measured
binding of approximately +0.3 eV. This is most clearly seen in the
experimental measurements performed with perpendicular pump
and probe polarizations, Fig. 3. This is a much broader shift in bind-
ing energy compared to the 100 meV reported by Cardoza et al.”’
In contrast, our calculated VBEs indicate a comparatively modest
change (~20 meV). However, a significantly larger shift of ~90 meV
relative to the 3p, state minimum is obtained when the molecule
is displaced along the ground state umbrella mode, corresponding
to planarization about the central nitrogen atom, highlighting that
the change in binding energy is particularly sensitive to geometric
relaxation along this mode. While the theoretical results are broadly
consistent with the trends observed by Cardoza et al. and those
observed in this work, they do not fully reproduce the magnitude
of the measured binding energy shift. This discrepancy may indi-
cate limitations in the theoretical model’s ability to fully capture the
electronic response to such structural changes, or it may reflect the
influence of experimental factors, such as spectral noise within the
2.0-2.5 eV region of Fig. 3 that could contribute to an enhanced
apparent VBE shift.

Extension of one N-C bond leads to IC to the lower-lying
components of the 3p and 3s manifold through coupling to the
0(n-c,) State, ultimately leading to the dissociation and formation

of DMA (X 2B, ) + vibrationally hot CH; reaction products on a sub-
picosecond timescale. The rigid scans presented in Fig. 7 confirm
this excited state/dissociation channel and suggest that planariza-
tion, or the adoption of a near planar geometry (i.e., 9 ~ 0), must be a
prerequisite for this channel. The minimum energy conical intersec-
tions were also computed (see Table S3). The ¢*/3p, CI and ¢*/3s
CI geometries were found to have a similar 9 of ~8° and an R of 1.61
and 1.8 A, respectively, while the 0*/Sy CI occurs at a near-planar
geometry with an R of 2.45 A. Therefore, a possible fast decay regime
involves a coupled planarization and N-C bond stretch.

The vibrationally hot methyl fragment formed via the fast dis-
sociation channel is seen to have an excess vibrational energy of
~2400 cm™". Previous measurements of TMA (and the secondary
amine analogue dimethylamine) have shown that as the methyl
group transitions from the pyramidal structure seen in the bound
amines to the planar radical, there is excitation of the v,, umbrella
mode of the CH; fragment.””®” The harmonic wavenumber of the
umbrella mode in the methyl radical is equal to ~600 cm™ such
that the observed signal would correspond to ~4 quanta of the v,
mode. Alternative assignments based on combination bands could

ARTICLE pubs.aip.org/aipl/jcp

also be proposed, but, to the best of our knowledge, no other modes
have been seen to be vibrationally excited in any previous measure-
ments of TMA and could not be assigned here due to our limited
energy resolution. We suggest that the initially excited population
that undergoes rapid N-C stretching alongside planarization is most
likely to lead to dissociation along this channel and gives rise to the
high levels of vibrational excitation of the methyl fragment observed.
We, therefore, tentatively assign the signal at 10.4 eV to the produc-
tion of CH3 (v, = 4) that is formed alongside the ground state DMA
co-fragment.

The remaining 3p population internally converts to the 3s state
with an associated time constant of 4.4 ps. Based on our rigid
surfaces, upon reaching the ¢*/3s CI, the population may instead
undergo IC to the metastable 3s state, thus trapping the popu-
lation. The 3s population is then observed to have a lifetime of
~67 ps that correlates with the formation of DMA (A%A;) and CH;
(v =0). While there may be some evidence that the signals associated
with the formation of vibrationally hot CH; and DMA (X?B,) rise
over this longer timescale, the change is small, suggesting that this,
at most, is a very minor exit channel for population in the 3s state.
The lack of vibrationally hot CH; and DMA (X 2B, ) fragments over
the longer timescale combined with the observation that the conical
intersection leading to these is only accessible at planar geometries
suggests that the exit channel from the metastable 3s structures goes
through a non-planar structure that, therefore, avoids the conical
intersection to the ground state. A barrier from the 3s minimum
to 0*/3s CI of 1.15 eV is encountered in both the planar and pyra-
midal rigid scans. It should be noted that this is not an optimized
barrier and, therefore, will likely be larger than that observed in
reality. Additionally, the potential energy surface of the 3s state
along the pyramidalization coordinate is considerably shallow, with
planar and pyramidal geometries separated by 0.2 eV. This would
lead to an increase in non-planar geometries, which would then
dissociate to DMA (A2A;) and CH; (v = 0) and be in competi-
tion with DMA (X 2B1) + vibrationally hot CH3 dissociation, the
latter being observed only at near-planar geometries. The 0.2 eV
wide oscillatory feature observed in the 3s state photoelectron sig-
nal (Figs. 2 and 3) may be the direct spectroscopic evidence for the
excited state population accessing planar and non-planar geometries
due to the agreement between the observed and calculated bind-
ing energy differences. However, the expected period of oscillation,
based on the computed vibrational frequency of the umbrella mode,
is only 85 fs. Our measurement sampling rate means we do not map
out the signal on an appropriate timescale to see such oscillation.
We, therefore, cannot confidently assign this to anything molecular
based on the current data. Therefore, while suggestive of this pro-
cess, we can only tentatively suggest that this feature corresponds
to the 3s population oscillating between planar and non-planar
geometries.

Finally, we consider the nature of the driver for branching in the
3p, state. Wavelength-dependent measurements by Onitsuka et al.
showed that varying the excitation energy—and thus the vibrational
energy in the initially populated 3p, state—had no impact on the
vibrational state of the CH3 products. This rules out vibrational exci-
tation as a driver of pathway selection and instead points toward the
geometry and surface structure as the key controlling factors.”” Our
results, in agreement with previous work by Cardoza and Ruddock,
show that excitation into the 3p, state leads to planarization around
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the nitrogen atom.”"”” However, our computed planarization sur- B. Implications as a biomarker

faces (Fig. 8) are shallow and offer no strong energetic incentive for
planarization to occur. In fact, planarization would need to happen
in tandem with N-CH3 bond extension to access the fast dissocia-
tion pathway. While a planar geometry appears to be a prerequisite
for direct dissociation via the fast channel, it is not required for IC
to the lower Rydberg states, which leads to the slower pathway. This
implies that branching is, at least partially, governed by the specific
geometries adopted within the 3p, state and whether they facilitate
access to dissociative intersections or routes.

The integrated product signals in Fig. 6 show a higher
yield for the slow-channel products—DMA (A%A;) and CHj;
(v = 0)—indicating that the slow dissociation pathway is domi-
nant, while the fast channel is a minor route. This aligns with
Onitsuka’s findings.”” Taken together, these results suggest that
the branching in the 3p, state is ultimately controlled by the rel-
ative strengths of nonadiabatic couplings: between 3p, and ¢*
and between 3p, and 3pxy. The dominance of the slow pathway
and the preference for DMA (A%A;) and CH; (v = 0) products
imply that coupling between the latter is stronger, making inter-
nal conversion more favourable than direct dissociation under most
geometries.

While we are unable to determine branching ratios between
these two exit channels, future non-adiabatic molecular dynamics
simulations will seek, in part, to determine this alongside calcula-
tions of the non-adiabatic coupling terms for each pathway (¢* and
3px,y) with the 3p, state. Additional outstanding questions regarding
the dynamics at play will also be addressed, including the geometries
accessed during direct dissociation on the 3s state and the extent and
contributions to energy partitioning in the products of both ground
state and 3s state exit channels.

While our experimental and theoretical efforts have not
revealed new spectroscopic information that would strengthen the
case for TMA as a biomarker, we have revealed which spectral sig-
nature would confirm the presence of TMA in an extraplanetary
atmosphere—that of DMA. From our experimental results, we have
confirmed that the DMA moiety is produced in its ground and
excited states. However, as the low-lying excited state of DMA is
expected to be non-dissociative,” we would expect ground state
recovery on a nanosecond timescale via fluorescence or via non-
radiative means. Thus, the ultimate confirmation of TMA will be
by the spectral signatures of DMA (X*B,). We note, however, that
the DMA moiety is also produced through the photodissociation of
dimethylamine in the 200-220 nm pump regime.*> Dimethylamine
is a secondary aliphatic amine, which is only known to be produced
through the methylation of ammonia with a catalyst at elevated tem-
peratures and increased pressures abiotically or biotically through
the decay of marine life.”"*” Thus, we highlight that DMA (X?B)
may also form from dimethylamine, which may also be considered a
potential biomarker.

This proposal of TMA as a biomarker does have some caveats,
like all biomarkers, which must be considered: (1) the traditional
catalyst used in the production of TMA is alumina (Al,03), which
has been found in geological samples, such as Corundum around
hydrothermal sites (volcanic and impact).”® With the sheer high
temperatures produced by these sites and the potential for ammo-
nia and methanol to exist in another atmosphere as it does in
Earth’s atmosphere, the production of TMA may be possible, which
may give rise to a false positive detection of life.””*” (2) Other
atmospheric processes, such as photolysis of DMA or subsequent
collisions with other gas-phase atmospheric species, may lower the
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concentration of the DMA moiety below the limit of detection.”*”"

This problem is, however, a technological problem with our cur-
rent telescopes, although next generation telescopes, such as the
James Webb Space Telescope, aim to improve their sensitivities to
these faint biomarker signals.”’ Finally, we note that although TMA
appears to be an ideal candidate as a biomarker, the detection of
TMA does not rule out the possibility of an abiotic synthetic origin
confidently—much like the recent story of phosphine on Venus’'
and dimethyl sulphide on exoplanet K2-18b.° Further research into
natural, abiotic synthetic origins will be required upon a confirmed
detection of TMA in an extraplanetary atmosphere.

V. CONCLUSIONS

We have performed a combined experimental and theoreti-
cal study of the photolysis reactions of TMA. The use of an XUV
probe allows us to follow the complete reaction path and, through
correlation of excited state lifetimes and product formation times,
helps define the reaction pathways. Absorption of 200 nm light by
TMA leads to population of the 3p, Rydberg state. N-C bond exten-
sion in conjunction with planarization of the excited state leads
to rapid dissociation of some of the excited state population into
vibrationally hot CHs (v, = 4) and DMA (X*B,) facilitated by the
3p2/0(x_cn,) CI within the first picosecond. The remaining bound
population undergoes sequential IC processes through the Rydberg
manifold, eventually leading to the 3s state (3p, — 3pxy — 3s). The
metastable 3s state has a lifetime of ~67 ps before dissociation where
it adiabatically forms DMA (A 2A;) and CH; (v=0). We suggest that
dissociation via the DMA (A2A;) product channel is facilitated by a
non-planar geometry, in which TMA must pass through an energy
barrier of 1.15 eV to access.

Finally, we have identified that the DMA (X?B;) would act
as a confirmational spectral signature of a photolyzed TMA in an
extraplanetary atmosphere, thus strengthening a positive detection
of TMA (and possibly life) on an alien planet.

SUPPLEMENTARY MATERIAL

The supplementary material contains a description of data pro-
cessing steps associated with resolution characterization, calibration,
and global fit procedures alongside the background material for the
computational section.
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