Revalidation of the Cyber Fear and Paranoia Scale in the Context of Current Technology
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 Abstract 
Introduction: The Cyber Paranoia and Fear Scale (CPFS) was developed in 2014 by Mason et al to measure the perception of information technology-related threats. Given the rapid evolution of digital systems, including artificial intelligence, surveillance, and data sharing, this study sought to revalidate and update the scale, resulting in the Cyber Paranoia and Fear Scale–Updated (CPFS-U). Method: Public and Patient Involvement and Engagement (PPIE) with university students informed the redevelopment of the scale. Eight new items were added, and several were revised. The CPFS-U was administered to 433 adults, alongside validated measures of paranoia, generalised anxiety, online trust, digital confidence, and activity. Results: Exploratory factor analysis revealed a four-factor structure: (1) AI and Digital Dependence Concerns, (2) Technological Risk Awareness and Distrust, (3) Perceived Data Vulnerability, and (4) Surveillance and Monitoring Paranoia. Correlational analyses showed that overall cyber-paranoia and fear were positively associated with generalised anxiety and trait paranoia. Digital confidence and activity showed limited associations with the updated scale, indicating that emotional and cognitive responses to digital systems may be more influential than digital literacy itself. Discussion: The findings suggest that cyber paranoia is a multidimensional construct distinct from general paranoia, shaped by contemporary technological developments. The CPFS-U provides an updated measure for assessing digital mistrust and fear in modern contexts and may inform future research on technology-related anxiety and clinical interventions.














1. Introduction

Paranoia describes the belief that one is being deliberately targeted or threatened by others, even when there is little or no evidence to support this (Ellett et al., 2023; Freeman and Garety, 2000). Paranoid thinking is not limited to clinical populations but is also present on a continuum within the general population (Freeman et al., 2001). Cognitive models emphasise how interpretations of ambiguous or anomalous experiences, shaped by prior life events, attentional and attributional biases, and emotional states, contribute to the feelings of paranoia (Garety et al., 2001).

1.1.  Cyber Paranoia and Fear Scale

[bookmark: OLE_LINK6][bookmark: OLE_LINK7]The Cyber Paranoia and Fear Scale (CPFS), developed by Mason et al. (2014), was a pioneering tool for assessing concerns related to digital technologies prevalent at the time in the general population. Mason et al. (2014) aimed to assess individuals' attitudes and distrust related to online activities and cyber threats, terming the extremes of these 'cyber paranoia'. Cyber paranoia was conceptualised as being related, but distinct from general trait paranoia (Mason et al., 2014). Lack of familiarity and knowledge about technology has previously been associated with delusional ideation or paranoid thoughts about digital environments, suggesting that digital unfamiliarity may cause mistrust of digital systems (Mason et al., 2014).  Mason et al. (2014) argued that other predictors of paranoia may not apply in the same way to cyber paranoia, highlighting that cyber paranoia and fear appear to be distinct from general paranoia. Findings consistent with the broader understanding that psychotic symptoms, including paranoid thoughts, exist on a continuum, with milder psychotic-like experiences occurring in the general public (Freeman et al., 2005; Freeman & Loe, 2023). 

1.2. Distrust and Digital Evolution
Distrust is frequently seen as a core feature of paranoia, conceptualised as arising from negative expectations and beliefs about the lack of trustworthiness regarded for other people (Hosseini Shoabjareh et al., 2024). In relation to digital technology specifically, distrust can be associated with a lack of confidence or belief that systems and platforms are not safe and secure (Hosseini Shoabjareh et al., 2024; Zimaitis et al., 2020). Distrust can be characterised as either rational or irrational. As digital technology has advanced the boundaries between rational and irrational fears have become increasingly blurred, particularly with developments in artificial intelligence, algorithmic surveillance, and deepfake generation. Contemporary digital fears may stem less from a lack of technological familiarity, as previously reported by Mason et al. (2014), and more from heightened awareness of realistic threats enabled by sophisticated technologies. Since 2014, technological progress has transformed the digital landscape, offering unprecedented opportunities, alongside new and significant risks (Reis & Melão, 2023). 

In the years preceding 2014, public concerns about digital technology were primarily shaped by fears related to data breaches, CCTV and government surveillance, and online privacy. At that time, digital technologies were generally less personalised and less embedded in everyday life. As a result, earlier conceptualisations of cyber paranoia and fear, such as those reflected in the original CPFS, tended to capture broader, public-facing concerns, including dystopian scenarios such as “the global web is brought down by dire consequences”, impersonal threats, and unseen global surveillance systems “CCTV are illegally used to spy on people”. 
However, since 2014, the technological landscape has shifted significantly. The proliferation of autonomous artificial intelligence systems, algorithmic decision-making, and personalised digital environments has introduced new dimensions of uncertainty and fear (Papagiannidis et al., 2023). Concerns have evolved toward the manipulation of identity through the expansion of social media, targeted misinformation through algorithms and ads, and the erosion of trust in digital content, which has been exemplified by the rise of deepfakes and AI-generated media. Everyday technologies have also become more embedded and ambient, including wearable devices, voice assistants (e.g., Alexa, Google Home), and location-tracking applications, resulting in increasingly intimate data collection and sharing. These shifts are illustrated in Figure 1, which highlights the acceleration of personalised algorithm driven technologies between 2005 to 2025. Given the shifts in technology in this period, it follows that concerns around digital authenticity have grown, some of which may not be captured in the original CPFS.  
 




Figure 1. Timeline of Major Technological Developments Related to Digital Privacy and Cyber Paranoia (2005–2025)
[image: A timeline of a company

Description automatically generated]



1.3. The Impact of Modern Technologies on Trust
A report by Edelman (2022), reflecting trends over a ten-year period from 2012 to 2022, found that while 64% of the UK public trusts the technology sector, only 39% believe technology companies are led by individuals who prioritise societal welfare. This discrepancy highlights a growing tension between the perceived utility of technology and the trustworthiness of those who control it. This imbalance that can heighten feelings of suspicion and fuel cyber paranoia. Furthermore, trust in emerging technologies remains low, with only 38% of the UK public expressing trust in AI (Edelman, 2022). This mistrust may stem not only from unfamiliarity but from increasing public awareness of legitimate digital threats (Mason et al., 2024). Since the original Cyber and Paranoia scale was developed, there has been an increase in ransomware attacks into the 2020s (Koivula, 2021), with 81% of healthcare providers targeted in 2022 (Government Events, 2024). The escalation of digital breaches combined with opaque data practices, may contribute to an environment in which individuals may begin to interpret digital interactions as potentially threatening. Rational concerns about data security and technological misuse may therefore evolve into persistent fears or mistrust.

With technologies such as AI increasingly being applied to tasks traditionally performed by humans, and with their growing integration into daily life, the field of cyberpsychology has emerged as a unique discipline, defined as the study of psychological processes related to and underlying technologically interconnected human behaviour (Attrill-Smith et al., 2019). Therefore, understanding how people perceive AI and other emerging technologies is crucial for evaluating reactions to modern digital environments. When individuals encounter algorithm-based services, they form beliefs about how digital agents operate and what they are capable of (Mahmud et al., 2022). These beliefs play a central role in whether they accept or distrust systems (Lee, 2018). Uncertainties can fuel feelings of suspicion, powerlessness, or unease, particularly when the systems are complex or difficult to understand (Shin et al., 2020). For some, this may contribute to a heightened sense of digital mistrust or cyber-paranoia. 

While AI is being incorporated into most areas of life, one area which has gained significant development is healthcare (Mishra et al. 2021). AI has currently been utilised in diagnosing diseases in patients (Alowais et al., 2023), being used to help surgeons perform surgery (Knudsen et al., 2024; Prabu, 2014) and as a treatment tool in mental health services (Cross & Bell, 2024; Minerva et al., 2023; Talati, 2023). From AI-enabled chatbots offering therapeutic support to predictive models used in triage and risk assessment, AI is transforming clinical care. However, their adoption also raises concerns around transparency, autonomy, and algorithmic bias (Afroogh et al., 2024; Palmer-Cooper et al., 2024) particularly among individuals who already experience heightened levels of digital mistrust. As AI becomes more embedded in healthcare, understanding public perceptions of these technologies, particularly in relation to fear and trust, is critical to ensuring ethical implementation.

1.4. Psychological Consequences of Cyber-Paranoia 
One aspect of trust in digital systems involves users feeling that they understand them. This understanding can occur at two levels: a functional understanding of the system’s purpose (e.g., delivering therapeutic content in healthcare), and a mechanistic understanding of how it operates (e.g., underlying algorithms or data use; Ei et al., 2023). When systems explain how they operate, such as how recommendations are generated or how personal data is being utilised, users are more likely to feel confident in using them (Bach et al., 2024). However, when explanations are limited or overly technical, individuals may interpret the system as intrusive, especially if they already hold concerns about surveillance or digital manipulation (Samek et al., 2017). Perceptions of digital threats are rarely formed in vacuum; rather, individuals rely on their existing beliefs, experiences, and levels of digital literacy (the ability to confidently and effectively use digital technologies) to interpret system behaviour (Wölker & Powell, 2020). 

Individuals with heightened levels of cyber-paranoia may engage in excessive vigilance (e.g., compulsively checking privacy settings or deleting browser history), demonstrate algorithm aversion or display avoidance behaviours (e.g., rejecting algorithms despite superior performance or refusing to use certain platforms; Dietvorst et al., 2015), or experience relational strain (e.g., fearing impersonation, surveillance, or manipulation by others). In addition to digital literacy and prior beliefs, broader psychological traits such as general anxiety may also influence responses to digital environments. Burton et al (2022), identified a link between anxiety and vulnerability to cybercrime, while cybercrime has also been shown to have a significant impact on anxiety levels. In addition, individuals with lower generalised anxiety reported fewer concerns regarding digital technology and cybercrime, whereas those with higher anxiety levels expressed greater concerns (Moskwa 2024). 

To reflect the evolving dynamics and complexities of technology, this study aims to create an updated version of the Cyber Paranoia and Fear Scale originally developed by Mason et al (2014). By retaining the core elements of the original scale, this study aims to enhance the relevance and applicability in capturing emerging concerns related to contemporary technologies, resulting in the updated measure: Cyber Paranoia and Fear Scale – Updated (CPFS-U).

The updated scale aims to achieve the following objectives: 
1. Incorporate contemporary concerns, guided by the insights from Public and Patient Involvement and Engagement (PPIE) groups regarding their perspectives of current digital concerns.
2. Examine the associated between cyber-paranoia and fear and general trait paranoia and generalised anxiety. It is hypothesised that scores on the CPFS-U will be positively correlated with scores on the General Anxiety Scale and the Paranoia Scale.
3. Explore the relationship between digital literacy, transparency of digital systems, and prior digital experiences on cyber paranoia and fear. It is hypothesised that higher levels of digital confidence and greater digital activity will be negatively correlated with CPFS-U scores. 
By capturing the nuances of modern cyber paranoia, fear, and distrust, the CPFS-U will build upon and extend the original work of Mason et al. (2014). 
2 Methods

This study evaluated the factor structure and validity of a the CPFS-U. PPIE was used to inform the redevelopment of the scale. This process led to the addition of eight new items and the rewording of several existing items to improve clarity and ensure relevance to contemporary digital technologies. 
2.1 Public Engagement Activities  

An iterative process of refining the CPFS was used to ensure the acceptability, relevance and clarity of the Cyber Paranoia and Fear Scale (CPFS) in a rapidly changing digital context. PPIE played a central role in this redevelopment, as digital paranoia and fear is a lived and evolving experience, influenced by the technologies people use each day. 
Given the rapid pace of technological change and how individuals both interact and perceive digital systems, redevelopment of the CPFS should not only reflect theoretical constructs, but also broader categories of contemporary digital technologies. The CPFS-U focuses on generalised forms of technology (e.g., biometric authentication, artificial intelligence, digital surveillance) to ensure ongoing relevance as technology continues to develop. Public involvement was therefore integrated as a core part of the redevelopment of the CPFS, offering insight into how digital technology and threats are understood and experiences by the public.  

2.1.1 Public Engagement Integration and Methods

Two structured PPIE discussions were held with five contributors who were undergraduate students. PPIE discussions lasted 60 minutes. Students were selected due to their fluency in current digital environments and potential representativeness of younger users who frequently navigate app-based technology. PPIE contributors were provided with the existing scale in advance of the session to familiarise themselves with its content and were offered to join the discussions either remotely online or in person. Student PPIE involvement was able to add a fresh perspective, as individuals already familiar with the concepts underpinning the original scale may be less able to critically assess its relevance to the current digital landscape. Moreover, feedback highlighted limitations in the applicability of certain items to contemporary technological concerns, further motivating the need for an updated and contextually grounded version of the scale.

During the sessions, two researchers facilitated discussions on each item of the scale. PPIE contributors were encouraged to comment on and evaluate the terminology used, assess its relevance in the current digital landscape, and suggest ways to enhance clarity and comprehension of the scale. Feedback from these discussions was recorded and synthesised by the researchers, who then proposed revisions to the scale. A third researcher independently reviewed the proposed changes before a final draft was produced. After initial revisions were made, a follow-up review phase allowed PPIE contributors  to review the changes proposed, ensuring that the adjustments aligned with their initial feedback.

2.1.2 Summary of Key Feedback and Revisions

PPIE feedback highlighted several evolving concerns related to digital technology and privacy, which informed the development to the CPFS-U. One key theme was the shift in device usage. Several participants noted that concerns regarding others accessing their social media account were less relevant today. With increased use of mobile devices, which are often password-locked and personally owned, participants were less worried about account breaches through shared computers. 

Another emerging concern focused on digital wallets and contactless payment systems. Participants expressed unease about the consolidation of sensitive financial information on mobile devices and smartwatches, rather than specific technologies such as Oyster Cards, as mentioned in the original CPFS. This feedback led to the rewording of items to better capture current anxieties surrounding mobile payment technologies and perceived risks. 

[bookmark: OLE_LINK5]Location tracking also emerged as an issue. Apps such as Snapchat and Instagram were described as increasingly invasive due to their automatic collection and sharing of location data. While the original CPFS addressed surveillance through CCTV and payment cards, comments from participants suggested the growing concerns about passive data sharing and geolocations. 

Participants also raised concerns about the growing realism and accessibility of deepfake technology, alongside the increasing visibility of artificial intelligence in everyday applications. For example, some noted the presence of AI-driven chatbots within common apps, which could not be removed. Though AI and deepfake technology were not present in the original CPFS, the growing use of AI and this discussion influenced the inclusion of items related to manipulated or deceptive digital content.

Finally, participants reported a general scepticism regarding the use of cookies and online consent mechanisms. Participants noted a sense of inevitability or coercion around sharing data with websites and platforms, while not understanding the use or where data is saved. This feedback guided the refinement of items dealing with online data sharing and understanding how this data is used.

PPIE processes contributed to the construct development itself by defining what digital fears looked like in 2025. The discussions illustrated how threats are perceived not only through technical features (e.g., phishing emails or password strength) but also through emotional responses to data exposure, automation, and invisibility of surveillance mechanisms. Participants described a tension between functionality and vulnerability, for example, the convenience of contactless payments versus the fear of data loss.
Importantly, these conversations revealed that digital paranoia is not static; it evolves alongside the technologies that facilitate (and sometimes undermine) trust. 

2.2 Study Sample

Study participants were recruited online. Participants were eligible for the study if (a) aged 18 and older and (b) resided in the United Kingdom.  207 participants were recruited through Prolific (Prolific, n.d.), an anonymous, online research participant platform which allows participants to sign up for surveys in exchange for monetary compensation. 226 student participants were recruited through an anonymous, online participant pool which allowed for students to collect credits from the University of Southampton.  Participants were either awarded monetary compensation for their participation at a rate of £6.00 per hour, in accordance with Prolific reward guidance, or 6 research credits which went towards course credit, through the University of Southampton.



2.3 Procedure

Participants interested in participating in the study clicked a link in the online study advert (Qualtrics, 2005). Participants were shown the information sheet with an option to provide informed consent via a tick box. Participants were then asked to provide basic demographic information, information about Online Trust, followed by three validated questionnaires and the CPFS-U. The procedure took on average, 15 minutes to complete. This study was approved by the Faculty Research Ethics Committee (FREC) at the University of Southampton (Ethics/ERGO Number: 97101). 

2.4 Measures 

2.4.1 The Paranoia Scale (Fenigstein and Vanable, 1992;).

The Paranoia Scale (PS) is commonly used in the assessment of paranoia in the general population. The PS comprises 19 items answered as a Likert-scale ranging from 1 (not at all applicable to me) to 5 (extremely applicable to me). Participants are asked to “check the number that best indicates how you feel about the following statements”. Total scores can range from 20 and 100, with higher scores indicating more frequent paranoid ideation. Internal consistency in Fenigstein and Vanable’s (1992) original study was reported as good, with Cronbach’s alpha at 0.84. Moreover, Fenigstein and Vanable reported a test-retest correlation of .70, therefore concluding that their scale is a reliable measure. Excellent internal consistency was also displayed within this study, as the alpha coefficient for all 20 items was .94. 

2.4.2 Generalised Anxiety Disorder 7-item (GAD-7; Spitzer et al., 2006;)

The Generalised Anxiety Disorder 7-item scale (GAD-7) is a screening tool to assess the severity of generalised anxiety in clinical practice and research. The GAD-7 is made up of 7 items and asks participants to report how bothered they have been by several problems over the last 2 weeks. Scores are measured on a scale ranging from 0 (not at all) to 3 (nearly every day). Scores of 8 or greater represent a reasonable cut-off point for identifying generalised anxiety. 

2.4.3 Online Trust Measure (Dowthwaite et al., 2020;)

Online trust was measured using a 5-point Likert scale, rated from 1 (strongly agree) to 5 (strongly disagree) and which consisted of 27 items. The scale split online trust into three categories, including importance of online trust, trusting beliefs, and contextual trust items. Cronbach’s alpha for all 27 items was considered good (α = .82)

2.4.4 Use of Technology and Digital Systems

To assess participants' use of technology and digital systems, a series of open-ended survey questions were used. These questions gathered data on the types of devices participants currently own, their typical usage patterns, and their familiarity with digital tools. Additionally, participants were asked whether they had previously been offered digital interventions and to rate their level of comfort with utilising these interventions. To further explore potential barriers and facilitators, participants were asked to provide insight into the factors they believe could encourage or support the adoption of digital interventions. 


2.5 [bookmark: _Toc178409510] Statistical Analysis 

Data was collected using Qualtrics (https://www.qualtrics.com) and analysed using IBM SPSS 29 Mac (v29.0.1.0; IBM, 2020). Following data cleaning, descriptive statistics were calculated for all key variables. An exploratory factor analysis (EFA) using principal axis factoring with varimax rotation was conducted on the full sample to examine the underlying structure of the updated Cyber Paranoia and Fear Scale (CPFS-U). To examine the relationships between CPFS-U scores and psychological and digital variables, Pearson’s correlation coefficients were calculated across the combined sample.

3 Results 

Descriptive data for each of the scales and subscales are displayed in Table 1. The means and standard deviations seen for the Paranoia Scale are like those previously reported in the general population (Mason et al., 2014; Fenigstein and Vanable, 1992). However, Generalised Anxiety Disorder (GAD) scores within this sample were considerably higher than the average scores reported in the general population, which have a mean of 4.9 (SD = 4.8) (Spitzer et al., 2006). 

	Scale (range)
	M (SD)Range (n = 433)

	Age
	28.41 (13.32)

	Age Range
	18-94

	Cyber Paranoia and Fear Scale-U (19-76) 
	59.88 (8.54)

	Factor 1 - AI and Digital Dependence Concerns
	24.08 (4.35)

	Factor 2 - Technological Risk Awareness and Distrust
	14.75 (2.75)

	Factor 3 - Perceived Data Vulnerability
	11.53 (3.00)

	Factor 4 - Surveillance and Monitoring Paranoia
	7.11 (1.33)

	General Anxiety Scale (0-21)
	10.71 (6.78)

	Paranoia Scale (20-100)
	41.39 (13.94)

	Importance of Online Trust (1-25)
	3.50 (.67)

	Trusting Beliefs (6-30)
	3.65 (.72)

	Digital Confidence (6-30)
	23.19 (3.55)

	Digital Activity (6-30)
	22.88 (3.57)




Table 1. Descriptive data from each scale and subscale. 

3.1 Exploratory Factor Analysis


To check the factor structure of the new Cyber Paranoia and Fear scale, an exploratory factor analysis was conducted for the general and student population groups, using principal axis factoring with varimax orthogonal rotation. The primary objective was to identify the underlying factor structure of the scale and assess whether the current scale accurately captures the dimensions of paranoia and fear related to contemporary digital platforms, such as social media, artificial intelligence (AI), and cybersecurity.

The ratio of participants to items was 10:1, as the updated scale contained 20 items. This ratio meets the recommended guidelines of 5 to 10 participants per item (Gorsuch, 1983), suggesting the sample size is sufficient for factor analysis. Cases with missing values were omitted from the analysis through listwise deletion. 

The Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy was 0.77, which falls into the "middling" range (Kaiser, 1974), indicating that the sample was adequate for conducting factor analysis. Bartlett’s Test of Sphericity was also significant, χ² (171) = 1595.99, p < .001, supporting the suitability of the correlation matrix for factor analysis.

An initial analysis was run to obtain eigenvalues for each factor in the data. Five factors had eigenvalues over Kaiser’s criterion of 1 and in combination explained 52.51% of the variance. The scree plot was ambiguous and suggested the presence of four or five factors, so the analysis was rerun to extract both 4 and 5 factors and the solutions were compared.  The four-factor solution was the most interpretable. Items that loaded greater than .41 on a factor, and no greater than .30 on any other factor, were retained (see pattern matrix in Table 1). 

This process led to the final set of selected items shown in Table 1. The first factor was named ‘AI and Digital Dependence Concerns’ and explained 19.15% of the variance in the analysis. It contained 6 items, with factor loadings from .42 to .65, and all related well to the theoretical proposed underlying construct. The second factor, named ‘Technological Risk Awareness and Distrust’ contained 5 items and explained 12.94% of the variance. Factor three, ‘Perceived Data Vulnerability’ contained 4 items and explained 8.87% of the variance, factor four named ‘Surveillance and Monitoring Paranoia’ contained 3 items and explained 5.97% of the variance in the analysis. One item, ‘I avoid sharing my personal data on the internet,’ was excluded from the final scale as it functioned as a standalone item rather than loading on any factor. The full and final 19-item CPFS-U can be found in the Appendix/Supplementary Material. 


Table 1. Pattern Matrix Factor Loadings for the Cyber and Paranoia-Updated Scale
	
Item No 
	Item
	Factor loading

	
	
	1
	2
	3
	4

	Factor 1:
	AI and Digital Dependence Concerns
	
	
	
	

	Q16. 
	I am worried about the way humans use artificial intelligence (AI). 
	.65
		
	
	

	Q15.
	People should worry about the impact artificial intelligence (AI) is having on our daily lives.  
	.55
	
	
	

	Q19.
	People should worry about how voice assistants are collecting and using our personal data. 
	.49
	
	
	

	Q17. 
	I worry about others accessing my personal information and internet accounts without my consent
	.60
	
	
	

	Q20. 
	Terrorist will find new ways to use the internet to plan attacks on the general public 
	.55
	
	
	

	Q18. 
	I worry the world is becoming increasingly dependent on online technology. 
	.42 
	
	
	

	Factor 2:
	Technological Risk Awareness and Distrust
	
	
	
	

	Q9.
	People do not know enough about threats related to their use of technology. 
	      
	.73
	
	

	Q10.
	People do not know enough about artificial intelligence (AI). 
	       
	.63 
	
	

	Q8.
	I think my personal data stored by companies is vulnerable to theft.
	
	.39
	
	

	Q1.
	Increasing digital technology usage is changing children’s brain for the worse. 
	
	.51
	
	

	Q2. 
	It’s only a matter of time until the internet is brought down with serious consequences
	
	.40
	
	

	Factor 3:
	Perceived Data Vulnerability
	
	
	
	

	Q13.
	I worry that my information will be used to misrepresent me online.  
	
	
	.49
	

	Q4.
	I worry about others accessing my social media accounts without my consent. 
	
	
	.48
	

	Q7. 
	Digital payment technology allows the authorities to monitor my travel and purchases. 
	
	
	.43
	

	Q14.
	People do not know enough about how data is shared online. 
	
	
	.34
	

	Factor 4: 
	Surveillance and Monitoring Paranoia
	
	
	
	

	Q11.
	People should worry that their movements can be monitored via their smartphone.
	
	
	
	.67

	Q12.
	Closed-circuit television cameras (CCTV) are illegally used to spy on people.
	
	
	
	.49

	Q5.
	I worry about the effects of electromagnetic waves from mobile phones/phone masts.
	
	
	
	.33

	
	
	
	
	
	




Concurrent validity was investigated by comparing the CPFS-U scale with the Paranoia Scale (See Table 3). Significant relationships were observed between trait paranoia, general anxiety and online trust variables. Trusting beliefs about websites were negatively associated with overall CPFS-U scores, while placing a high importance on online trust was positively associated. Digital confidence and activity were not significantly related to overall CPFS-U scores, though lower digital confidence was weakly linked to higher perceptions of data vulnerability.

Table 3. Correlation Matrix of CPFS-U, Paranoia, Anxiety, and Digital Trust Variables 


	(n = 433)
	GAD
	Paranoia
	CFPS-U
	Important of Online Trust
	Trusting Beliefs 
	Digital Confidence
	Digital Activity
	CFPS-U Factor 1 
	CFPS-U Factor 2
	CFPS-U Factor 3
	CFPS-U Factor 4
	Age

	GAD
	
	
	
	
	
	
	
	
	
	
	
	

	Paranoia
	.403**
	
	
	
	
	
	
	
	
	
	
	

	CPFS-U
	.374**
	.230**
	
	
	
	
	
	
	
	
	
	

	Important of Online Trust
	.203**
	.091
	.303**
	
	
	
	
	
	
	
	
	

	Trusting Beliefs
	-.085
	-.079
	-.117*
	.030
	
	
	
	
	
	
	
	

	Digital Confidence
	-.049
	.050
	-.055
	-.071
	-.012
	
	
	
	
	
	
	

	Digital Activity
	.091
	-.003
	.029
	.019
	.021
	.037
	
	
	
	
	
	

	CFPS-U Factor 1
	.017
	.061
	.347**
	.153**
	.026
	-.026
	-.025
	
	
	
	
	

	CFPS-U Factor 2
	.096*
	.177**
	.388**
	.156**
	-.011
	-.028
	.020
	.054
	
	
	
	

	CFPS-U Factor 3 
	.406**
	.122*
	.562**
	.213**
	-.053
	-.152**
	.153**
	.263**
	.344**
	
	
	

	CFPS-U Factor 4 
	-.281**
	.087
	.141**
	.084
	.092
	.049
	-.087
	.125**
	.420**
	.091
	
	

	Age
	-.467**
	.078
	-.339**
	-.104*
	.104*
	.140**
	-.100*
	.044
	-.079
	-.395**
	.326**
	



*p < .05, **p < .01 Note: CFPS-U Factor 1 AI and Digital Dependence Concern; CFPS-U Factor 2 = Technological Risk Awareness and Distrust; 
CFPS-U Factor 3 = Perceived Data Vulnerability; ; CFPS-U Factor 4 = Surveillance and Monitoring Paranoia


4. Discussion 
The present study aimed to redevelop and investigate the underlying factor structure of the CPFS and explore its relationship general trait paranoia, anxiety and digital literacy. Specifically, the updated version of the CPFS-U, was designed to achieve three key objectives: (1) to incorporate contemporary concerns related to digital environments, informed by feedback from Public and Patient Involvement and Engagement (PPIE) groups; (2) to examine the associations between cyber-paranoia and fear and generalised anxiety and trait paranoia; and (3) to explore how digital literacy, perceived trust, and online behaviours relate to experiences of cyber-related paranoia and fear.

Descriptive statistics revealed the sample scored highly on the CPFS-U, particularly on the factor AI and Digital Dependence Concerns, suggesting that apprehension about the growing influence of AI and digital integration is widespread. Conversely, Surveillance and Monitoring Paranoia showed the lowest mean score and was notably negatively correlated with general anxiety. This may reflect the possibility that some individuals view surveillance as predictable or less personally threatening. 
Objective 1:Developing the CPFS-U  

After co-development with PPIE contributors, a new 19 item scale was created, with additional items exploring contemporary concerns such as artificial intelligence, data misuse, and algorithmic surveillance, and amended existing items to improve clarity and better reflect how digital threats are currently experienced. Several outdated items were also removed to account for shifts in technology use and cultural relevance since the original scale was created.

[bookmark: OLE_LINK2]An exploratory factor analysis of the CPFS-U  yielded four factors: ‘AI and Digital Dependence Concerns,’ ‘Technological Risk Awareness and Distrust’, ‘ Perceived Data Vulnerability’ and ‘Surveillance and Monitoring Paranoia’, moving away from the original separation of paranoia and fear. These findings provide preliminary evidence supporting the multi-dimensionality of cyber paranoia and fear and reinforces previous research suggesting that concerns surrounding modern technology are common, nuanced and that technology-fuelled delusions may have clinical distinctiveness (Mason et al., 2014; Sawrikar & Mote, 2022).

Factor analytic results revealed a four-factor structure for the CPFS-U, reflecting the multidimensional nature of cyber paranoia. The first and most prominent factor, ‘AI and Digital Dependence Concerns’, encompassed worries about artificial intelligence, voice assistants, over-reliance on technology, and the role of digital systems in facilitating global harm. This factor reflects the concern around the rapid expansion of AI technologies, particularly their potential to shape human behaviour, autonomy, and societal safety. 

The second factor, ‘Technological Risk Awareness and Distrust’, captures beliefs that the public lacks sufficient knowledge about digital threats, AI, and data security, as well as concerns about systemic collapse or misuse. This factor appears to reflect a broader distrust in institutional transparency, supporting previous literature linking uncertainty and low system understanding to digital mistrust (Shin et al., 2020). Both factor one and two are consistent with the upward trajectory in AI ethics research, which has increased from 6.2% of AI publications in 2019 to 40.3% in 2023 (Maphosa, 2024), highlighting intensified academic and public concern of these technologies.

‘Perceived Data Vulnerability’, the third factor, comprised fears about social media privacy, data misuse, and identity distortion. This factor may have particular salience for individuals with higher social exposure, such as younger adults, who regularly share information online and thus face more tangible risks to personal privacy. A report from Common Sense Media (2025) reported that 64% of teenagers expressed low levels of trust in major technology companies. Additionally, recent research indicates that surveillance technologies can subtly alter cognition and behaviour, even at an unconscious level (Seymour & Koenig, 2025).

Finally, ‘Surveillance and Monitoring Paranoia’ captured concerns related to smartphone tracking, CCTV surveillance, and perceived health risks from electromagnetic waves. The emergence of this factor highlights the psychological salience of being observed in increasingly ambient and passive ways, consistent with recent shifts in how surveillance technologies are embedded in everyday life. These findings align with recent research indicating that surveillance systems can influence behaviour and cognition, often at an unconscious level, by reinforcing hypervigilance and self-monitoring (Seymour & Koenig, 2025). Mason et al. (2014) found that IT professionals, who possess greater technical insight, reported higher levels of cyber paranoia than the general public. This suggests that such fears may not be irrational but rather grounded in realistic awareness of how data is collected, stored, and potentially exploited.

Interestingly, item three “I avoid sharing my personal data on the internet”, did not load onto any of the four extracted factors and was subsequently excluded from the final questionnaire. While the item appears conceptually related to cyber paranoia and digital fear, its non-loading may reflect a behavioural distinction rather than a cognitive or affective fear response. Unlike other items, which reflect worry, mistrust, or perceived threat, this item is a protective, which may not cluster with paranoid beliefs. Additionally, avoiding data sharing may be interpreted by some participants as normative or security-conscious rather than fear-driven. This may also suggest that digital caution and cyber paranoia are not always aligned, and that some individuals may engage in cautious behaviours (e.g., limiting data sharing) without experiencing elevated levels of mistrust or fear.

: Objective 2: Association between CPFS-U, Anxiety and Paranoia
[bookmark: OLE_LINK4]Being more digitally immersed and socially exposed, an unconscious adaptation to being surveilled may translate into greater vigilance and anxiety about digital monitoring (Seymour & Koenig, 2025). In the present study, overall CPFS-U scores were found to decrease with age; largely reflecting lower scores on Perceived Data Vulnerability among older adults. Older adults reported fewer concerns regarding identity misrepresentation or social media breaches, which may reflect lower engagement with these platforms, while younger adults’ heavier reliance on digital platforms for occupational, social, and personal tasks may increase their exposure to privacy threats and technological uncertainties. However, Surveillance and Monitoring Paranoia, which encompasses concerns about smartphone tracking, CCTV surveillance, and potential health effects from electromagnetic waves increased with age, suggesting greater sensitivity to these more tangible, real-world forms of monitoring in older adults. Digital Dependence Concerns  and Technological Risk Awareness and Distrust showed minimal or slightly negative correlations with age. This divergence suggests that age-related differences in cyber paranoia may be domain-specific, with younger adults more concerned about digitally mediated identity risks and older adults more attuned to traditional surveillance threats.

[bookmark: OLE_LINK3] A significant positive association was found between general trait paranoia and cyber-paranoia, suggesting that individuals who experience more paranoid ideation are also more likely to perceive digital environments as threatening. The small effect size (r =.230) indicates that other factors are also involved in presence of Cyber Paranoia. This appeared to be driven by a significant  association between trait paranoia and Factor 2: Technological Risk Awareness and Distrust (r = .177) and Factor 3: Perceived Data Vulnerability (r = .122). These findings support the hypothesis that individuals higher in trait paranoia are more likely to interpret digital systems as threatening and untrustworthy, particularly in contexts involving surveillance or data misuse.  These findings align with Mason et al. (2014), who proposed that cyber-paranoia represents a distinct, situational expression of paranoid cognition that cannot be fully explained by trait paranoia alone. This is reinforced by the multidimensional structure of the CPFS-U, which captures digital-specific anxieties that extend beyond general paranoid ideation. 

CPFS-U total score was moderately correlated with general anxiety (r = .374), driven by a moderate positive correlation with Factor 3: Perceived Data Vulnerability (r = .406), suggesting that anxious individuals may be particularly sensitive to the risks of personal data misuse. A smaller but significant association was also observed between anxiety and Factor 2: Technological Risk Awareness and Distrust (r = .096), and a negative association with Factor 4: Surveillance and Monitoring Paranoia (r = –.281) was  also seen . One possible explanation is that surveillance-related beliefs may provide a form of cognitive certainty. Within the framework of intolerance of uncertainty theory (Carleton, 2012), anxiety is often driven by ambiguity; thus, individuals who believe they are being surveilled may experience less uncertainty and, paradoxically, less anxiety. Additionally, perceptions of surveillance may have become normalised, seen as an inevitable feature of digital life rather than an acute personal threat. As such, this form of cyber-paranoia may be less emotionally distressing, helping to explain the inverse relationship with anxiety.


Objective 3: Role of Digital Literacy and Trust 
CPFS-U overall was not significantly correlated with digital activity or digital confidence, however there was a small negative correlation between digital confidence and Factor 3: Perceived Data Vulnerability (r = –.152). This suggests that individuals who feel more digitally competent may feel slightly less vulnerable to personal data risks, but that digital literacy more broadly does not appear to buffer against cyber-concerns. The Importance of Online Trust did not show a significant relationship with the CPFS-U or individual factors. However, Trusting Beliefs, which reflect perceptions of the fairness, honesty, and reliability of websites, were negatively correlated with overall CPFS-U scores (r = –.117). This indicates that individuals who tend to view online systems as trustworthy and acting in users' best interests are less likely to report cyber-paranoia and fear. These beliefs may provide a cognitive buffer, reducing the perception that digital systems are designed to exploit, deceive, or surveil users. Conversely, the Importance of Online Trust was positively correlated with CPFS-U scores (r = .303). Suggesting that individuals who place a high value on trust in online interactions may be more acutely aware of perceived breaches or absences of trust, leading to heightened sensitivity and concern about digital risks. In other words, the more an individual cares about trust, the more threatening a lack of it may feel.

The current findings highlight that cyber-paranoia and fear is not merely a function of digital literacy or behaviour, but of how people interpret the motivations and integrity of the digital systems they interact with. Developing trust in online environments may therefore be an important target for digital and online interventions. Moreover,  these findings provide evidence that cyber paranoia and fear, while sharing cognitive features such as trait paranoia and heightened anxiety, constitutes a conceptually distinct construct that warrants independent assessment. The emergence of specific factors through exploratory analysis, such as AI, data privacy and surveillance further add to Mason et al’s (2014) initial claim that online environments can evoke novel forms of distress which may not be captured by traditional clinical measures. 
Strengths and Limitations

The use of public involvement during the development of the CPFS-U, particularly through engagement with student PPIE contributors during the item refinement phase, is a significant strength of the methodology and validity of this study. Involving students, who represent one of the most digitally immersed demographics, ensured that the updated scale was grounded in the lived experiences and perceptions of those navigating a digital engagement more frequently. Feedback from these contributors informed not only the language used in the updated items but also the inclusion of themes such as algorithmic surveillance, data misuse, and artificial intelligence, all of which were rated as personally relevant and concerning. This collaborative approach helped enhance the face validity and relevance of the measure. 


Several limitations should be considered. First, almost half (47.8%) of the sample were recruited via Prolific, an online platform which tends to attract digitally literate individuals. This may have influenced baseline attitudes toward technology and limited the generalisability of the findings to populations with lower digital access or literacy. Additionally, although most subscales demonstrated internal coherence, the modest variance explained by some factors suggests that further refinement may improve the scale's efficiency. Although qualitative input from public involvement was integrated into item development and clearly influenced the emergence of contextually specific factors, these discussions were not formally analysed. An in-depth qualitative study could offer richer insights into how cyber paranoia and fears manifest across populations. Finally, while the current scale was updated to address issues raised by students and young adults, its relevance to older adults, individuals with reduced technology use, or those in different cultural settings should be more fully empirically tested.
Future Directions 

The present study incorporates contemporary digital concerns, guided by the insights from PPIE groups, to redevelop the pre-existing CPFS. EFA was used to discover the factor structure of a measure, and while the sample size met recommended thresholds for EFA (de Winter et al., 2009), future work should replicate the factor structure using confirmatory factor analysis (CFA) in independent samples, particularly in clinical populations where paranoia may present differently. For instance, future research may consider validating the CPFS in clinical populations, such as individuals with obsessive-compulsive disorder (OCD), generalised anxiety disorder (GAD), or psychosis, given that these populations often report heightened mistrust, intolerance of uncertainty, and threat-focused cognition. Understanding how cyber related paranoia and fears manifest in clinical populations could help tailor digital interventions and improve therapeutic engagement. Additionally, the CPFS-U may be a useful tool for evaluating readiness and suitability for digital intervention. Future research could explore how CPFS scores predict engagement, dropout, or satisfaction with digital interventions, providing a more nuanced framework for understanding and supporting technology use in mental healthcare.

Conclusion 


This study highlights the contemporary concerns individuals have in relation to an everchanging digital landscape. Drawing and building on the original CPFS, this study recognised four factors, ‘AI and Digital Dependence Concerns,’ ‘Technological Risk Awareness and Distrust,’ Perceived Data Vulnerability  and ‘ Surveillance and Monitoring Paranoia’, each representing a set of concerns or fears related to the use of digital technology today. Furthermore, findings demonstrated that cyber-paranoia and fear are significantly related to generalised anxiety and trait paranoia. Notably, emotional processes such as anxiety were most strongly linked to data vulnerability concerns, while broader distrust in online systems was related to lower trusting beliefs. In contrast, digital literacy indicators such as confidence and activity levels showed limited relevance, suggesting that cyber-paranoia may be less about technical skill and use and more about how individuals interpret and emotionally respond to digital risk. Overall, this study presents a psychometrically grounded updated version of the Cyber Paranoia and Fear Scale, supported by exploratory factor analysis, and enriched through public involvement. The CPFS-U scale captures the multidimensional nature of cyber paranoia and fear in the context of technological developments, distinguishing between general paranoia and anxiety, as previously understood by Mason et al (2014). 
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Appendix A. Cyber Paranoia and Fear Scale- Update (CPFS-U Scale)

**Instructions:** Please circle/select the number that best indicates how you feel about the following statements.
1 = Strongly Disagree
2 = Slightly Disagree
3 = Slightly Agree
4 = Agree

	Item No.
	Item
	1
Strongly Disagree
	2
Slightly Disagree
	3
Slightly Agree

	4
Agree

	1
	Increasing digital technology usage is changing children's brains for the worse.
	
	
	
	

	2
	It's only a matter of time until the global internet is brought down with serious consequences.
	
	
	
	

	3
	I avoid sharing my personal data on the internet.
	
	
	
	

	4
	I worry about others accessing my social media accounts without my consent.
	
	
	
	

	5
	I worry about the effects of electromagnetic waves from mobile phones/phone masts (e.g., 5G, Bluetooth).
	
	
	
	

	6
	Terrorists will find new ways to use the internet to plan attacks on the general public.
	
	
	
	

	7
	Digital payment technology allows the authorities to monitor my travel and purchases.
	
	
	
	

	8
	I think my personal data stored by companies is vulnerable to theft.
	
	
	
	

	9
	People do not know enough about threats related to their use of technology.
	
	
	
	

	10
	People do not know enough about artificial intelligence (AI).
	
	
	
	

	11
	People should worry that their movements can be monitored through their electronic devices (e.g., smart phones, smart watches)
	
	
	
	

	12
	Closed circuit television cameras (CCTV) are illegally used to spy on people.
	
	
	
	

	13
	I worry that my information will be used to misrepresent me online.
	
	
	
	

	14
	People do not know enough about data sharing online.
	
	
	
	

	15
	People should worry about the impact that artificial intelligence (AI) is having on our daily lives.
	
	
	
	

	16
	I am worried about the way humans use artificial intelligence (AI).
	
	
	
	

	17
	I worry about others accessing my personal information and internet account without my consent.
	
	
	
	

	18
	I worry the world is becoming increasingly dependent on online technology.
	
	
	
	

	19
	People should worry about how voice assistants are collecting and using our personal data.
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