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A B S T R A C T

Estimating coastal erosion by a tsunami is essential for land use planning, assessing hazards for current structures 
(e.g., coastal nuclear power plants), and for paleotsunami reconstruction. Such estimations are currently avail
able only for sandy beaches, using sand sediment transport models, which are not applicable to gravel beaches, 
which are the most common beach type in high-latitude settings. This study extended the one-dimensional cross- 
shore XBeach-G model to account for two-dimensional gravel transport by a tsunami. First, this study confirmed 
that the extended XBeach-G model can simulate a time series of waveforms of solitary waves during laboratory 
experiments. The proposed model was then applied to gravel transport by the 2011 Tohoku-oki tsunami at 
Koyadori, Japan, and found that the simulation results were consistent with observations of gravel deposits in 
previous studies. It was revealed that infiltration and exfiltration have an impact on morphological change 
caused by a tsunami on gravel coasts. In the simulation, inundation depth over land by the tsunami increased due 
to groundwater exfiltration, which increased the onshore deposition volume of gravel tsunami deposits. The 
groundwater flow calculation has not been incorporated so far for tsunami modelling, but this is important for 
modelling tsunami inundation at gravel beaches and gravel sediment transport by a tsunami. However, choosing 
appropriate values for the sediment friction factor and multiplier in the equation for gravel transport is more 
critical to reproducing the deposition of gravel sediments by a tsunami because these parameters are more 
sensitive than the parameter of groundwater flow. Although the presented model has been developed for tsunami 
simulation on any gravel beach, further testing and validation are recommended.

1. Introduction

To investigate multiple recognised effects of tsunami impacts in 
coastal areas (e.g., the collapse of coastal protection facilities due to 
coastal erosion/sedimentation, port dysfunction due to change in 
coastline morphology and/or port depth, blockage of coastal power 
plant intakes by sand sediment), tsunami-driven sediment transport 
needs to be predicted. The transport of sand (grain size: 1/16 - 2 mm) by 
a tsunami has been modelled in many studies (e.g., Simpson and Cas
telltort, 2006; Gelfenbaum et al., 2007; Xiao et al., 2010; Apotsos et al., 

2011a, 2011b; Li et al., 2012; Sugawara et al., 2014). A sand sediment 
transport model is also a valid tool for investigating the size of paleo
tsunamis. Indeed, the reconstruction of paleotsunami has been con
ducted by investigating the size of paleotsunami that can explain the 
distribution of sandy deposits formed by paleotsunami using a sand 
sediment transport model (e.g., Sugawara et al., 2019).

However, such sediment transport models do not apply to gravel 
beaches, which are the most common beach type at high latitudes 
(Simpson, 2005). To date, numerical simulations which have been 
conducted to estimate the sizes of paleotsunamis that can explain data 
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collected during field surveys have considered mud sediment transport 
(grain size <1/16 mm) (e.g., Watanabe et al., 2023a) and boulder 
transport (grain size >256 mm) (e.g., Imamura et al., 2008; Watanabe 
et al., 2023b). However, the numerical model which can estimate the 
dynamics of gravel particles (grain size: 2 - 256 mm) during tsunamis 
has yet to be proposed, even though gravel layers formed by tsunamis 
have been amply reported (e.g., Moore, 2000; Nichol et al., 2003; 
Szczuciński et al., 2012; Yamada et al., 2014; Ishimura and Miyauchi, 
2015; Inoue et al., 2017). To reconstruct paleotsunami from gravel 
tsunami deposits or investigate coastal erosion and sedimentation at 
gravel coasts, a numerical simulation model is needed to predict gravel 
transport by a tsunami.

The challenging part of predicting gravel sediment transport by a 
tsunami is that the transport mechanics differ from those of sand sedi
ments. Sand sediments are transported as bedload or suspended load by 
a tsunami (e.g., Shinozaki et al., 2020). In contrast, gravel sediment is 
larger and heavier than sand sediment, so that gravel sediment transport 
has been assumed to be only bedload when simulating gravel sediment 
transport by water currents and waves (e.g., McCall et al., 2014). The 
other challenging part is that it has been revealed that groundwater flow 
on a gravel beach plays a significant role in determining the transport of 
gravel sediment by storm waves (e.g., Jamal et al., 2014); however, the 
effect of this process in the case of a tsunami remains unclear. This hy
draulic process might need to be included when modelling gravel sedi
ment transport by a tsunami.

A one-dimensional numerical simulation model has been proposed to 
predict gravel sediment transport by storm surge and waves, utilising 
XBeach (Jamal et al., 2014) or the XBeach-G model (McCall et al., 2014, 
2015). The wave-resolving hydrodynamic module of XBeach has been 
demonstrated to accurately simulate wave transformation in both 
two-dimensional and one-dimensional settings (e.g., McCall et al., 2014; 
Quataert et al., 2020; De Beer et al., 2021; De Ridder et al., 2021). The 
XBeach model has been shown to accurately quantify storm impact, 
overwash and breaching processes on sandy beaches (Roelvink et al., 
2009). XBeach-G is the model that is developed to model 
one-dimensional phase-resolving gravel sediment transport and 
morphological change by (storm) waves over gravel beaches (McCall 
et al., 2014; 2015). The XBeach-G model can simultaneously simulate 
the transport of gravel sediments and groundwater flow. However, the 
applicability of this model to simulating a tsunami wave, gravel sedi
ment transport by a tsunami, and groundwater flow induced by a 
tsunami has not been investigated. In addition, neither the gravel sedi
ment transport model using XBeach (Jamal et al., 2014) nor XBeach-G 

(McCall et al., 2014, 2015) has been extended for two-dimensional 
modelling and modelling of gravel sediment transport by a tsunami. 
Tsunami-induced sediment transport is significantly affected by 
three-dimensional topography (e.g., Abe et al., 2020). Thus, developing 
two-dimensional modelling that can predict gravel sediment transport is 
required.

This study extended the one-dimensional XBeach-G model to simu
late two-dimensional gravel transport by a tsunami. To validate the 
extended XBeach-G model, the laboratory experiments conducted by 
Synolakis (1987) were first simulated to confirm the applicability of the 
XBeach-G model to simulating tsunami propagation and inundation. 
Hydrodynamics and gravel transport by the 2011 Tohoku-oki tsunami at 
Koyadori, Japan, were then modelled, and the observed distribution of 
gravel deposits was compared with the modelled distribution.

2. Study area

Koyadori (39.4267◦ N, 142.0152◦ E), located in Iwate Prefecture, 
Japan, was selected as the study area (Fig. 1). The site was chosen 
specifically because of its distinctive valley-shaped topography, which 
significantly influences the behaviour of tsunamis. This unique three- 
dimensional terrain amplifies tsunami wave action, resulting in 
notable sediment transport processes. Previous research by Ishimura 
and Miyauchi (2015) identified evidence of 11 distinct tsunami events 
within the past 4000 years, each leaving behind characteristic layers 
composed of sand and gravel. These deposits highlight the area’s long 
history of repeated tsunami-induced sedimentation events. Due to these 
factors, Koyadori is a suitable area to test and validate the extended 
gravel sediment transport model proposed in this study.

In Koyadori, the mouth of the valley is closed by a beach ridge 
(Fig. 2). The east side of the valley comprises Early Cretaceous 
hornblende-biotite granodiorite, granite, granite porphyry, and tonalite. 
The west side includes dacite, rhyolite lava, and pyroclastic rock 
deposited during the Early Cretaceous (Yoshida et al., 1984). The bea
ches in Koyadori are composed of gravel with a median sediment size 
D50 of 0.37 cm (Fig. 2d). Before the 2011 Tohoku-oki tsunami, the land 
slope at the site was roughly 0.0175 along the transect shown in Fig. 2. 
Behind the shoreline, there was a dune, approximately 5 m high, at the 
top of which a concrete coastal dike, with a crest height of 7 m above sea 
level at 75 m inland from the shoreline, had been constructed to protect 
the hinterland (Fig. 2c). This coastal dike was washed away by the 2011 
Tohoku-oki tsunami. The dune extended up to 140 m inland from the 
shoreline. Behind the dune, about 150 m inland from the shoreline, 

Fig. 1. (a) The initial wave height of the 2011 Tohoku-oki tsunami using the source model proposed by Imamura et al. (2012) and the location of the study area. (b) 
The location of Koyadori. The red square shows the numerical domain of the extended XBeach-G. The red circle is the output point of the time series of water levels 
by Delft3D.
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there was a topographic depression due to a small river (Fig. 2c). Around 
150 – 280 m behind the river, the land elevation was 2 m, and the land 
slope was almost zero. To the landward, there was a steep land slope 
from 280 m inland from the shoreline. At Koyadori, a land deformation 
of − 0.56 m by the 2011 Tohoku-oki earthquake was observed (The 
Geospatial Information Authority of Japan, 2025a).

The observed maximum run-up height of the tsunami generated by 
the 2011 Tohoku-oki earthquake was 26.0–29.4 m at Koyadori, with 
maximum inundation depths ranging from 13 to 18 m (Haraguchi and 
Iwamatsu, 2011). The gravel layers formed by the tsunami were sourced 
from the beach and beach ridges and were carried up to 670 m inland 
from the coastline (Fig. 2b, e) (Ishimura and Miyauchi, 2015). The 
measured thickness of these deposits is 2–28 cm (Fig. 2b) (Ishimura and 
Miyauchi, 2015; Ishimura et al., 2015; Ishimura and Yamada, 2021). 
The roundness of gravel particles in tsunami deposits formed by the 

2011 event was calculated using image analysis (Ishimura and Yamada, 
2019), and the results showed that the gravels mainly consist of beach 
gravels.

To identify and analyse the spatial distribution of onshore gravel 
deposits that resulted from the 2011 Tohoku-oki tsunami, two sets of 
Digital Elevation Model (DEM) data (ASCII grid format) with a resolu
tion of 2 m (the Geospatial Information Authority of Japan, 2025b) were 
compared (Fig. 2c). The first dataset was collected in 2006, before the 
tsunami event, while the second dataset was derived from aerial laser 
surveying conducted in April 2011, shortly after the tsunami occurred. 
To estimate the distribution of sediment deposits attributable to the 
tsunami, the 2006 DEM data were subtracted from the 2011 DEM data 
by assuming an average land deformation of − 0.56 m in the study area. 
As a result, the distribution of sediment deposits from the shoreline up to 
0.4 km inland could be estimated (Fig. 2). From 0.4 km inland from the 

Fig. 2. (a) The topography and bathymetry in the numerical domain of the extended XBeach-G. The solid red line denotes the inundation line of the Tohoku-oki 
tsunami, as identified by Haraguchi and Iwamatsu (2011). The solid counter lines indicate the elevation of topography and bathymetry with an interval of 10 m. 
Yellow points indicate the pit locations in the gravel tsunami deposit surveys by Ishimura and Miyauchi (2015), Ishimura et al. (2015) and Ishimura and Yamada 
(2021). Green and red points are observation points of runup heights and water depth by Mori et al. (2011). At the location of Photo (d), the grain size of gravels in 
this study area was measured. (b) The measured thickness of gravel deposits formed by the 2011 Tohoku-oki tsunami (Ishimura and Miyauchi, 2015; Ishimura et al., 
2015; Ishimura and Yamada, 2021) and the observed thickness of gravel deposits derived by subtracting the Digital Elevation Model (DEM) data surveyed in April 
2011 from the DEM data surveyed in 2006. Both DEM data were supplied by the Geospatial Information Authority of Japan (2025b). (c) Cross-sectional topographies 
along the transect before the earthquake (DEM data surveyed in 2006) and after the earthquake (DEM data surveyed in April 2011). (d) Photograph of gravel beach at 
Koyadori. (e) Photograph of gravel deposits formed by the 2011 Tohoku-oki tsunami. This photo shows the uppermost part of the KYD-LGS4 core in Ishimura and 
Yamada (2021). The layer at 4 to 6 in the scale in this photo is the gravel layer formed by the 2011 Tohoku-oki tsunami. The locations of photographs (d) and (e) are 
indicated in (a).
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shoreline, reclamation work had been progressing after the 2011 
earthquake. Thus, the onshore sediment distribution could not be esti
mated from 0.4 km inland. At 150 m inland from the shoreline, where 
the small river is located, a 70-cm layer of gravel deposited by the 
tsunami can be seen (Fig. 2b). However, the DEM data does not allow for 
an accurate estimation of gravel sediment thickness formed by the 2011 
Tohoku-oki tsunami. For example, at 300–400 m inland from the 
shoreline, the deposit thickness obtained from the DEM data and 
thicknesses observed in the field (Ishimura and Miyauchi, 2015; Ishi
mura et al., 2015; Ishimura and Yamada, 2021) were not consistent 
(Fig. 2b). This is because the deposit thickness obtained from the sub
traction of DEM data measured before and after the 2011 Tohoku-oki 
earthquake just quantified changes in elevation, meaning that thick
ness of deposit distributed over eroded bed is underestimated. More
over, land deformation due to the earthquake in Koyadori is not 
uniform. Therefore, the DEM data was used to detect the location of 
sedimentation because it lacks the accuracy to determine the exact 
thickness of the deposits. To validate the simulation results of gravel 
sediment transport by the tsunami, the observed data on gravel tsunami 
deposits from Ishimura and Miyauchi (2015), Ishimura et al. (2015), and 
Ishimura and Yamada (2021) were utilised, as explained in Section 
3.3.2.

3. Method

3.1. Numerical simulation models

This study extends the XBeach-G model to account for two- 
dimensional gravel sediment transport and bed level changes during a 
tsunami. For this, the open-source code of Xbeach-v.12.5527 (Deltares, 
2015), which already contains the source code of XBeach-G was 
changed. In the XBeach-G model, intra-wave surface elevation and 
depth-averaged flow are solved using a non-hydrostatic extension of the 
non-linear shallow water equations (Smit et al., 2010) and a source term 
for the surface water–groundwater exchange flux (McCall et al., 2014). 
This enables the model to accurately simulate wave dispersion in in
termediate to shallow water depths, as well as infiltration from surface 
water into the permeable gravel beach (McCall et al., 2014). 
Depth-averaged groundwater flow and the rate of exchange flow be
tween the surface water and groundwater are solved using a turbulent 
flow extension of Darcy’s Law (McCall et al., 2014; McCall, 2015).

The extended XBeach-G model accounts for two-dimensional surface 
water flow, groundwater flow, and bed level changes during gravel 
sediment transport by a tsunami, as outlined below. This study proposes 
two-dimensional gravel sediment transport and bed level changes, as 
described in Section 3.1.3.

3.1.1. Surface water flow
The low-frequency and mean flows are solved based on shallow 

water equations, including a source term for the surface water
–groundwater exchange flux (S). Eqs. (1) and (2) are momentum 
equations in the x and y directions, and Eq. (3) represents continuity. 
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where t is time, u and v represent the velocity in the x and y direction, 
respectively, f is the Coriolis coefficient, ρ is water density, h is the total 
water depth, τsx and τsy are the wind shear stresses in the x and y di
rections, respectively, τbx and τby are the bed shear stress induced by the 

stresses in the x and y direction, respectively, g is the gravitational ac
celeration, η is the surface water level, Fx and Fy are the wave-induced 
stresses in the x and y direction, respectively, Fv, x and Fv, y are the 
stresses caused by vegetation in the x and y directions, respectively. S is 
the surface water–groundwater exchange flux. The horizontal viscosity 
(νh) is computed by default using the Smagorinsky (1963) model to 
account for the exchange of horizontal momentum at spatial scales 
smaller than the computational grid size, as follows. 

νh = c2
S2

1
2
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where cs the Smagorinsky constant. The typical range of cs is 0.10 - 0.27, 
and cs= 0.1 is proposed for open channel flow (Murakami, 1993). Thus, 
cs was assumed to be 0.1 for modelling the storm waves over a gravel 
beach with XBeach-G (McCall et al., 2014) and 0.094 for solitary waves 
(Dimakopoulos et al., 2014). An approximate value of 0.1 has been used 
for cs in these studies, thus this study assumed cs= 0.1 for modelling the 
tsunami wave over the gravel beach.

3.1.2. Groundwater flow
The Laminar flow of an incompressible fluid through a homogeneous 

medium can be described using the well-known Law of Darcy (1856). 

ugw = − K
∂H
∂x

, (5) 

vgw = − K
∂H
∂y

, (6) 

where ugw and vgw are velocities of groundwater in the x and y directions, 
respectively, K is the hydraulic conductivity of the aquifer, and H is the 
depth-averaged hydraulic head.

To calculate the value of K, the following equation was used: 

K =

⎧
⎪⎨

⎪⎩

Klam

̅̅̅̅̅̅̅̅̅̅
Recrit

Re

√

if Re > Recrit

Klam if Re ≤ Recrit

, (7) 

where Klam is the laminar hydraulic conductivity, Re is the current 
Reynolds number of the interstitial flow, and Recrit is the critical Rey
nolds number for the start of turbulent flow.

The vertical velocity at the groundwater surface (wgs,s) is computed 
from the gradient of Eq. (8) at the surface and the hydraulic conduc
tivity. The groundwater level (ζgw) is subsequently calculated in Eq. (9). 

wgs,s = − 2βhgwK, (8) 

∂ζgw

∂t
+

∂hgwugw

∂x
+

∂hgwvgw

∂y
− S = 0, (9) 

where hgw is the water depth of groundwater flow above the aquifer’s 
bottom, and β is the parabolic curvature coefficient.

3.1.3. Bed level changes during gravel sediment transport
According to Nielsen (2002), the total transport load of gravel sed

iments is calculated using a modification of the Meyer-Peter and Müller 
(1948) equation for bed load transport. The equation of the Meyer-Peter 
and Müller (1948) is as follows: 

qtot = C
[
(s − 1)gD3

50
]1/2

(θ − θcr)
3/2

, (10) 

where qtot =
(

qtot,x, qtot,y

)
is the total volumetric sediment transport 

rate. qtot,x and qtot,y are volumetric sediment transport rates in the x and y 
direction, respectively. θ is the Shields parameter, θcr is the critical 
Shields parameter, s is the submerged density of the sand particle, C is 
the multiplier, and D50 is the median sediment grain size.
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The Shields parameter (θ) is computed using the following relation. 

θ =
1
2fs

(s − 1)gD50
U2

c , (11) 

where fs is a user-defined sediment friction factor and Uc is the total 
velocity.

The critical Shields parameter (θcr) for the transport initiation is 
computed using the relation of Soulsby and Whitehouse (1997) as 
follows: 

θcr =
0.3

1.2 + D∗

+ 0.055
(
1 − e− 0.020D∗

)
, (12) 

D∗ = D50

(Δg
ν2

)1
3
, (13) 

where D∗ is the non-dimensional grain size, and ν is the kinematic vis
cosity coefficient of water.

The bed level changes are calculated as follows: 

∂zb

∂t
+

1
(1 − p)

∇⋅qtot = 0, (14) 

where, zb is the bed level, and p is the sediment porosity. To introduce 
the effect of slope on the gravel sediment transport, ∇⋅qtot in Eq. (14) is 
calculated as follows. 

∇⋅qtot =
∂

∂x

(

qtot,x − ε
⃒
⃒qtot,x

⃒
⃒ ∂z
∂x

)

+
∂
∂y

(

qtot,y − ε
⃒
⃒
⃒qtot,y

⃒
⃒
⃒

∂z
∂y

)

, (15) 

where, ε is an empirical coefficient. The value of the coefficient was set 
at 2.0, as in Tanaka et al. (1989), and this also has a role in stabilising 
sediment transport calculation (e.g., Takahashi et al., 1992).

3.2. Validation of the tsunami simulation

The numerical simulation model was validated using Synolakis’s 
experimental data (1987), which observed the wave shape and runup 
height over a uniform slope of a solitary wave, which has been used as a 
representative of a modelled tsunami wave (e.g., Madsen et al., 2008). 
The experimental data have been published as a benchmark test for 
validating tsunami simulation models (NOAA, 2025).

Synolakis (1987) investigated the runup characteristics of solitary 
waves over an impermeable uniform slope (Fig. 3) in a 40-m wave tank 
equipped with a piston-type wave maker. The tank was 37.73 m long, 
0.61 m wide, and 0.39 m high. A sloping beach was constructed with a 
hydrodynamically smooth surface at a distance of 14.68 m from the 
wave generator. The slope angle was 1/19.85, and the water depth was 
20 cm.

This study conducted a cross-sectional calculation of the experiment 
using the extended XBeach-G model. In the simulation, a solitary wave 
was input in the numerical domain using the following equation from 
Watanabe and Arikawa (2023): 

η(x, t) = Hsech2

( ̅̅̅̅̅̅̅̅
3H
4h3

√
(

x −
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
g(h + H)

√
t
)
)

, (16) 

where η(x, t) is water level, t is time, H is wave height, and h is water 
depth. The time interval was automatically determined based on the 
Courant number. Horizontally, grid cells of 0.01 m were used. In the 
simulation, Manning’s roughness coefficient was assumed to be 0.0125 
m-1/3 s because the topography was created using smooth materials. This 
study conducted simulations for two cases: one where wave breaking is 
not generated (ε = 0.04) and another where wave breaking is generated 
(ε = 0.3). The calculation time was set to be 120 s for both simulations.

The performance of the simulation was finally evaluated using the 
root-mean-square (RMSE) given by 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N
∑N

i=1
(xobs − xcal)

2

√
√
√
√ , (17) 

Therein, xobs is the observed value, xcal is the calculated value, N is 
the total number of data, and i is an index. In the case of a hypothetical 
perfect match between model and data, the RMSE should be zero. It can 
be concluded that the smaller the RMSE, the better the calculation’s 
performance. The RMSE values were calculated to investigate whether 
observed dimensionless wave heights were reproduced in the numerical 
simulations.

3.3. Gravel transport by the 2011 Tohoku-oki tsunami at Koyadori

3.3.1. Tsunami simulation with the extended XBeach-G
To simulate gravel transport by the 2011 tsunami using the extended 

XBeach-G, input data for the extended XBeach-G were obtained by 
calculating the time series of the water level offshore of Koyadori using 
Delft3D (Version 3.15) (Deltares, 2020). Delft-3D is an open-source code 
that implements the shallow water equations when applied with one 
vertical layer (Deltares, 2020). The setting of Delft-3D in this simulation 
was identical (though without sand transport) to the setting in Watanabe 
et al. (2018), where the simulated inundation depths reasonably 
reproduced the inundation depths observed after the 2011 Tohoku-oki 
tsunami (for a discussion of this result; see Watanabe et al. (2018). 
The Cartesian coordinate system was used for the Delft3D modelling. 
The model resolutions of Delft3D were 3645 m, 1215 m, 405 m, 135 m, 
45 m, and 15 m in domains 1, 2, 3, 4, 5, and 6, respectively. Topographic 
data were generated from the pre-2011 earthquake DEM data, with a 
resolution of 2 m, which is published as raster data by the Geospatial 
Information Authority of Japan (2025b). The simulation was conducted 
using the topography from which the coastal dike was removed (Fig. 4), 
as the coastal dike behind the coastline had been washed away during 
the tsunami (the limitations of this calculation are discussed in Section 
4.5). The bathymetry data were generated from high-density depth 
contour data (Japan Hydrographic Association, 2001) for the Tohoku 
region. The wave source of the tsunami was the composite fault model 
proposed by Imamura et al. (2012), which was made to reproduce the 
observed inundation area during the 2011 Tohoku-oki tsunami. The 
model is composed of 10 fault segments, each 100 km long and wide, 

Fig. 3. A schematic diagram of a laboratory experiment by Synolakis (1987).
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arranged along the Japan Trench in two rows (Fig. 1a). This tsunami 
source model was used to compare the simulation results of gravel 
sediment transport in this study and the calculated deposition process of 
sand and mud sediments by the 2011 tsunami using the same source 
model (Watanabe et al., 2023). The crustal deformation of the seafloor 
was calculated based on the elastic model proposed by Okada (1985), 
with the initial tsunami waveform assumed to be identical to it. The 
simulation was run for over five hours (18,000 s) to include the effects of 
both direct waves and reflected and refracted waves. The time series of 
water level at 700 m offshore from the coastline was then output (water 
depth: 47 m) (Fig. 1b).

The time series of water levels calculated by Delft3D was input into 
the offshore boundary of extended XBeach-G’s numerical domain. Other 
boundaries are set as Neumann boundary conditions, but the inundated 
tsunami did not reach the boundaries, meaning that there is no 
boundary effect. The initial water level of the numerical domain was set 
at − 0.56 m, which corresponds to the observed land deformation at 
Koyadori caused by the 2011 Tohoku-oki earthquake (The Geospatial 
Information Authority of Japan, 2025a). For the simulation, Manning’s 
roughness coefficients were set to be 0.03 m-1/3 s over the forest and 
0.025 m-1/3 s over the beach, seafloor and artificial objects, such as 
paved surfaces given by Kotani et al. (1998). The calculation time was 
five hours, including the run-up flow and backwash effects. The Carte
sian coordinate was used for the XBeach-G modelling. The grid cell 
resolution was set at 5 m. To validate the simulation results using the 
extended XBeach-G, the accuracy of the model was examined by 

comparing the numerical results with water depths measured at Koya
dori (Mori et al., 2011). The calculated inundation area was also 
compared with the observed one (Haraguchi and Iwamatsu, 2011).

3.3.2. Gravel transport simulation with the extended XBeach-G
The transect was set at the sites where Ishimura and Miyauchi (2015)

surveyed the distribution of the gravel deposits (Fig. 2a) to compare 
measured and calculated results. The source of gravel in the simulation 
was from the seafloor to the beach dune (Fig. 4a), as indicated by grain 
size analysis (Ishimura and Miyauchi, 2015). From September to 
December 2011, after the 2011 Tohoku-oki earthquake occurred, dril
ling surveys were conducted at 75 m inland from the shoreline, where a 
coastal dike had been located before the earthquake, by the Miyako 
Agriculture and Forestry Promotion Centre of the Coastal Regional 
Development Bureau (personal communication). This survey investi
gated the subsurface section along a parallel to the coastline and 
revealed that the gravel sediment layers are 1–19 m thick at this site. 
Based on this survey result, the initial sediment layer thickness, which is 
the thickness of the movable bed in the modelling, was assumed to be 10 
m (Fig. 4a). Below the 10-m depth from the topographic surface, the 
bottom of the aquifer was set (Fig. 4b). Below this aquifer, infiltration or 
exfiltration of groundwater does not occur.

Based on the measurements in this study (Section 2), the median 
grain size (D50) was set at 0.37 cm. The computed inland distribution 
distance of gravel sediment layers was defined as the distance from the 
shoreline to which sediments thicker than 5 mm were distributed, 

Fig. 4. (a) The initial thickness of gravel sediments before the simulation. The solid red line denotes the inundation line of the Tohoku-oki tsunami, as identified by 
Haraguchi and Iwamatsu (2011). The dotted counter lines indicate the elevation of − 10 m, − 20 m, and − 30 m. The solid while line indicates the shoreline. Yellow 
points indicate the pit locations in the gravel tsunami deposit surveys by Ishimura and Miyauchi (2015), Ishimura et al. (2015) and Ishimura and Yamada (2021). 
Green and red points are observation points of runup heights and water depth by Mori et al. (2011). Obs 1–6 are the observation points of the gravel deposit thickness 
time series. (b) The topography, groundwater surface, and gravel layer surface along the transect before the simulation. Over the surface of topography, infiltration 
and exfiltration of groundwater occur. Below the bottom of the aquifer, water doesn’t penetrate.
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following previous field and numerical works (e.g., Abe et al., 2012; 
Sugawara et al., 2014; Watanabe et al., 2021).

To validate the accuracy of the calculated onshore distribution of 
gravel tsunami deposits, this study used the deposited volume. This is 
because there are no topography and bathymetry datasets with a grid 
resolution of several centimetres in this study area. Onshore tsunami 
deposits are distributed with local fluctuation (e.g., Abe et al., 2020) and 
the deposit distribution is often controlled by the centimetre scale of 
onshore local depressions in the terrain (e.g., Takeda et al., 2018), 
meaning that there are uncertainties associated with the sediment 
thickness distribution, as a small change in the position of the measuring 
transect may alter the sediment thickness. Therefore, numerical simu
lation results of sediment transport by a tsunami have been validated by 
reproducing the general distribution trend (e.g., Sugawara et al., 2014) 
or deposit volume over land (e.g., Masuda et al., 2022).

As described in Section 2, the DEM data does not have the accuracy 
to reproduce the measured thickness of gravel sediments (Fig. 2b). Thus, 
to evaluate simulation accuracy, the calculated results were compared 
with the coring results of Ishimura and Miyauchi (2015), Ishimura et al. 
(2015), and Ishimura and Yamada (2021) which are available at 
0.21–0.645 km from the shoreline where measured data of gravel sed
iments are continuously distributed (Fig. 2b). This study calculated 
deposit volume along the transect at 0.21–0.645 km from the shoreline, 
then compared this value with the measured values.

To understand the gravel transport process by the tsunami, a time 
series of water levels, velocities, and sedimentation and erosion of gravel 
layers was output at the six observation points. The observation points 
were set at the sites where water depths are 20 m (Obs 1), 10 m (Obs 2), 
and 0 m (Obs 3), near the starting point of measured gravel deposits 
(Obs 4, 215 m inland from the shoreline), at 405 m inland from the 
shoreline (Obs 5), and near the measured maximum extent of gravel 
deposits (Obs 6) (Fig. 4a).

3.3.3. Setting and sensitivity analysis of coefficients in gravel transport 
simulation

The hydraulic conductivity (Klam) values according to grain size have 
been summarised by McCall et al. (2015). For instance, previous 
research has indicated that a coarse gravel barrier with an average grain 
size of approximately 11 mm typically exhibits a hydraulic conductivity 
of around 155 mms-1 (Williams et al., 2012; Turner and Masselink, 
2012). Conversely, a fine gravel barrier with a grain size of approxi
mately 2 mm typically has a much lower hydraulic conductivity of 
around 10 mms-1 (Poate et al., 2013, 2014; Austin et al., 2013). For 
simulating gravel sediment transport in this study, the hydraulic con
ductivity (Klam) used in Eq. (7) was assumed to be 100 mms-1. The values 
of the sediment friction factor (fs), utilised in Eq. (11), and the multiplier 
(C), appearing in Eq. (10), were determined to ensure that the calculated 
onshore distribution of gravel tsunami deposits (Rd) are consistent with 
the observed values by changing these values. Previous research sug
gests sediment friction factor (fs) values around the order of 0.01 
(Masselink et al., 2014). Accordingly, the range of sediment friction 
factors was changed between 0.002 and 0.01 with an interval of 0.001. 
In some studies, the multiplier (C) has previously been assigned a value 
of approximately 12.0 (Masselink et al., 2014; Nielsen, 2002). However, 
Nielsen (2002) indicated different values for the multiplier depending 
on flow direction: 19.9 ± 4.1 for uprush flow and 8.9 ± 1.7 for down
rush flow. Thus, the range of the multiplier was changed between 8.9 
and 19.9 with an interval of 0.1. This study identified the best-fitted 
values within 999 combinations of the two parameters (fs, C) through 
hyperparameter tuning. As a result, the simulated gravel sediment vol
umes along the transect closely matched the observed sediment volumes 
recorded in the field when fs = 0.005 and C = 13.6 as shown in Section 
4.2 (Table 1).

This study then examined how variations in the hydraulic conduc
tivity (Klam), the sediment friction factor (fs), and the multiplier (C) in
fluence the model outputs. Using these reference values (fs = 0.005, C =

13.6, and Klam = 100 mms-1), the sensitivity of the simulation results was 
further evaluated by varying each parameter individually and observing 
how the deposition volume along the transect responded to these 
parameter adjustments. For this analysis, the range of fs was changed 
between 0.002 and 0.01 with an interval of 0.001, the range of C be
tween 8.9 and 19.9 with an interval of 0.1, and the range of Klam between 
0.0 mms-1 and 155 mms-1 with an interval of 5.0 mms-1 (Table 1).

4. Results and discussion

4.1. Numerical simulation of solitary wave run-up over the uniform slope

The comparison of the calculated result with the measured result of 
Synolakis (1987) is shown in Figs. 5 and 6. The measured results are 
displayed using dimensionless wave height (=H/h) and time 
(= t(g/h)1/2). The XBeach-G model reproduced the wave height increase 
of a solitary wave due to shoaling (Fig. 5a, b) and the subsequent 
backwash (Fig. 5c, d). The propagation of a solitary wave was also 
reproduced when wave-breaking was generated (Fig. 6).

The RMSE values estimated from observed and calculated dimen
sionless wave heights are also shown in Figs. 5 and 6. In case wave- 
breaking is not generated (ε = 0.04), the RMSE values were 
0.0017–0.011 (Fig. 5). On the other hand, in case wave-breaking is 
generated (ε = 0.3), the RMSE values were 0.010–0.018 (Fig. 6). In case 
wave-breaking is generated, the RMSE values became high because the 
XBeach-G model cannot directly solve wave breaking.

4.2. Numerical simulation of gravel transport by the 2011 Tohoku-oki 
tsunami at Koyadori

This section begins with a validation of the accuracy of the modelled 
gravel sediment transport during the tsunami event. As a result of 
parameter tuning of multiplier (C) and a sediment friction factor (fs), the 
calculated volume of gravel sediment deposits along the transect closely 
aligns with the measured values observed in the field when fs = 0.005 
and C = 13.6 (Table 1). The sensitivity of the three parameters (fs, C, 
Klam) are shown in Section 4.3.

Fig. 7 shows the calculated maximum water depth, current velocity 
during the tsunami, and gravel erosion and deposition after the tsunami 
(Table 1). The calculated maximum current velocity is 14.4 m/s at 310 
m from the shoreline (X = 2085 m, Y = 485 m in Fig. 7). The calculated 
maximum water depth over the shoreline is 22.8 m. The calculated 
maximum inundation distance from the shoreline is consistent with the 
maximum inundation distance measured by Haraguchi and Iwamatsu 
(2011).

Behind the shoreline, water depth was measured by Mori et al. 
(2011) and the calculated values were 18.7 m and 17.7 m, respectively. 
The calculated water depth is consistent with the measured value, which 
was slightly underestimated. This is because the splash of the wave af
fects the field observation of the maximum water level (e.g., Sugawara 

Table 1 
Parameters used to simulate gravel sediment transport by the 2011 Tohoku-oki 
tsunami at Koyadori. Values in brackets represent the range of the parameter for 
the sensitivity analysis. The calculated volume of deposition (Vd) and the ratio of 
the calculated deposition volume to the observation result (Rd) when the setting 
parameters were used are shown.

fs Klam C Vd Vd_obs Rd

0.005 (0.002 - 0.01) 100 (0 - 155) 13.6 (8.9 - 19.9) 22.0 22.3 0.99
Symbols: ​ ​ ​ ​
fs; Sediment friction factor ​ ​ ​ ​
Klam; Laminar hydraulic conductivity (mms-1) ​ ​
C; Multiplier in the equation for gravel transport ​ ​
Vd; The calculated volume of deposition (m2) ​ ​
Vd_obs; The observed volume of deposition (m2) ​ ​
Rd; Ratio of the calculated deposition volume to the observation result ​
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et al., 2014; Watanabe et al., 2018), whereas the splash is not repro
duced in the simulation.

The proposed model does not consider the washing away of the 
coastal dike at Koyadori (Section 2). When a tsunami simulation was 
conducted by removing the coastal dike, the maximum inundation depth 
along the transect decreased (Fig. 8c). At 845 m inland from the 
shoreline, the maximum water level when the coastal dike was not 
removed is 1.05 m lower than the calculated maximum water level when 
the coastal dike was removed (Fig. 8c). Therefore, if the washing away of 
the dike could be calculated simultaneously with gravel transport, the 
accuracy of the calculated water depth and inundation area would 
increase.

The calculated thickness of gravel sediments is highest at 0.145 km 
inland from the shoreline, where there is a minor local depression 
created by a stream (Fig. 8a). At this site, the DEM data shows the 
highest sediment thickness as well, owing to the concentration of gravel 
sediments. In the studies of Ishimura and Miyauchi (2015), Ishimura 
et al. (2015), and Ishimura and Yamada (2021), the measured maximum 
thickness of gravel deposits along the transect at 0.21–0.645 km from 
the shoreline was 26 cm at 0.369 km inland from the shoreline. This is 
consistent with the calculated thickness of 25.0 cm at 0.37 km inland 
from the shoreline. However, comparisons between simulated and 
observed thickness on a point-by-point basis are challenging, even 
though the overall trends agree well. The results indicate that the 
calculated deposits extended as sand sheets up to 755 m from the coast 
along the transect, while the observed deposits extended up to 662 m. 
This discrepancy is due to the locally formed sediments in a low-lying 
depression, and the local vegetation that traps sediments is not consid
ered in the simulation. Thus, sediments with small layer thicknesses are 

easily distributed inland in a numerical simulation, and similar results 
have been confirmed in previous studies (e.g., Watanabe et al., 2017).

When the tsunami reaches the shoreline (t = 22 min), sediment 
transport is mainly generated in the area where the water depth is <30 
m (Fig. 9f). When t = 24 min, the maximum transport flux was 0.18 m2/s 
at 0.145 km from the shoreline (Fig. 9g). During the backwash when t =
27 - 30 min, the gravel transport rate increased in Obs 3 (Fig. 9j), 
meaning that significant gravel transport occurred near the shoreline at 
this time. Then, significant sedimentation occurred near the shoreline 
after the backwash (Fig. 9n). To clearly illustrate the processes of 
erosion and sediment deposition induced by tsunami inundation, the 
results of vertical groundwater flow velocity, sediment transport rate, 
and updated topographic changes along the transect are presented in 
Fig. 10. At the initial moment when the tsunami wave reaches the 
shoreline, groundwater flow generates distinct vertical velocities along 
the transect, characterised by negative values (indicating downward 
infiltration of water into the sediment) and positive values (indicating 
upward exfiltration of groundwater) (Fig. 10a, b). As the tsunami in
undates inland beyond the dune crest, the sediment transport rate be
comes particularly significant between 50 m and 200 m inland from the 
shoreline (Fig. 10c, d). After that, the strong backwash flows led to 
noticeable alterations in the topography around the dune crest (Fig. 10g, 
h).

At Obs 4, gravel deposition started 21.5 min after the simulation 
began (Fig. 11d). After that the maximum gravel thickness was calcu
lated, erosion and deposition started due to backwash, and the erosion 
and sedimentation finished 255 min after the start of the simulation. 
Thus, gravel deposition took 233.5 min. Deposition of the gravel de
posits at Obs 6 started 23.5 min after the initiation of the simulation and 

Fig. 5. Comparison of the observed and calculated values for spatial and temporal waveforms when a non-breaking solitary wave (ε = 0.04, ε = H/h) acts on a slope. 
H is wave height, and h is water depth. The results when (a) t(g/h)1/2

= 40, (b) t(g/h)1/2
= 50, (c) t(g/h)1/2

= 60, and (d) t(g/h)1/2
= 70. Therein, t is elapsed time, 

and g is gravitational acceleration.
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finished 133 min after the start of the simulation (Fig. 11f). Thus, gravel 
deposition took 109.5 min. The deposition duration differed because the 
current of the tsunami was influenced by three-dimensional topography. 
Deposition time depends on the number of waves following the first 
tsunami wave. In the case of sand sediment transport by the 2011 
Tohoku-oki tsunami in Sendai Plain, Japan (Watanabe et al., 2023a) 
with fewer subsequent tsunami waves, sediment deposition took 15.7 - 
23.2 min for sand sediment and 172 - 332 min for mud sediment. 
However, it is important to recognise that these sediment deposition 
times depend on the specific tsunami source model chosen to represent 
the 2011 Tohoku-oki tsunami. This study utilised the tsunami source 
model proposed by Imamura et al. (2012), which was calibrated pri
marily based on the observed tsunami inundation area. If an alternative 
source model had been employed—for example, the model proposed by 
Sugino et al. (2013), which was calibrated using observed offshore 
tsunami waveforms—the predicted deposition time could potentially 
differ.

4.3. The sensitivity analysis of the parameters used in the extended 
XBeach-G model

When the optimal parameter values (fs = 0.005, C = 13.6, and Klam =

100 mms-1) was used, but the sediment friction factor (fs) or the 
multiplier (C) were systematically varied, a range of calculated-to- 
observed sediment deposition ratios (Rd) was 0.20–1.67 for variations 
in fs, and 0.59–1.87 for variations in C (Fig. 12). increasing the multi
plier (C) resulted in consistently higher values of Rd. When fs Increased 
beyond this value (greater than 0.007), the value of Rd decreased. This 
reduction occurred because higher friction factors facilitated greater 
sediment transport offshore during the backwash phase, subsequently 

reducing the sediment available for deposition along the transect. 
Because of this backwash process, Rd was not higher than 2.15 in any 
parameter settings (Fig. 12). When hydraulic conductivity (Klam) was 
varied, the range of Rd was between 0.84 and 1.19 (Fig. 12c). The lowest 
value of Rd occurred when Klam was set to 0.0 mms⁻¹ (indicating no 
groundwater flow calculation). For Klam values between 10 mms⁻¹ and 
155 mms⁻¹, Rd values remained nearly constant, indicating that within 
this range, variations in Klam had only a minor influence on sediment 
deposition. When groundwater flow was not modelled (Klam = 0.0 
mms⁻¹), the computed maximum water levels along the transect be
tween − 200 m and 0 m from the shoreline were higher compared to 
scenarios where groundwater flow was modelled (Klam = 100 mms⁻¹ and 
Klam = 155 mms⁻¹) (Fig. 8c). This difference occurs due to infiltration, as 
water entering among the gravel sediments reduces surface water levels. 
However, at locations further inland from the shoreline, the scenario 
reversed: the calculated maximum water levels when Klam = 100 mms⁻¹ 
and Klam = 155 mms⁻¹ exceeded those for the no-groundwater-flow 
scenario (Klam = 0.0 mms⁻¹) (Fig. 8c). This increase inland is attrib
uted to groundwater exfiltration, as groundwater emerges onto the 
surface, adding to inundation depth. For example, at 30 m inland from 
the shoreline, the maximum water level computed for Klam = 100 mms⁻¹ 
was 0.77 m higher than the no-groundwater-flow case (Klam = 0.0 
mms⁻¹). Therefore, when groundwater flow is modelled, additional 
water can inundate inland areas through groundwater exfiltration, 
subsequently facilitating increased sediment transport inland. This ex
plains why the deposition ratio (Rd) is lower when groundwater flow is 
not modelled (Klam = 0.0 mms⁻¹) compared to scenarios where 
groundwater flow is included (Klam = 100 mms⁻¹ and Klam = 155 mms⁻¹) 
(Fig. 8c).

Tsunami inundation models and associated sand sediment transport 

Fig. 6. Comparison of the observed and calculated values for spatial and temporal waveforms when a breaking solitary wave (ε = 0.3, ε = H/h) acts on a slope. H is 
wave height, and h is water depth. The results when (a) t(g/h)1/2

= 15, (b) t(g/h)1/2
= 20, (c) t(g/h)1/2

= 25, and (d) t(g/h)1/2
= 30. Therein, t is elapsed time, and g 

is gravitational acceleration.
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models have typically neglected groundwater flow processes. The results 
in this study clearly demonstrate that including groundwater flow is 
crucial, not only for accurately simulating tsunami inundation over 
gravel beaches but also for predicting gravel sediment transport. 
Nonetheless, despite this demonstrated importance, the overall impact 
of changing the value of Klam (range: 0 to 155 mms⁻¹) on deposition ratio 
(Rd) remains relatively small compared to changes in the sediment 
friction factor (fs) and the multiplier (C) (Fig. 12). Previous research has 
indicated that infiltration and exfiltration of water through sediment 
particles strongly influence gravel sediment transport under storm-wave 
conditions (e.g., Austin and Masselink, 2006; Horn and Li, 2006; Jamal 
et al., 2014). For instance, Jamal et al. (2014) demonstrated significant 
improvements in gravel beach profile modelling accuracy when ac
counting for infiltration and exfiltration processes. However, 
storm-generated waves typically have relatively short wavelengths (<
300 m), whereas tsunami waves have significantly longer wavelengths 
than storm waves. Thus, storm waves are readily attenuated by infil
tration and exfiltration processes, whereas the extremely long wave
lengths associated with tsunamis are not significantly affected by these 
processes when passing over gravel beaches.

4.4. Application of the extended XBeach-G model

The runup and propagation of storm waves over gravel beaches, as 
well as the morphological changes of gravel beaches induced by storm 

surge and waves, have been studied (e.g., Austin et al., 2006, 2013; 
Masselink et al., 2014; McCall et al., 2014, 2015; Poate et al., 2013, 
2016). The proposed model of gravel transport, validated by the simu
lation of gravel transport at Koyadori, can be applied to estimate the 
thickness of gravel sediment deposition or the extent of coastal erosion 
caused by a tsunami. Previous studies have reconstructed paleotsunami 
events by determining the size of these historical tsunamis through 
numerical simulations that replicate observed distributions of sediment 
deposits (e.g., Sugawara et al., 2019). Although gravel tsunami deposits 
have frequently been documented in prior research (e.g., Moore, 2000; 
Nichol et al., 2003; Szczuciński et al., 2012; Yamada et al., 2014; Ishi
mura and Miyauchi, 2015; Inoue et al., 2017), such deposits have not yet 
been extensively used to estimate paleotsunami magnitudes. With the 
implementation of the gravel sediment transport model proposed in this 
study, gravel tsunami deposits, which are especially abundant in 
high-latitude regions or coral reef islands, can now effectively contribute 
to reconstructing historical tsunami magnitudes. If mud, sand, and 
gravel sediments and boulders formed by a paleotsunami were used for 
the reconstruction of the paleotsunami at the same time, the source of 
the paleotsunami can likely be strongly constrained. Consequently, the 
developed model enhances the understanding of historical tsunami risks 
and recurrence intervals. In this study, a two-dimensional model of 
gravel sediment transport by a tsunami was proposed. The development 
of a three-dimensional model will be necessary in the future, but the 
advantage of a two-dimensional model is that the computational load is 

Fig. 7. The calculated (a) maximum water depth, (b) maximum current velocity, and (c) erosion and deposition of gravel sediments after the simulation by the 
extended XBeach-G. The solid red line denotes the inundation line of the 2011 Tohoku-oki tsunami, as identified by Haraguchi and Iwamatsu (2011). The white and 
black dotted counter lines indicate the elevation of − 10 m, − 20 m, − 30 m, and − 40 m, and the white and black solid lines indicate the shoreline. The green line is the 
transect set in this study. The pink points indicate the observation points where the time series data in Figs. 9 and 11 were output.
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low, making the developed model more straightforward to use.

4.5. Limitations and future directions

This study developed a numerical simulation model of gravel sedi
ment transport by a tsunami by extending the XBeach-G model; how
ever, some issues require further investigation. One limitation of this 
study is that the proposed model and the setting parameters (fs = 0.005, 
Klam = 100 mms-1, C = 13.6) were validated using one field dataset. The 
values of parameters could vary with sediment properties and the land 
surface environment. To further improve the proposed modelling 
method across diverse coastal environments, the model should be vali
dated using various field observation data at various coastal settings.

In contrast, the field datasets are subject to many uncertainties. As 
discussed in Section 3.3.2, small-scale variations in topography or 

vegetation can affect the distribution distance and thickness of gravel 
sediments. Therefore, further validation using laboratory experiment 
datasets is necessary. This study assumed a uniform 10-meter-thick 
mobile gravel layer for simulating gravel sediment transport. Thus, 
the effect of spatial gravel sediment layer thickness on gravel sediment 
transport requires further investigation. A laboratory experiment of 
tsunami propagation over gravel beaches under the condition that 
groundwater flow is generated has not been conducted. Thus, this 
phenomenon should be investigated based on physical modelling, and 
then the model should be upgraded to ensure that it can reproduce 
observed groundwater flow caused by a tsunami in a laboratory exper
iment to enhance the accuracy of predicting gravel sediment transport 
by a tsunami. The setting parameters were determined using the dataset 
of onshore gravel tsunami deposit thickness; therefore, erosion of the 
gravel beach was not considered for validation. For further validation, a 

Fig. 8. (a) The measured thickness of gravel deposits formed by the 2011 Tohoku-oki tsunami (Ishimura and Miyauchi, 2015; Ishimura et al., 2015; Ishimura and 
Yamada, 2021) and calculated gravel layer thickness when Klam = 0 mms⁻¹, Klam = 100 mms⁻¹, and Klam = 155 mms⁻¹ along the transect. (b) Cross-sectional to
pographies along the transect before and after the simulations when Klam = 0 mms⁻¹, Klam = 100 mms⁻¹, and Klam = 155 mms⁻¹. (c) The calculated maximum water 
levels along the transect when Klam = 0 mms⁻¹, Klam = 100 mms⁻¹, and Klam = 155 mms⁻¹. The calculated water level when the coastal dike was not removed is 
also shown.
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dataset of erosion and deposition profiles of gravel beaches caused by a 
tsunami should be collected. Various laboratory experimental data 
should also be used to validate the proposed model to further enhance 
the general applicability and credibility of the proposed modelling 
method across diverse coastal environments.

Smoothed particle hydrodynamics (SPH) can also likely simulate 
gravel transport by a tsunami. In the SPH model, fixed computational 
grids are not required when calculating spatial derivatives, making it 
suitable for solving tsunami–structure interactions (Huang and Zhu, 
2015). However, the accuracy of SPH models is relatively lower 
compared to nonlinear shallow water equations (Watanabe et al., 2022). 
Moreover, SPH models especially suffer from longer simulation times 
than the nonlinear shallow water equations and require 
high-performance computers. Therefore, if gravel sediment transport 
simulation is to be used widely to understand the impact of tsunamis on 
the morphological dynamics of gravel beaches, the development of 
two-dimensional gravel transport models should be prioritised.

The calculation of only bedload is common in gravel transport sim
ulations for river flows (e.g., Bellos and Hrissanthou, 2003; Van and 
Chua, 2020; Hsu and Hsu, 2022) and storm surges (e.g., McCall et al., 
2014; 2015). Given that the maximum velocities of river flows are 2–3 
m/s (Van and Chua, 2020) compared to observed tsunami velocities 
during the 2011 Tohoku-oki tsunami such as 8.0 m/s (Hayashi and 
Koshimura, 2013) or 11 m/s (Fritz et al., 2012), it is not clear whether 
both bedload and suspended load should be calculated, since during 
tsunami flow velocities, gravel particles are likely transported in sus
pension. The median sediment size in this study area is 0.37 cm; if the 

sediment size is <0.37 cm, many gravel sediments may be transported as 
suspended load. To date, laboratory experiments on the transport of 
gravel sediment by a tsunami have not been conducted. Total gravel 
sediment transport was modelled by using the Meyer-Peter and Müller 
(1948) equation in this study. To improve the model accuracy, bedload 
transport and suspended transport loads of gravel sediments caused by a 
tsunami should be observed. Based on laboratory experiments, an 
equation that can reproduce the transportation flux of gravel particles 
during a tsunami should be proposed.

In this study, uniform sediment size and porosity were assumed. As 
natural gravel beaches often exhibit heterogeneity in grain size distri
bution, the effect of grain size distribution on deposition, erosion, and 
transportation of gravel sediments also needs to be investigated in the 
future. Understanding the factors that influence the onshore distribution 
of gravel tsunami deposits (e.g., tsunami intensity, water level changes 
due to tides, source of sediment, sediment properties) is essential for 
reconstructing the intensity of paleotsunami events from the gravel 
deposits; thus, this should be clarified in the future. The coastal dike was 
removed before the simulation in this study. If the failure of the coastal 
dike could be simulated with a tsunami propagation and gravel sediment 
transport, the simulation accuracy would increase. These issues need to 
be solved to enhance the accuracy of modelling gravel sediment trans
port by a tsunami.

5. Conclusion

This study presented a new model to simulate gravel transportation 

Fig. 9. The calculated water depths at (a) 22 min (when the tsunami reached the shoreline), (b) 24 min, (c) 26 min (when the tsunami reached its maximum inland 
inundation extent), and (d) 35 min (during backwash); gravel sediment transport rate at (f) 22 min, (g) 24 min, (h) 26 min, and (i) 35 min; and deposition and erosion 
of gravel layers at (k) 22 min, (l) 24 min, (m) 26 min, and (n) 35 min after the start of the simulation. The white and black dotted counter lines indicate the elevation 
of − 10 m, − 20 m, − 30 m, and − 40 m, and the white and black solid lines indicate the shoreline. The green line is the transect set in this study. The pink points 
indicate the observation points where time series data were output. The time series of (e) water levels, (j) qs (gravel sediment transport rates), and (o) ΔZb (erosion 
and sedimentation) at Obs 1–6 were also shown.
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by a tsunami by extending a one-dimensional XBeach-G model to ac
count for the process in two dimensions.

The extended XBeach-G model can reproduce the observed wave
form and time series of propagated solitary waves during laboratory 
experiments. This study then simulated gravel transportation by the 
2011 Tohoku-oki tsunami at Koyadori, Japan. The extended XBeach-G 
model was found to accurately reproduce the observed distribution of 
onshore gravel deposits. Furthermore, infiltration and exfiltration have 

been shown to influence the geomorphological changes caused by tsu
namis on gravel coasts. In the simulation of this study, the inundation 
depth over land by the tsunami increased due to the exfiltration of 
groundwater, which affected the onshore deposition of gravel in the 
tsunami deposits. A calculation of groundwater flow has not been 
incorporated into tsunami modelling so far, but the results indicate that 
accounting for groundwater flow is important for both modelling 
tsunami inundation at gravel beaches and assessing gravel sediment 

Fig. 10. The calculated water levels, topography, vertical velocity due to groundwater flow, and sediment transport rate at (a), (b) 22 min (when the tsunami 
reached the shoreline), (c), (d) 24 min, (e), (f) 26 min (when the tsunami reached its maximum inland inundation extent), and (g), (h) 35 min (during backwash).
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transport by a tsunami. However, choosing appropriate values for the 
sediment friction factor and multiplier in the equation for gravel 
transport is more important for reproducing the deposition of gravel 
sediments by a tsunami, as these parameters are more sensitive than the 
parameter of groundwater flow. When the parameter is set as fs is 0.005, 
Klam is 100 mms-1, and C is 13.6, the observed sediment volume over 
land was mostly reproduced.

The extended XBeach-G can potentially be used to investigate the 
gravel sediment transport process by a tsunami or reconstruct the size of 
paleotsunamis from gravel layers, while further validation of the 
extended XBeach-G model is recommended for this purpose.

Data availability

The input file for the numerical modelling in this study was stored at 
https://data.mendeley.com/datasets/jd9m9w4hdn/1. The code of the 
numerical simulation model developed in this study is available upon 
request.
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