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Neural–genetic–environmental evidence for
adisease factor inmental andphysical health
multimorbidity

Jin Chen 1,2,15, Yuning Zhang3,4,15, Shu Liu 5,6, Miguel Garcia-Argibay 3,7,8,
Tianye Jia 4,9, Jujiao Kang 4,9, Wei Li 1,2, Marco Solmi10,11, Hongyi Sun3,
Wenqi Liu12, Congying Chu 13 , Samuele Cortese 3,14 &
Jiaojian Wang 1,2

Increasing evidence reveals the presence of multimorbidity across physical
and mental disorders. A general disease factor (d factor) has been recently
identified to capture the shared liability across these conditions, yet its bio-
logical basis remains poorly understood. Here, using data from the UK Bio-
bank, we reveal the d factor’s neural, genetic, and environmental
underpinnings. We show that the d factor is associated with extreme negative
deviations in greymatter volume andwhitemattermicrostructure. A genome-
wide association study identifies its genetic loci and correlations with
unhealthy lifestyle, anthropometric measures, and mood-related phenotypes.
Furthermore, Mendelian randomization suggests a causal effect of living
environmental deprivation on the d factor. Mediation analysis further reveals
that the d factor links this environmental adversity to individual differences in
brain structure. Our findings establish a multi-level biological characterization
of general disease liability, connecting environmental, genetic, and neural
factors and inform transdiagnostic approaches to prevention and treatment.

The co-occurrence of multiple mental and physical illnesses is pre-
valent and poses tremendous challenges in diagnosis and treatment1.
This body-mind association in medicine has been observed to be
bidirectional-physical illnesses may contribute to the development of

mental disorders2 and vice versa3. For instance, it has been reported
that psychiatric and psychological factors play an important role in at
least 30% of dermatologic disorders4, and patients with a range of
somatic disorders are more alexithymic than controls5. Individuals
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suffering from comorbid psychiatric and physical illnesses typically
experience more severe deficits in various cognitive and behavioral
functions and suffer more than those with a single illness6,7. A better
understanding of the nature of mental and physical multimorbidity is
urgently needed because it has not only important clinical significance
but also important theoretical value in medicine, psychology and
neuroscience8.

The use of latent concepts, such as the p factor9 and the more
recently proposed neuropsychopathological (NP) factor10, to explain
multimorbidity is common in psychiatric research. These factors,
however, primarily address psychiatric multimorbidity. Recent find-
ings indicate that mental-physical multimorbidity is especially pre-
valent among older adults11, highlighting the need for a broader
construct. To meet this need, a recent study introduced a latent gen-
eral disease factor, referred to as the d factor (for disease), which
serves as a commonunderlying construct for both physical andmental
disorders12. Specifically, unlike the p factor and NP factor which are
limited to psychiatric domains, the d factor extends to incorporate
bothmental and physical health conditions, offering a comprehensive
framework for understanding multimorbidity13,14. This expansion from
a mental-specific construct to a general disease liability underscores
the necessity to investigate shared neurobiological, genetic, and
environmental influences across diverse health domains, rather than
limiting analyses to psychiatric or somatic conditions alone.

The brain, as a central organ of the human body, has been con-
sistently implicated in both mental and physical illnesses. Accumulating
evidence shows that structural and functional abnormalities in the brain,
such as graymatter (GM) atrophy andwhitematter (WM) disruption are
associated with various chronic diseases and psychiatric conditions15,16.
Similarly, genomic factors also contribute significantly to the etiology of
these conditions. In particular, genome-wide association studies (GWAS)
have identified numerous genetic variants linked to both mental
disorders17 and physical illnesses18, providing important insights into the
genetic architecture underlying disease susceptibility and multi-
morbidity. The conceptualization of transdiagnostic constructs such as
the p factor, despite ongoing debate around their structural validity19,
has been increasingly informed by genomic research20. Moreover, inte-
grating GWAS of the d factor with Mendelian randomization (MR) ana-
lyses allows us to test the directionality and causality of its associations
with phenotypes, thereby advancing our understanding of the
mechanisms underlying general health and disease vulnerability.

Evidence has repeatedly indicated a strong relationship between
living environmental deprivation and brainmaturity or development21.
For example, Marshall et al. reported that children from lower-income
families exhibited lower cognitive test scores, smaller cortical volume,
and smaller cortical surface area with increasing risk of lead
exposure22. Similarly, the negative impact of environmental risk
exposure on both mental and physical illness etiology is well
documented23. For example, characteristics of neighborhoods with
low socioeconomic status are associated with greater cardiovascular
risk24, and residential crowding is associated with psychological dis-
tress in the general population25,26. These findings suggested that our
environment shapes the developmental trajectories of behavior and
the brain in terms of both structure and function. It remains unclear,
however, whether disease processesmediate the relationship between
environmental deprivation and brain health or whether alterations in
brain structure/function mediate the relationship between environ-
mental exposure and disease status.

Therefore, in the current study, we aimed to provide a compre-
hensive characterization of thed factor by integratingmultimodal data
from the UK Biobank. We first estimated individual d factor scores
using the bifactor exploratory structural equation modeling (Bifactor-
ESEM). Building on this construct, we examined its associations with
individualized brain structural deviations using normative modeling,
conducted a GWAS to identify associated genetic loci and genetic

correlations with healthy-related lifestyle phenotypes, anthropometric
measures, and mood-related phenotypes, and further applied MR to
test potential causal effects of environmental deprivation on the d
factor. Mediation analyses were further employed to explore whether
the d factor serves as a pathway linking environmental deprivation to
brain structural alterations. By integrating d factor, brain phenotypes,
genetic risk, and environmental deprivation into a unified analytical
framework, our study provides a multi-level perspective on the bio-
logical mechanisms underlying general health vulnerability. An over-
view of the study design is provided in Fig. 1.

Results
d factor for mental and physical multimorbidities
Following our previous work12, the unifactor confirmatory factor ana-
lysis (Unifactor-CFA), correlated factors confirmatory factor analysis
(Corfactor-CFA), and bifactor confirmatory factor analysis (Bifactor-
CFA) were fitted with the data from UK Biobank to define the optimal
model characterizing mental and physical multimorbidities. We found
that the bifactor model outperformed the other two models (CFI =
0.974, TFI =0.970, RMSEA = 0.006). The fitting performances of the
threemodels are presented in Supplementary Table 1, and the detailed
loading values for each mental or physical illness derived from the
three models are shown in Supplementary Fig. 1. Following the strong
performance of the Bifactor-CFA model relative to the Unifactor-CFA
and Corfactor-CFA models, we further evaluated the bifactor
exploratory structural equation modeling (Bifactor-ESEM) since the
Bifactor-ESEM allows for cross-loadings providing a more flexible
structure that better accounts for the inherent multidimensionality in
mental and physical disorders comorbidities27. As shown in Supple-
mentary Table 2 and Table 3, the Bifactor-ESEM model showed
superiority in fitting and reliability metrics compared to the Bifactor-
CFA model (CFI =0.981, TFI = 0.977, RMSEA = 0.006), including higher
Omega and OmegaH values across the d, mental, and physical factors,
indicating better model reliability and fitting accuracy (OmegaESEM (d)
= 0.910, OmegaCFA (d) = 0.617). This suggests that Bifactor-ESEM pro-
vides a more accurate representation of the latent structure under-
lying mental and physical multimorbidities, making it a preferable
choice for estimating the d factor in this study. Thus, a Bifactor-ESEM
model was fitted to the baseline data of all subjects from the UK Bio-
bank, yielding three distinct factors: the d factor, which captured the
extent to which mental and physical illnesses co-occurred; the mental
health (mh) factor, which reflected the general pattern of psycho-
pathological symptoms, with cross-loadings onto physical health
conditions; and the physical health (ph) factor, which captured the
general pattern of physical illnesses, with cross-loadings onto mental
health conditions. The detailed loading values for each mental or
physical illness derived from the Bifactor-ESEM are shown in Supple-
mentary Table 4.

To validate the effectiveness of the d factor from the Bifactor-
ESEM model (Basic framework of the Bifactor-ESEM shown in Sup-
plementary Fig. 2a), we conducted a linear regression analysis on a
mental and physicalmultimorbidity sample (n = 21,256) to examine the
relationship between the d factor and the number of diagnoses. A
strong positive association (R² = 0.76) was found indicating that the d
factor effectively quantified the level of mental-physical illness multi-
morbidities. That is with the number of diseases increase, the higher d
factor score (Supplementary Fig. 2b).

Individual brain structural variation associatedwith the d factor
To investigate the neural basis of the d factor, we examined its asso-
ciations with regional GM volume and WMmicrostructure. Normative
models of GMvolume and fractional anisotropy (FA) were constructed
using data from healthy participants to delineate age-related trajec-
tories of brain structural features. To reveal the neural basis ofd factor,
we applied multiple linear regression analyses to investigate the
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associations between the d factor and the z-scores of GM volume and
FA across brain regions and WM tracts, respectively. The normative
aging trajectories of a brain region and a WM tract with the largest
statistic t values in multiple linear regression analysis were shown in
males and females (Fig. 2a). Themajority of GM regions andWM tracts
exhibited negative associations with the d factor. Specifically, the d
factor showed significant associations with the cerebellum (such as
lobule VIIIa) and amygdala, as well as in WM tracts including the
anterior limb of the internal capsule, posterior thalamic radiation, and
superior cerebellar peduncle after multiple comparison correction
(Fig. 2a, t values from the multiple linear regression analyses are pre-
sented in Supplementary Data 1–2). To further quantify regional
structural deviations in individuals with higher disease burden, we
calculated the mean deviation z-scores for GM volume and FA of each
brain region and each tract in participants with multimorbidity

(Supplementary Fig. 3). Consistent with the regression results, the
participants with multimorbidity showed markedly lower mean
z-scores in the cerebellum, amygdala, posterior thalamic radiation,
and superior cerebellar peduncle.

To further investigate the relationships between deviations and d
factor scores, we calculated the individual-specific mean z-scores for
both gray and white matter in patients. We then used the mean
z-scores andextremedeviations ( | z | >2.6,with thedefinitionprovided
in the Methods) for gray and white matter as independent variables,
and the d factor score estimates as the dependent variable, to con-
struct mixed linear models (Fig. 2b). We found that the individual-
specificmean FA z-scores and the individual-specificmean GM volume
z-scores both had significant negative effects on d factor score esti-
mates (β = −0.033, p <0.001; β = −0.036, p <0.001). The extreme
negative deviation in FA had a significant positive effect on d factor
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Fig. 1 | The analytical pipelines used in this study.This studydeveloped a general
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neural and genetic basis and associations with environmental exposure. We first
used the Bifactor-ESEM to obtain the d factor and corresponding mental and
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basis of d factor. We depicted the trends of brain structural indicators for each
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structural indicators was investigated. Additionally, we conducted genome-wide
association analyses (GWAS) to identify loci associated with d factor and the index
of multiple deprivation (IMD) and performed enrichment analysis for genes asso-
ciated with d factor. Mendelian randomization (MR) analysis was used to reveal a
potential causal relationship between IMD and the d factor. Themediation analyses
were finally used to explore the potential relationship between d factor, environ-
mental exposure, i.e., IMD, and changes of brain structures. Image of human body
provided by ServierMedical Art (https://smart.servier.com/), licensed under CC BY
4.0 (https://creativecommons.org/licenses/by/4.0/).
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score estimates (β = 0.008, p <0.001), while extreme positive devia-
tions in FA had no significant effect (β =0.003, p =0.653). Additionally,
extreme negative deviations in GM volume had a significant positive
effect on d factor score estimates (β =0.011, p <0.001), whereas
extreme positive deviations in GM volume had a significant negative
effect (β = –0.003, p =0.007). These findings suggested that more
extreme negative deviations in both WM tracts and regional GM

volume were associated with higher d factor scores, indicating that
mental and physical multimorbidity disrupt WM microstructure and
GM volume.

Genome-wide association study of d factor score
To reveal the genetic basis of d factor, we conductedGWAS of d factor.
To account for potential biases in the genetic association analysis, we
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examined the genomic inflation factor. There was an observed infla-
tion in the genomic inflation factor at the quantile-quantile (QQ) plot
(λ = 1.517; Fig. 3a). Although this λ value suggests some degree of
inflation to induce potential confounding, our linkage disequilibrium
score regression (LDSC) analysis results support the robustness of
these findings. Specifically, the LDSC intercept was estimated at 1.085
(SE =0.010), which is close to the ideal value of 1, indicating that the
majority of inflation observed in λ is likely attributable to true poly-
genic signal rather than confounding factors. Additionally, the ratio
metric was 0.134 (SE =0.016), underscoring that most of the inflation
in the test statistics originates from genuine polygenic effects rather
than population structure or other confounding influences. Thus,
despite the elevated λ, the LDSC results justify the reliability of the
association signals, minimizing the confounding of our significant loci
findings. We identified a total of 30 genomic risk loci (33 lead SNPs)
that met the genome-wide significance threshold (p < 5 × 10–8) (Fig.3a
and Supplementary Data 3).

Phenotype-based gene set enrichment
To elucidate the broader phenotypic associations and biological func-
tions of the genes linked to the d factor score, we firstmapped 71 genes
from genome-wide significant SNPs (Supplementary Data 4). These
genes were subsequently used for phenotypic enrichment analysis
against the GWAS Catalog within the Functional Mapping and Annota-
tion of Genome-Wide Association Studies (FUMA) platform. Sig-
nificance was defined using a Benjamini-Hochberg false discovery rate
(FDR) threshold of p<0.05. As illustrated in Fig. 3b, the most sig-
nificantly enriched phenotypes spanned several domains, including
lifestyle behaviors, cognitive traits, sleep patterns, and dietary habits.
We next performed Gene Ontology biological process (GO-BP) enrich-
ment analysis on these 71 genes using the ToppGene Suite. Of these, 58
genes were successfully annotated in ToppGene and retained for ana-
lysis. After correcting for multiple comparisons with the Benjamini-
Hochberg FDR method (p <0.05), several biological processes were
significantly enriched. These were primarily associated with sensory
and visual system development, smooth muscle tissue development,
and telomere- and calcium-related regulatory mechanisms (Fig. 3c).

Genetic correlations between the d factor and anthropometric
and lifestyle traits
To further investigate whether the d factor is genetically associated
with lifestyle-related phenotypes, anthropometric measures, and
mood-related phenotypes, we selected 34 commonly studied pheno-
types, including body composition indices and lifestyle behaviors such
as tobacco exposure, alcohol intake, and sleep patterns, and per-
formed bivariate LDSC analysis. After correction for multiple testing
using the Benjamini-Hochberg false discovery rate (FDR<0.05)
method, 32 out of the 34 traits showed significant genetic correlations
with the d factor (Fig. 3d and Supplementary Table 8).

Among lifestyle-related phenotypes, household tobacco expo-
sure (rg =0.66), the presence of smokers in the household (rg =0.54),
insomnia (rg =0.48) and alcohol intake (rg =0.43), were all strongly
positively correlated with the d factor. Notably, past tobacco smoking,
a lower scores indicating greater smoking exposure, showed a nega-
tive correlation (rg = -0.30). These patterns suggest that genetic sus-
ceptibility to poor health is intertwined with predispositions toward
adverse lifestyle behaviors. Additionally, a lower average total house-
hold income was strongly associated with higher d factor scores (rg = -
0.54). Anthropometric phenotypes showed similarly robust genetic
overlap, body mass index showed the strongest genetic correlation
with the d factor (rg =0.54), followed by diastolic blood pressure
(rg = 0.44), and weight (rg =0.40), highlighting shared genetic influ-
ences on general health andmetabolic status.Other body composition
measures, including systolic blood pressure (rg =0.38) and pulse rate
(rg = 0.18), also correlated significantly but more modestly. Hand grip
strength was negatively correlated (rg = -0.23 for the right hand;
rg = −0.22 for the left hand), indicating that lower genetically deter-
mined muscular strength is linked to higher d factor scores. Finally,
mood-related phenotypes, including mood swings (rg =0.49), lone-
liness (rg = 0.46), and fed-up feelings (rg =0.46), showed significant
positive genetic correlations, underscoring the broad psychosocial
dimension of the d factor.

Genetic evidence for the link between index of multiple depri-
vation and d factor
Given that environmental exposure is a high-risk contributor to both
mental and physical diseases, we conducted a bidirectional two-
sample MR analysis to investigate the causal relationship between
socioeconomic deprivation and the d factor. Genome-wide associa-
tion summary statistics for the index of multiple deprivation (IMD)
were obtained from a sample of 168,475 individuals, and the GWAS
results for the d factor were derived from a non-overlapping sample
of 168,475 individuals. A total of 16 independent SNPs were selected
as instrumental variables for IMD after linkage disequilibrium
clumping and removal of variants with known pleiotropic effects. In
the forward direction, MR analysis revealed a significant causal effect
of IMD on the d factor, suggesting that socioeconomic deprivation
contributes to individual differences in disease accumulation
(Fig. 4a). Sensitivity analyses using the weighted median and MR-
Egger methods yielded consistent results. There was no evidence of
horizontal pleiotropy, as indicated by a non-significant MR-Egger
intercept (intercept = 0.0007, p = 0.902). In contrast, the reverseMR
analysis did not support a causal effect of the d factor on IMD, and
this null result remained consistent across all MRmethods. Again, no
evidence of horizontal pleiotropy was detected (Supplementary
Fig. 4). Taken together, these findings support a unidirectional causal
relationship in which socioeconomic deprivation influences the d
factor, rather than the reverse.

Fig. 2 | Normative models for WM microstructure (fractional anisotropy: FA)
and gray matter (GM) volume and their relationships with d factor score
estimates. a For each sex, normativemodels of FA inWM tracts and GM volume in
brain regions were separately constructed. Only the t values of regions that sur-
vived Bonferroni correction (p <0.05) in the multiple linear regression analyses
between regional z-scores and the d factor scores are shown. Age-related trajec-
tories are plotted for the WM tract and brain region with the largest absolute t
values in males and females, respectively (red = female, blue = male). Individual
patient data points are plotted as semi-transparent scatter points. The central line
represents the median predicted value from the healthy normative model, and
shaded bands indicate the 25th–75th and 5th–95th percentile ranges. Wider bands
correspond to increased epistemic uncertainty. b Left panel: mixed linear model
analyses revealed significantly negative associations between d factor score esti-
mates and themean z-score of FA inWM tracts (β = –0.033, p = 4.08× 10−7, 97.5% CI,

[−0.045, −0.020]) and between d factor score estimates and the mean z-score of
GM (β = −0.036, p = 1.80× 10−5, 97.5% CI, [−0.052, −0.020]). Middle panel: the d
factor score estimate showed significantly positive associations with the number of
extreme negative deviations of FA (β =0.008, p = 1.75 × 10−5, 97.5% CI, [0.004,
0.012]) and GM volume (β =0.011, p = 2.96 × 10−5, 97.5% CI, [0.006, 0.016]). Right
panel: mixed linearmodel analyses were used to identify the relationships between
d factor score estimates and extreme positive deviation of FA and GM volume.
There are no significant associations between d factor score estimates and extreme
positive deviation of FA (β =0.003, p =0.653, 97.5% CI, [−0.011, 0.017]) while there
are significantly negative associations between d factor score estimates and
extremepositive deviation of GMvolume (β = −0.003, p =0.007, 97.5% CI, [−0.005,
−0.001]). The extreme deviation is defined as extreme deviation |z | > 2.6. All tests
are two-sided.
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Results of the mediation analyses
To further examine the relationships among IMD, the d factor, and
brain structures of GM volume andWMmicrostructure, we performed
mediation analyses using IMDas the independent variable, the d factor
or brain structures as mediators. Significant mediation effects of IMD
on both WM and GM were observed only when the d factor was spe-
cified as the mediator (Fig. 4b and Supplementary Fig. 5). For WM
tracts, we found that the d factor significantly mediated the effect of
IMD on the microstructure of WM tracts in the brain in patients with
mental and physical multimorbidities (ab/c′ = 40%, ab = –2 × 10–4, 95%
CI, [–3 × 10–4, –1 × 10–4]) (Fig. 4b). Given that the direct effect of IMD
score on the microstructure of WM tracts was not significant

(c′ = –5 × 10–4, 95% CI, [–1 × 10–3, 5 × 10–4]), thus this result represents
full mediation effect. In addition, we found that the d factor also had a
partial mediating effect (ab/c′ = 3.1%, ab = –1 × 10–4, 95% CI, [–2 × 10–4,
–1 × 10–4]) on the relationship between IMD score and brain regional
GM volume in patients with mental and physical multimorbidities
because of the significant direct effect (c′ = –3 × 10–3, 95% CI, [–4 × 10–3,
–2 × 10–3]) (Fig. 4b).

Discussion
This study builds on our previous work1. on the general disease (d)
factor by integrating brain structures, environmental deprivations,
and genetic factors to uncover its neural and genetic underpinnings.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 2122
Chromosome

0

5

10

15

20
CASZ1

intergenic

EFEMP1

LRP1B
ARPP21

SEMA3F

TSC22D2

TIPARP

NLGN1

CPEB2

MAML3

EBF1
NFKBIL1

HLA-DQA1

C6orf1
06

MMS22L

MAD1L1

GTF2I
FOXP2

SGK223

TNKS
PINX1,SOX7

DEFB136

TERF1
PBX3

MLLT
10

C10orf1
07

CTNNA3

ARNTL

DRD2
BMP4

IQCH
ZNF652

CTDP1

0 5
0

5

10

15

Expected -Log10(P)

GWAS Catalog Genetic correlation

Gene Ontology Biological Process

O
bs

er
ve

d 
-L

og
10

(P
)

a

b

c

d

λ = 1.57

d  factor score

Hours of exposure to tobacco at home
Smokers in household

Body mass index (BMI)
Mood swings

Sleeplessness/insomnia
Loneliness

Fed-up feelings
Diastolic blood pressure

Alcohol intake vs. 10 years previously
Weight

Alcohol intake frequency
Systolic blood pressure

Miserableness
Tens/highly strung

Ever smoked
Irritability

Sensitivity/hurt feelings
Suffer from nerves

Risk taking
Pulse rate

Nap during the day
Guilty feeling

Daytime dozing (narcolepsy)
Worrier/anxious feelings

Nervous feelings
Worry too long after embarrassment

Chronotype
Getting up in the morning

Hand grip strength (left)
Able to confide

Hand grip strength (right)
Sleep duration

Past tobacco smoking
Average total household income

0.66

0.54

0.54

0.49

0.48

0.46

0.46

0.44

0.43

0.40

0.38

0.38

0.37

0.28

0.24

0.23

0.22

0.22

0.19

0.18

0.18

0.17

0.16

0.14

0.05

-0.02

-0.05

-0.06

-0.22

-0.22

-0.23

-0.24

-0.30

-0.54

***
***
***
***
***
***
***
***
***
***
***
***
***
***
***
***
***
***
***
***
***
***
***
***

*
*

***
***
***
***
***
***

−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

 -L
og

10
(P

)

-Log10(q)

2 4 6 8

regulation of telomeric DNA binding

negative regulation of cytosolic calcium ion concentration

negative regulation of telomere maintenance

negative regulation of telomere maintenance via telomere lengthening

protein localization to chromosome, telomeric region

smooth muscle tissue development

negative regulation of chromosome organization

camera-type eye development

eye development

sensory system development

visual system development

Count

-Log10(q)

1.35
1.40
1.45
1.50

Ratio
0.1

0.2

0.3

0.4

0.5

0 5 10 15 20

Regular attendance at a gym or sports club

Brain morphology (MOSTest)

Sleep duration (short sleep)

Fish- and plant-related diet

Extremely high intelligence

Regular attendance at a religious group

General factor of neuroticism

Refractive error

Age at first birth

Raw vegetable consumption

MST1, RNF123, AMIGO3, GMPPB, IP6K1, ...

MST1, RNF123, AMIGO3, GMPPB, IP6K1, ...

MST1, RNF123, AMIGO3, GMPPB, IP6K1, ...

FOXP2, TNKS, MSRA, RP1L1, SOX7, ...

MST1, RNF123, AMIGO3, GMPPB, IP6K1, ...

MST1, RNF123, AMIGO3, GMPPB, IP6K1, ...

ARPP21, MAD1L1, MSRA, RP1L1, SOX7, ...

EFEMP1, MST1, RNF123, IP6K1, CDHR4, ...

RNF123, CAMKV, MST1R, MON1A, RBM6, ...

MSRA, XKR6, MAPKAP1, PBX3, SKIDA1, ...

Fig. 3 | Genome-wide association analysis of d factor scores estimates. a The
Manhattan plot displays SNP associations across the genome. Each point repre-
sents the−log10 (p value) froma linearmixedmodel associationof thed factorwith
individual SNPs. The genome-wide significance threshold is set at 5 × 10⁻⁸ to correct
for multiple comparisons. The QQ plot (λ = 1.52) shows the observed versus
expected p value distribution, indicatingmodest inflation of association signals. All
tests are two-sided, and multiple testing is controlled using the genome-wide sig-
nificance threshold. b GWAS catalog enrichment analysis revealed previously
reportedphenotypes sharing genetic associations with the significant SNPsof the d

factor identified in this study, with the top 10 most significantly associated traits
highlighted. c GO biological pathway enrichment analysis illustrates the biological
processes significantly associated with the genes linked to the identified SNPs after
FDR-BH correction (q >0.05). d Heatmap of genetic correlations between the d
factor score and phenotypic phenotypes, showing 34 phenotypes ranked by the
absolute rg value. The green dashed line indicates non-significance after FDR-BH
correction (q >0.05). Significance thresholds are denoted as ***q <0.001, **q <0.01,
and *q <0.05.
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Leveraging data from over 500,000 individuals, we extended our
previous model into a bifactor-ESEM framework to more robustly
estimate d factor scores13. By establishing normative models of brain
structures, we found that d factor scores were positively associated
with the number of brain regions exhibiting extreme negative
deviations, primarily within the sensorimotor and limbic circuits and
their associated WM tracts. GWAS of the d factor scores indicated
that the associated geneswere enriched for neurodevelopmental and
sensory processes and showed significant genetic correlations with
unhealthy lifestyle phenotypes and anthropometric measurements,
highlighting the genetic basis of the d factor. Mendelian randomi-
zation further supported a potential causal effect of environmental
deprivation (i.e., IMD) on the d factor, which in turn mediated the
influence of environmental deprivation on brain structures. By
uncovering the neural and genetic basis of thed factor, thesefindings
provide a foundation for identifying shared mechanisms across dis-
orders and developing transdiagnostic prevention and intervention
strategies.

In our previous study, we used a Bifactor-CFA approach to esti-
mate the d factor, but this model cannot achieve cross-loadings to
account for the interplay between mental and physical health. To
strengthen previous results, in the present study we optimized the d
factor estimate using a Bifactor-ESEM model13, which permits cross-
loadings while preserving a bifactor structure. This approach provided
superior fit, higher reliability, and a more balanced allocation of

general and specific variance compared with Bifactor-CFA. The better
performance reflects a strong general disease factor, while also
revealing meaningful variance in the specific mental and physical fac-
tors, underscoring the multidimensional nature of multimorbidity.
The optimized model exhibited the robustness of the d factor while
also revealing meaningful domain-specific variance, offering a more
realistic characterization of multimorbidity.

By deriving the d factor from clinical diagnosis data to capture the
emergent covariance patterns among mental and physical health
indicators, we conceptualize the d factor as reflecting shared vulner-
abilities shaped by both common environmental exposures and the
dynamic interplay between internal and external factors. For example,
genetic predisposition, early-life adversity, and chronic stress may
together exert an overarching susceptibility to poor health, thereby
influencing both mental and physical outcome28. Likewise, socio-
economic deprivation and accumulated environmental stressors can
shape health trajectorie29,30, contributing to the observed covariance
structure. Therefore, the d factor emerges as a manifestation of
complex biopsychosocial processes rather than a simple sum of var-
ious diseases or associations with brain structure or function. The
theory of d factor is supported by prior research on health and
multimorbidity31,32, which increasingly recognizes that shared variation
across diverse disease states may arise from common environmental
and structural determinants rather than solely from person-internal
vulnerabilities.
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Fig. 4 | Mendelian randomization analysis of index of multiple deprivation
(IMD) and d factor and mediating effect of the d factor score estimates on the
influence of environmental exposures on the brain structures. a Mendelian
randomization analysis was performed to assess the relationship between the IMD
(n = 168,475) and the d factor (n = 168,475). Causal effect estimates were derived
using weighted median, inverse variance weighted (IVW), simple mode, weighted
median, andweightedmode, with separate lines showing the fitted causal effect for
each method. Each point represents the estimated effect (β) of an individual
genetic variant (SNP) on the outcome, with the center indicating the point estimate

and error bars showing the 95% confidence intervals. b The IMD was mediated by
the d factor score estimates for effect onWMmicrostructure (ab = −2 × 10−4, 95%CI,
[−3 × 10–4, −1 × 10–4]). The direct effect of the IMD onWMmicrostructure suggested
that (c’= −5 × 10–4, 95% CI, [−1 × 10–3, 5 × 10–4]), irrespective of the degree of multi-
morbidity, the IMDwas not significantly associatedwith themean FA z-score. Thus,
the IMD achieved a full mediating effect on the brain through the d factor score
estimates. c The IMD was mediated by the d factor score estimates for effects on
GM volume (ab= −1 × 10−4; 95% CI, [−2 × 10–4, −1 × 10–4]). The IMD achieved a partial
mediating effect on the GM volume through d factor score estimates.
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To further elucidate the shared structural determinants, we
examined the neuroanatomical correlates of the estimated d factor.
The analysis revealed associationswith structural characteristics of the
brain, particularly implicating the cerebellum and its connected WM
tracts. The cerebellum is not only central to motor coordination but
also plays an increasingly recognized role in cognitive and affective
regulation33. Its structure and function are highly sensitive to envir-
onmental exposures34, including environmental profiles35 and lifestyle-
related stressors, which may accelerate vulnerability to multi-
morbidity. Notably, WM microstructural integrity and GM volume are
known to decline with age36,37, butmultimorbiditymay exacerbate this
trajectory. Individuals with higher multimorbidity burden are fre-
quently affected by chronic conditions associated with neuropatho-
logical changes, including neuronal loss, synaptic degeneration,
inflammation, oxidative stress, and vascular dysfunction, and these
factors accelerate age-related deterioration of WM integrity and GM
volume and eventually lead to brain atrophy38–40. These findings
highlight a shared neurobiological pathway through which aging and
multimorbidity may reinforce each other, contributing to widespread
structural brain atrophy.

GWAS analyses of the d factor identified significant genetic loci.
The associated genes were enriched for functions related to brain
morphology and lifestyle factors, consistent with our brain imaging
results showing that d factor scores were associated with brain struc-
ture alter. Functional enrichment analyses further highlighted path-
ways in neurodevelopment and sensory processing, aligning with
literature reporting altered brain and sensory function in
multimorbidity15,41. Notably, enrichment was also observed in telo-
mere- and calcium-related processes, which have been linked to cel-
lular aging, stress reactivity, and systemic regulation in both mental
and physical health42. These findings are consistent with our imaging
evidence and point to the possibility that multimorbidity accelerates
age-related brain decline, with the d factor capturing a broader aging-
related vulnerability. Genetic correlation analyses revealed that the d
factor was strongly associated with health-related traits, including
tobacco exposure, body mass index, blood pressure, sleep character-
istics, and alcohol intake. These associations are consistent with pre-
vious reports linking each of these factors to both physical andmental
disorders43–46, suggesting that common liabilities may be shaped
through pathways of cardiometabolic risk, health behaviors, and cir-
cadian regulation. With these findings, we suggest that the d factor
captures not only shared genetic susceptibility but also its con-
vergence with aging processes and lifestyle pathways that jointly
influence disease risk. This perspective moves beyond single-disease
explanations and positions the d factor as a unifying construct that
integrates genetic, neurobiological, and environmental influences on
multimorbidity.

Environmental exposure is an established risk factor for mental
and physical illness35,47. In this study, we used the IMD to represent
multidimensional environmental adversity and, throughMR, identified
a positive causal effect of IMDon the d factor, supporting the view that
the d factor reflects a broad biopsychosocial mechanism of risk
accumulation. Furthermore, mediation analyses indicated that the d
factor fully mediates the effect of environmental deprivation on GM
volume and partially mediates its effect on white matter micro-
structure. Together with our genetic findings showing enrichment in
aging-related pathways, lifestyle- and income-related traits, these
results emphasize that genetic predispositions and environmental
adversity converge on the d factor to shape brain structure and confer
transdiagnostic risk. Our findings align with existing literature on
environmental influences on the brain22,48,49 and health35,47, and
underscore the theoretical relevance of the d factor as a unifying
construct environmental exposure, genetic liability, neurobiology, and
clinical multimorbidity. The partial mediation observed in WM sug-
gests its particular sensitivity to environmental and genetic interplay,

potentially offering a target for mechanistic investigation into shared
pathways across mental and physical disorders.

Although wemade substantial efforts to address potential biases,
several limitations should be acknowledged when interpreting the
results. First, the UK Biobank cohort is not fully representative of the
general UK population. Participants tend to be healthier, better edu-
cated, and less socioeconomically deprived than the population
average, which may limit the generalizability of our findings to
underrepresented groups50. Second, our reliance on inpatient hospital
records may introduce selection bias, as these data predominantly
capture individuals with more severe or chronic conditions requiring
hospitalization. As a result, associations between mental and physical
health conditions may be overestimated compared to those observed
in the general population, particularly among individuals with milder
symptoms who do not require inpatient care51. Nevertheless, inpatient
records provide clinically verified diagnoses and are less prone to
recall or social desirability biases than self-reported data, thereby
enhancing the reliability and objectivity of disease phenotyping.
Therefore, the d factor is not fully independent of time, which largely
reflects a cumulative disease burden based on hospital diagnoses.

In conclusion, our findings carry significance across several levels.
Conceptually, they suggest the existence of a shared underlying factor
that influences both mental and physical health. This challenges a com-
mon misunderstanding that the d factor is simply another label for
multimorbidity.Althoughboth frameworks address theco-occurrenceof
multiple health conditions, they differ markedly in methodological basis
and interpretation.Multimorbidity typically refers to thepresenceof two
ormore chronic illnesses in one person, often quantified through counts
or simple pairwise associations. In contrast, the d factor represents a
latent dimension that explains shared variance across awide spectrumof
health conditions, uncovered through more sophisticated statistical
approaches such as bifactormodeling13. In this sense, our work advances
a way of conceptualizing health. From a research perspective, studies on
transdiagnostic risk andmechanismsofdisease transmissionmaybenefit
from integrating both mental and physical conditions. This raises an
important question: shouldmental andphysical disorders continue tobe
treated as distinct categories, or is it more appropriate to view them
together under the broader framework of health conditions12? Further-
more, the d factor framework may provide a foundation for creating
advanced tools to assess risk and guide transdiagnostic interventions
that address shared underlying mechanisms. In terms of prevention, it
points to possible etiopathophysiological mechanisms that can be tar-
geted to jointly prevent mental and physical conditions, which would
strengthen the value and scope of preventive efforts. Notably, current
clinical guidelines inmental health rarely provide guidance onmanaging
associated physical conditions, highlighting the need for more compre-
hensive protocols that encompass both domains. From a policy and
service organization standpoint, our results provide evidence in favor of
health policies that encourage the integration of mental and physical
health services, which could enhance resource efficiency and improve
overall health outcomes. Furthermore, they support an integrated care
approach in Consultation-Liaison psychiatry for old populations,
emphasizing the importance of mental health expertise within general
medical settings and, conversely, the inclusion ofmedical considerations
in mental health care. This is particularly relevant given the shared
underlying vulnerability (d factor) linking physical andmental conditions
commonly encountered in Consultation-Liaison practice. Overall, in
terms of service organization, our results strongly discourage the siloed
approach to care that is common in certain mental healthcare systems
(e.g., in the UK), where services are fragmented and disconnected.

Methods
Participants
This study was performed in accordance with the Declaration of Hel-
sinki. Informed consent was obtained from all participants prior to
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their inclusion in the study. TheUKBiobank datawere approved by the
Northwest Multi-Center Research Ethics Committee (MREC) (REC
reference21:/NW/0157). All the data used in the current study are from
the UK Biobank, which is a large biomedical database containing
genetic, imaging, behavioral, and health information from 502,505
participants (229,122males, 45.6%; 273,383 females, 54.4%) aged 38–73
years living in the UK. Information on sex was based on self-reported
biological sex (Field ID: 31), with no genetic verification performed.
Multimodal brain imagingdatawere collected in2014-2020 from three
mirrored imaging centers in Manchester, Reading, and Newcastle52.
Our confirmatory factor analysis to construct the d factor score esti-
mates included a total of 502,505 participants, of which 35,056 parti-
cipants’ structural and diffusionMRI data (16,390males, 46.8%; 18,666
females, 53.2%) were used to examine the neural basis of the d factor.
The mediation models included data from 10,383 participants (5461
males, 52.6%; 4922 females, 47.4%) due tomissing data patterns across
key variables of the d factor, environmental deprivation, and the brain.
The demographic information of these participants is summarized in
Supplementary Table 5.

Materials/measurements
Mental and physical illnesses used to construct the d factor. The
participants’ diagnosis status for 30 illnesseswas used to construct the
bifactor CFA models. Participants’ hospital inpatient records were
coded according to the International Classification of Disease version
10 (ICD-10)53 (field ID: 41270) and thenbinarized for analysis. Themajor
mental disorders included conduct disorders, depression, anxiety,
phobia, pervasive developmental disorders, obsessive-compulsive
disorder, schizophrenia, bipolar disorder, psychosis, mania, and
adjustment disorder. The physical conditions included stroke, asthma,
dermatitis, arthritis, dorsalgia, ulcers, colitis, irritable bowel syndrome,
kidney ureter stones, hearing loss, visual disturbances, obesity, insulin-
dependent diabetesmellitus, non-insulin-dependent diabetesmellitus,
essential (primary) hypertension, secondary hypertension, hernia,
bronchitis, and movement disorders. The criteria for selecting mental
and physical illnesses were based on a previously published study12.
Thedetails for all the selectedmental andphysical illnesses aregiven in
Supplementary Tables 6, 7.

Brain phenotypes. We utilized multimodal brain imaging data,
encompassing both brain T1 structural MR images and diffusion MR
images, to identify the associations between the d factor and the
regional GMvolume andmicrostructureofWMtracts. Data acquisition
was conducted using a standard Siemens Skyra 3 T scanner with a
standard 32-channel RF receiver head coil. The preprocessed region-
wise GM volume and tract-wise FA data were provided by UK Biobank.
Here, we described the key preprocessing steps related to the gener-
ated brain features. Specifically, to assess regional GM volume, UK
Biobank employed the FAST algorithm in the FSL toolkit (https://fsl.
fmrib.ox.ac.uk/fsl). Using FAST, theGMvolumemapwas generated for
each participant. Then, the whole brain was segmented into 139
regions of interest (ROIs) using the Harvard-Oxford cortical and sub-
cortical atlases54 and the Diedrichsen cerebellar atlas55. To facilitate
data analysis, themean GM volume of each ROI was obtained from the
UK Biobank. For WM tracts, we selected mean fractional anisotropy
(FA) values to characterize WM microstructure. To avoid partial
volume effects and registration errors, the whole-brain FAmap of each
subject was first aligned onto a standardized WM skeleton. Then, the
whole-brain WM was segmented into 48 tracts using the ICBM-DTI-81
WMatlas and overlaid onto the FAmapon the skeleton56. Themean FA
value of each WM tract on the skeleton was calculated for each parti-
cipant for further analyses. With the preprocessed structural and dif-
fusionMRI data, themeanGMvolume of 139 brain areas and themean
FA of 48 WM tracts for each subject were used to explore the neural
basis of the d factor.

Environmental deprivation. Because the IMD has a strong relation-
ship with health in both rural and urban areas57, we examined the
relationships among environmental risk factors characterized using
the IMD, brain structures, and the d factor. The IMD offers a more
comprehensive and detailed description of deprivation based onmore
factors than the Townsend index. As IMD scores are calculated in dif-
ferent ways in England, Scotland and Wales and the participants with
multimorbidities from England accounted for approximately 94%
(10,383/11,044) of the total number of patients, while very few parti-
cipants were from Scotland and Wales, the mediation analyses for
environmental deprivation were only conducted for patients from
England. A total of 8 items, including the IMD, crime, education,
employment, health, housing, income, and living environment, were
provided for these participants. The 8 item scores were obtained from
the English IMD original data (https://www.gov.uk/government/
collections/english-indices-of-deprivation). Among these 8 items, the
IMD differed from the other 7 items in that the IMD score is an overall
score of the relative degree of multiple deprivations experienced by
each community.

Genotypes, quality control and PCA. Genotype data for UK Biobank
participantswere generated using theUKBiLEVEorUKBiobankAxiom
arrays, and imputed to the Haplotype Reference Consortium (HRC),
UK10K, and 1000 Genomes reference panels58. Quality control (QC)
was performed at both the sample and variant level. At the sample
level, we restricted analyses to individuals of genetically inferred Eur-
opean ancestry, excluding those with sex chromosome aneuploidy,
discordant sex information, or excessive relatedness (third-degree
relatives or closer). In addition, we retained only individuals included
in the phasing of autosomes (chromosomes 1–22). At the SNP level, we
excluded variants with minor allele frequency (MAF) < 0.005,
Hardy–Weinberg equilibrium p < 1 × 10⁻⁶, genotype missingness
>0.05, or not present in the HapMap3 reference panel, ensuring high-
quality and cross-cohort comparable markers. After QC, a total of
336,950 participants (156,024 males, 52.6%; 180,926 females, 47.4%)
and 1,153,470 SNPs were retained. Population structure was assessed
using principal component analysis (PCA). To minimize bias from
linkagedisequilibrium (LD), SNPswerepruned to retain approximately
independent markers with pairwise LD r² <0.2, resulting in 138,037
SNPs. PCA was then performed on these SNPs across all retained
individuals.

Statistical analysis
Confirmatory factor analysis and d factor. Following our previous
work12, a Bifactor-CFA model was constructed, and the bifactor score
estimates (d factor) were used for further analysis. Three validated d
factor models were examined for the enrolled mental and physical
disorders based on the entire UK Biobank sample (n = 502,505) using
confirmatory factor analysis to obtain the optimal model characteriz-
ing mental and physical multimorbidities59.

The first model tested was the Cor-factor model, which assumes
that all illnesses, both mental and physical, are correlated with each
other. The second model is the Uni-factor model, which posits that all
illnesses could be best accounted for by a single factor. The lastmodel
is the bifactor model, which postulates that mental and physical ill-
nesseswould bebest characterized by distinct individual factors,while
an overarching disease dimension (that is, the d factor in this study)
could provide the most comprehensive explanation for the
observed data.

The model fit was evaluated using chi-square values, the
comparative fit index (CFI), the Tucker-Lewis index (TLI), and the
root mean square error of approximation (RMSEA). The lower
theRMSEA is, the better themodel fit is ( < 0.06 = goodmodelfit); the
higher the CFI and TLI are, the better the model fit is ( > 0.95 = good
model fit).
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Bifactor-ESEM. To enhance our approach and address the limitations
of CFA modeling, we also implemented a bifactor exploratory struc-
tural equation model. Although preliminary comparisons indicated
that the Bifactor-CFA model performed well, we pursued Bifactor-
ESEM to evaluate its advantages over Bifactor-CFA, with the goal of
selecting the optimalmodel for estimating thed factor. Bifactor-ESEM
is an advanced model that combines exploratory and confirmatory
techniques, allowing for a more thorough assessment of multi-
dimensional constructs by estimating cross-loadings across non-
target factors60. This method offers a more comprehensive under-
standing of factor structures, as it relaxes the constraints of CFA by
permitting all factors, not just the hypothesized primary factor, to
contribute to item variance. This estimation process has been shown
to reduce factor loadings and interfactor correlations, resulting in
factorial solutions that more accurately reflect the complexity of
multidimensional data.

The model fit was evaluated using the Explained Common Var-
iance (ECV)61,62, Omega63,64, andOmegaHierarchical (OmegaH)65, along
with the Factor Determinacy (FD)66 and H index67. Higher ECV values
indicate a strong general factor,while elevated omega values suggest a
highly reliable multidimensional composite68. Specifically, omegaH
represents theproportionof systematic variance inunit-weighted total
scores attributed to individual differences on the general factor; when
omegaH is high (e.g., > 0.8), total scores can be considered essentially
unidimensional. Factor score estimates should only be considered
reliable when FD values exceed 0.969. Furthermore, high H values (e.g.,
> 0.8) indicate a well-defined latent variable, suggesting greater sta-
bility across studies.

Normative modeling. Since univariate statistical analysis tests only
group effects while ignoring individual-level differences, we thus
employed a normative model to obtain individual-specific FA and
GM volume deviation maps70–75. The normative model utilized data
from a large cohort of healthy individuals (n = 24,014) and included
demographic information such as age, sex and scanning site to
estimate themean and variance (referred to as the normative range)
of the response variables. In this study, we employed a Bayesian
linear regression (BLR) model using the Predictive Clinical Neu-
roscience toolkit (PCNtoolkit) (https://pcntoolkit.readthedocs.io/
en/latest/) to estimate normative models of brain structure. Speci-
fically, we modeled the volume of each gray matter region and the
fractional anisotropy (FA) of each white matter tract. Sex and
scanning site were included as covariates. To account for nonlinear
effects of age, we applied a B-spline basis expansion over age.
Additionally, we used likelihood warping to address potential non-
Gaussianity in the data76. Model performance was evaluated using
tenfold cross-validation to ensure the generalizability of the results.
This Bayesian approach computes probability distributions over the
linear coefficients that define the relationships between the vari-
ables, updating these distributions based on the observed data. By
specifying priors over the coefficients, this method yields robust
and unbiased estimates of the underlying relationships, while also
accounting for uncertainty in regions with fewer data points. Sub-
sequently, the FA of eachWM tract and the GM volume of each brain
region for individuals with mental and physical multimorbidities
were predicted using the fitted model.

To quantify the individual deviation, the deviation of each WM
tract or brain region derived from the normative model was calcu-
lated for each subject with mental and physical multimorbidity. The
deviation was defined as the average FA of each fiber tract or mean
GM volume of each region compared to the predicted FA or GM
volume using normative models. Then, the deviation was trans-
formed to a z score, whichmeasures the degree to which a true value
deviates from the normative model-predicted value72. The z score of

the deviation was calculated using the following formula:

zij =
yij � ŷij
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σij
2 + σnj

2
q ð1Þ

Where ŷij represents the predicted FA value, yij is the actual FA value,
σij is the predicted variance, and σnj is the normative model variance.

Due to the intrinsic differences between individuals, we used
extreme deviation to characterize the abnormal subjects who showed
larger deviations from the expected deviations of the normative
model. To define extreme deviations, a threshold value of |z | > 2.6
corresponding to unilateral p <0.005 was used to identify brain
structures (brain regions or WM tracts) with extreme deviations
compared to the model predictions. Subsequently, we calculated the
number of brain structures showing positive or negative extreme
deviations for each participant in the comorbid samples.

Finally, to assess whether these extreme individual differences
could predict multimorbidities, we separately constructed mixed lin-
ear models for positive and negative extreme deviations with the
extreme deviations as independent variables and d factor score esti-
mates as dependent variables, and p < 0.05 was considered to indicate
statistical significance77. The model was estimated using the restricted
maximum likelihood method.

Multivariable regression analysis. To examine associations between
the d factor score and regional brainmeasures, we conducted separate
multivariable linear regression analyses for each brain region. For each
GM region (n = 139) and WM tract (n = 48), the d factor score was
entered as the dependent variable, and the regional z-value was the
independent variable of interest. Sex and age were included as cov-
ariates, and head sizewas additionally controlled for in the GMvolume
models. Statistical significance was defined as Bonferroni-corrected
p <0.05 across all regions and tracts.

Genome-wide association analysis. To investigate the genetic con-
tributions to the d factor, we conducted a genome-wide association
study (GWAS) using genome-wide complex trait analysis (GCTA). The
analysis was performed with GCTA version 1.92.3 beta378. Individuals
with non-missing phenotype and covariate data were included. For
estimating genetic variance, the Haseman-Elston regression method
was applied79. GWAS was performed using the mixed-model fastGWA
approach80, adjusting for age, sex, and the first four genetic principal
components to account for population structure. Model parameters
were tuned using 1000 randomly selected null SNPs. All computations
were conducted using 10 threads to improve computational efficiency.

Linkage disequilibrium score regression. To assess the genetic
architecture of the d factor and evaluate potential confounding, we
applied linkage disequilibrium score regression (LDSC). Specifically,
LDSC was used to examine the quantile-quantile (QQ) plot and geno-
mic inflation, distinguishing true polygenic signal from inflation due to
population structure or other confounders. Given that the genomic
inflation factor (λ) can increasewith sample size even in the absence of
bias81, we focused on the LDSC intercept and ratio metrics, which
provide more accurate estimates of confounding-free polygenic sig-
nal. SNP-based heritability of the d factor was also estimated
using LDSC.

Gene-set and ontology analyses. Following the GWAS, functional
annotation and gene set enrichment analyses were performed using
the Functional Mapping and Annotation of Genome-Wide Association
Studies (FUMA)82. Independent genome-wide significant SNPs from
the GWAS (p < 5 × 10⁻⁸) weremapped to genes using default positional
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mapping strategy of FUMA, which assigns each SNP to the nearest
protein-coding gene within a ± 10 kb window. To identify phenotypes
sharing genetic associations with our results, the list of mapped genes
was subsequently tested for enrichment against the NHGRI-EBI GWAS
Catalog83 using the tool integrated within FUMA. Enrichment was cal-
culated based on a hypergeometric test, with multiple testing correc-
tion applied using the Benjamini-Hochberg FDR method. Phenotypes
with an FDR-adjusted p-value < 0.05 were considered significantly
enriched. Additionally, Gene Ontology (GO) enrichment analysis was
performed on the list of mapped genes using the ToppGene Suite84.
The analysis was conducted against the default background of all
human protein-coding genes. default settings of ToppGenewere used,
and significance was determined after Benjamini-Hochberg FDR cor-
rection (FDR <0.05).

Genetic correlations analysis. To evaluate the genetic correlations
between the d factor score and awide range of phenotypes,we applied
bivariate LDSC85. Based on previous literature, we selected 34 pheno-
types related to anthropometricmeasures, health-related lifestyle, and
mood (Supplementary Table 8), including but not limited to: (1) body
mass index (BMI)45, a key predictor of overall health and disease risk;
(2) smoking behavior43,44; (3) alcohol consumption86; (4) sleep
duration46; and (5) mental health status87. For these 35 behavioral and
health-related traits, we used GWAS summary statistics reported by
Jiang et al. 80,88., derived from genome-wide genotyping data of
456,422 individuals of European ancestry in the UK Biobank. LDSC
leverages the correlation structure of SNPs due to linkage dis-
equilibrium to estimate the shared genetic architecture between two
traits and is robust to sample overlap. Multiple testing was corrected
using the FDR, with a significance threshold of p <0.05.

Mendelian randomization. To assess the causal relationship between
IMD and the d factor, we conducted a mendelian Randomization (MR)
analysis using genome-wide SNPs significantly associated with IMD as
instrumental variables (IVs). To avoid bias due to participant overlap,
separate GWAS for d factor (N = 168,475) and IMD (N = 168,475) were
performed using two different and non-overlapping groups of parti-
cipants. Age, sex and the first 4 genetic PCs were adjusted in all GWAS
analyses. Linkage disequilibrium clumping (r² <0.2) was performed
with the European 1000 Genomes Project phase 3 as the reference,
using a 100 kb clumping window and a thresholder p < 5 × 10–8. All MR
analyses were conducted using the TwoSampleMR package in R.

Mediation analyses for the d factor, brain structure, and environ-
mental risk factors. To explore the interactions among the brain
structure, environmental risk factors, and disease, we performed
mediation analyses among d factor score estimates, scores of the IMD
in England (that is, environmental deprivation), and the mean z score
of FA across all WM tracts or z score of GM volume across all brain
regions for subjects with multimorbidities89 (Fig. 1). Here, we did not
perform mediation analysis for each WM tract or brain region but
rather calculated an overall index to characterize a general brain
abnormality in patients with mental and physical multimorbidities.

We then constructed different mediation models in which the d
factor score estimate, mean GM volume z-score, and mean FA z-score
were employed as mediator variables. The IMD served as independent
variables, while the mean FA z-score, mean GM volume z-score, and d
factor score estimates were the dependent variables. Notably, media-
tion effects were present in all models, with only the d factor score
estimate serving as a mediator variable to test the mediating relation-
shipofmultimorbidity scoresbetweenmultiplepovertymeasure scores
and WM and GM changes. For mediation analysis, sex and age were
added as covariates to each path of the mediation analysis model. The

following equation was used to describe the mediation interactions:

M =aX + ε2 ð2Þ

Y = c0X +bM + ε3 ð3Þ

where X refers to the independent variable, Y refers to the dependent
variable, M is the mediating variable, c0 refers to the direct effect, and
the product ab is the indirect effect.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
This research was conducted using data from the UK Biobank under
access application number 197910. UK Biobank makes its data avail-
able to all bona fide researchers for any health-related research that
serves the public interest, without granting preferential or exclusive
access to any individual or group. All researchers are subject to the
same application process and approval criteria, as defined by UK
Biobank. For further details regarding the access procedure, please
visit the UK Biobank website: http://www.ukbiobank.ac.uk/register-
apply/. Source data are provided with this paper.

Code availability
The code used in this study is available at GitHub (https://github.com/
ChenJin1110/d-factor-code) and is citable via Zenodo https://doi.org/
10.5281/zenodo.1728064490.
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