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Abstract

In ethics, individual responsibility is often defined through
Frankfurt’s principle of alternative possibilities. This defini-
tion is not adequate in a group decision-making setting be-
cause it often results in the lack of a responsible party or “re-
sponsibility gap”. One of the existing approaches to address
this problem is to consider group responsibility. Another, re-
cently proposed, approach is “higher-order” responsibility.
The paper considers the problem of determining whether
higher-order responsibility up to a given degree is sufficient
to close the responsibility gap and analyses the computational
complexity of this problem.

Full version — https://arxiv.org/abs/2506.01003

Introduction

Autonomous agents—from self-driving cars and stock traders
to military robots and medical assistants—are increasingly in-
volved in decisions that impact human lives. These decisions
often result from collaborations among multiple parties in
hybrid human-machine environments. Assigning individual
responsibility for the outcomes of such decisions to at least
one party fosters accountability and enhances trust.

Counterfactual Responsibility As a concept, responsi-
bility has been studied in philosophy, law, and, more re-
cently, artificial intelligence. In philosophy, the starting
point of the discussion of responsibility is often the so-called
principle of alternative possibilities: “a person is morally re-
sponsible for what he has done only if he could have done
otherwise” (Frankfurt 1969). The arguments for and against
this principle have been proposed (Blumenfeld 1971; Naylor
1984; Copp 1997; Widerker and McKenna 2003; Mele and
Robb 2018). Even Frankfurt argued that its applicability is
limited. In this paper, we use the term counterfactual respon-
sibility to refer to the definition through the principle of al-
ternative possibilities. Following recent literature in artificial
intelligence (Yazdanpanah, Dastani, Jamroga, Alechina, and
Logan 2019; Naumov and Tao 2019, 2020a; Baier, Funke,
and Majumdar 2021; Shi 2024), we interpret “could have
done” as having a strategy that would guarantee the pre-
vention of the undesired outcome no matter what the other
agents do.

As an example, imagine two factories, A and B, that
can potentially dump a pollutant into a river inhabited by

fish (Halpern 2016). Assume that it is well-known that it
takes 15kg of pollutants to kill the fish. Consider the case
when factories A and B have accumulated 20kg and 10kg
of the pollutant, respectively. Suppose they both dump the
pollutant into the river. The fish is dead. Which of the two
factories is responsible for the death of the fish? Note that
factory A has had a strategy (“do not dump the pollutant™)
that guarantees that the fish would have stayed alive no mat-
ter what the other factory does. Factory B has not had such
a strategy. Thus, only factory A is counterfactually respon-
sible for the death of the fish.

Deontic Constraint Let us now consider a different case
in which factories A and B have each accumulated only 10kg
of the pollutant. Thus, the fish will die only if both of the
factories dump the pollutant. In such a situation, it would be
acceptable for either of the factories, but not both, to dump
the pollutant. We use propositional variables p, (“pollute a”)
and p; (“pollute b”) to represent the actions of factories A
and B, respectively. If p, = 1, then factory X dumps the
pollutant. If p, = 0, it does not dump. We use the deontic
constraint formula v = —(p, A pp) to express which com-
binations of actions are acceptable. In our case, the deontic
constraint +y states that it is not acceptable for both compa-
nies to dump the pollutant. Let us further suppose that both
factories have dumped the pollutant, and the fish is dead.
Who is responsible? In this setting, each of the two compa-
nies has had a strategy (“do not dump the pollutant”) to save
the fish. Thus, both of them are counterfactually responsible
for the death of the fish.

Responsibility Gap Next, assume that each of the two
factories, A and B, has accumulated 20kg of the pollu-
tant. Thus, the fish dies if either of the factories dumps the
pollutant. In this situation, the deontic constraint is v =
—(pa V pp)- In our previous examples, it is not important if
the factories make decisions simultaneously (independently)
or consequently. The situation is different in this example. If
the decisions are made simultaneously, then neither of the
two factories has a strategy that guarantees that the fish is
alive. Thus, each time when either of the factories dumps the
pollutant, the fish dies and neither of the factories is coun-
terfactually responsible for the death. By an action profile
we mean the pair (p,, pp) that describes the actions of both
factories. By the responsibility gap we mean the set of all



profiles under which the deontic constraint -y is violated and
none of the agents is counterfactually responsible for this. In
our example, the responsibility gap is {(1,0), (0,1),(1,1)}.

The situation is different if the factories make their actions
not simultaneously, but sequentially. Suppose that factory B
makes its decision after factory A. Furthermore, we assume
that factory B knows the choice made by factory A. Con-
sider action profile (0, 1). Note that in this situation factory
B knows that factory A decided not to dump the pollutant.
Thus, it now has a strategy (“do not dump”) to save the fish.
Nevertheless, under the profile (0, 1), factory B still dumps
the pollutant and kills the fish. Hence, factory B is now coun-
terfactually responsible for the death of the fish. It is easy to
see that, even in the case of consecutive decisions, nobody
is counterfactually responsible for the death under the pro-
files (1,0) and (1, 1) because under these profiles neither of
the factories has a strategy that guarantees that the fish stays
alive. As a result, if the decisions are made consecutively,
then the responsibility gap is the set

GZ{(l,O),(l,l)}. (D

Note that, in the above example, switching from simultane-
ous to consecutive decision-making reduces the responsibil-
ity gap from {(1,0),(0,1),(1,1)} to {(1,0),(1,1)}. This
is not a coincidence. Consecutive decision-making provides
additional information to the parties that decide later. This
information might enable them to prevent a violation of the
deontic constraint. If they do not use this ability and the
constraint is violated, then they become counterfactually re-
sponsible. In many situations, the responsibility gap is an
undesirable property of a decision-making mechanism. In
such situations, the introduction of an order in which the de-
cisions are made is one of the techniques used by mechanism
designers to minimise the responsibility gap. For example,
road traffic laws use “yield” or “give way” signs, the time
of arrival to an intersection, and the “priority to the right”
rule to establish the order in which drivers must make their
decisions. This eliminates the responsibility gap and, in the
case of an accident, ascribes the responsibility to a specific
driver. In the rest of this paper, we only consider decision-
making mechanisms where the agents make the decisions in
a consecutive order.

Second-Order Responsibility As we have seen above,
the introduction of the order in which agents act might
shrink the responsibility gap, but not be able to eliminate it
completely. Under any action profile that belongs to the gap,
the deontic constraint is violated and nobody is counterfac-
tually responsible for this. However, there might be an agent
who is counterfactually responsible for the gap. We refer to
this responsibility for the gap as second-order responsibility
for the violation of the deontic constraint. In the case when
both factories have accumulated 20kg of the pollutant, the
gap is given by equation (1). Note that under both profiles in
this set, factory A is second-order responsible for the death
of the fish because it has had an action (“do not dump”) that
would guarantee that the resulting profile does not belong to
set GG. By not dumping the pollutant, factory A guarantees
that someone (factory B in our case) will be counterfactu-

ally responsible if the fish dies. Intuitively, second-order re-
sponsibility is the responsibility for the fact that no one is
accountable.

Second-Order Gap Let us now consider a setting where
there is a third factory, C. Each of the three factories has ac-
cumulated 20kg of pollutant and it still takes only 15 kg of
the pollutant to kill the fish. Thus, the deontic constraint -y is
=(pa V b V D). Suppose that the factories make their deci-
sions in the order: A, B, C. If either factory A or B dumps the
pollutant, then the fish dies and no agent has had a strategy
that would guarantee that the fish stays alive. Hence, nobody
is counterfactually responsible for the death. If only factory
C dumps the pollutant, then it has had a strategy (“do not
dump”) that would guarantee that the fish stays alive. Hence,
in such a situation, factory C is counterfactually responsible
for the death. In other words, the responsibility gap is

Glz{(oa 1apc) |pc € {07 1}}U{(17pb7pc) |pbapc € {07 1}}

If the profile belongs to the set {(0,1,p.) | p. € {0,1}},
then factory B is second-order responsible because it has a
strategy (“do not dump”) that guarantees that the decision-
making process will avoid gap G;. This is because this strat-
egy guarantees that if the fish is dead, then factory C is re-
sponsible for the death. At the same time, if the profile be-
longs to the set

G2 = {(17pb7p6) |Pb»pc S {07 1}}7 (2)

then no agent has a strategy to guarantee that gap G is
avoided. Thus, under each profile from set G5, not only the
fish is dead and nobody is counterfactually responsible for
this, but nobody is second-order responsible for the death
either. We say that set G5 is the second-order responsibil-
ity gap. Informally, the second-order responsibility gap con-
sists of all profiles under which the deontic constraint is vi-
olated and nobody is responsible for the fact that nobody is
accountable for the violation.

As a less formal example, imagine a situation when a pa-
per submitted to a conference has not been reviewed by the
PC member it got assigned to. In this case, the PC member
is responsible for the failure to review. However, if no PC
member has been assigned to review the paper, then there
is a responsibility gap and the PC Chair is second-order re-
sponsible for the failure to review the paper. If the PC Chair
gets ill and nobody has been assigned to replace the Chair,
then there is a second-order gap.

First Result Note that, in our three-factory example, fac-
tory A has a strategy (“do not dump”) that guarantees that
gap (G5 is avoided, see equation (2). Thus, under any profile
that belongs to set G, factory A is third-order responsible
for the death of the fish. One can also define a third-order
gap as a set of all profiles in the second-order gap under
which nobody is third-order responsible for a violation of
the deontic constraint. In our example, the third-order gap
is empty. In this paper, we consider n-order responsibility
and n-order gaps. It is not a coincidence that, in our exam-
ple with three agents, the third-order gap is empty. In Theo-
rem 2, we show that in consecutive decision-making mech-
anisms with n agents, the n-order gap is always empty. In



other words, if a deontic constraint is violated in an n-
agent mechanism, then there exists d < n such that at
least one agent is d-order responsible for the violation.
The notion of n-order responsibility gap in a more general
“extensive form game” setting is introduced in (Shi 2024).
Shi showed that in that more general setting, the d-order gap
isempty if d > N — 1, where NNV is the number of leaf nodes
in the extensive form game. When translated to our setting,
this means that the gap of order 2" — 1 is always empty. The
reason why our result is so much stronger is that, in our set-
ting, each agent acts just once. In an extensive form game,
the same agent might act multiple times. Shi (2024) is also
using the term “higher-order responsibility” in a sense simi-
lar but more general than ours.

Second Result Let us now consider a setting where it
still takes 15kg of the pollutant to kill the fish, but facto-
ries A, B, and C have accumulated 20kg, 10kg, and 10kg
of the pollutant, respectively. The deontic constraint is now
v = =(pa V (pp A pc)). In such a setting, the fish dies under
the following set of action profiles:

{(1vpbvpc) | Pb,Pc € {07 1}} U {(Oa 1> 1)}

Out of these profiles, only under the last profile, somebody
(actually both, factory B and factory C) is counterfactually
responsible for the death of the fish. Thus, the responsibility
gap is

Gy ={(1,p,pc) | Pvy pe € {0,1}}.

Note that factory A has a strategy (“do not dump”) to avoid
this gap. Thus, factory A is counterfactually responsible for
the gap under each profile in set G’. This means that, in
this setting, the second-order responsibility gap is empty.
As we have seen in equation (2), in other settings such a
gap might be nonempty. Thus, in some settings, the d-order
responsibility gap might be empty for d strictly less than
n. Our second result is the complexity analysis of decid-
ing for any given mechanism if the d-order responsibil-
ity gap is empty. In Theorem 3, we show that this prob-
lem is I, ;-complete. Shi (2024) discussed the algorith-
mic complexity of model-checking of an arbitrary formula
that contains counterfactual responsibility modality. The ab-
sence of the d-order responsibility gap can be expressed by
such a formula. Shi proved that model-checking can be done
in polynomial time as a function of the number of leaf nodes
in the tree representing the mechanism. In the case of the
mechanisms discussed in the current paper, the number of
leaf nodes is exponential in terms of the number of agents.
Thus, when translated into our setting, her result only gives
an exponential upper bound on the complexity of deciding
if the d-order responsibility gap is empty.

Group Responsibility The main alternative to higher-
order responsibility is group responsibility (Naumov and
Tao 2019; List 2021; Yazdanpanah et al. 2021a,b; Dastani
and Yazdanpanah 2023; Yazdanpanah et al. 2023). As an ex-
ample, consider our three-factory scenario above: each fac-
tory has accumulated 20kg of pollutant and it takes 15kg to
kill the fish. Suppose that the first factory (A) does not dump
the pollutant and the other two factories dump (first B, then

C). The fish is killed. Note that neither of the three facto-
ries had an individual strategy that would guarantee saving
the fish. Hence, none of them is counterfactually (first-order)
responsible for killing the fish. At the same time, after fac-
tory A did not dump the pollutant, factories B and C had an
opportunity to coordinate their actions and agree that nei-
ther of them would dump. This is a potential group strategy
of B and C to guarantee that the fish is alive. Of course, the
group consisting of all three factories also had a strategy to
save the fish. The standard approach to define counterfactual
group responsibility is to blame only the minimal (in terms
of subset relation) group that could have prevented (Nau-
mov and Tao 2020b). In our example, such a group consists
of just B and C. Note that group responsibility diffuses the
responsibility between B and C, potentially creating a “cir-
cle of blame” effect. Note that this approach is different from
Necessary Element of a Sufficient Set causality by events or
by specific actions (Wright 1985), rather than agents.

At the same time, in this example, only factory B is indi-
vidually second-order responsible for the death of the fish.
Indeed, if factory B refrains from dumping the pollutant, it
will prevent the first-order responsibility gap (if C dumps,
C will be counterfactually responsible). As we see from this
example, higher-order responsibility avoids the diffusion as-
sociated with group responsibility and promotes individual
accountability for the outcome.

“Responsibility Gap” in the Literature The responsi-
bility gap is also often referred to as “responsibility void”.
These terms are consistently used in the literature to refer to
a lack of a responsible agent in many different contexts. An
important issue in Al ethics is whether autonomous systems
should be treated as having “moral agency”. If such systems
are denied the moral agency status, then there is a commonly
acknowledged responsibility gap for the decisions taken by
the systems (Matthias 2004; Champagne and Tonkens 2015;
Burton et al. 2020; Coeckelbergh 2020; Gunkel 2020; San-
toni de Sio and Mecacci 2021; Tigard 2021; Konigs 2022;
Oimann 2023; Hindriks and Veluwenkamp 2023). The same
terms are also used in group responsibility discussions when
the group is responsible for an outcome but each individual
agent is not (List 2021; Yazdanpanah et al. 2021a,b; Das-
tani and Yazdanpanah 2023; Yazdanpanah et al. 2023). Fi-
nally, outside moral agency and group responsibility con-
texts, these terms are used in decision-making mechanism
analysis to refer to the outcomes that no agent is individually
responsible for (Braham and van Hees 2011; Duijf 2018;
Braham and van Hees 2018; Duijf and van De Putte 2022;
Duijf 2022). Our work falls into the third category.

The responsibility gap has been studied in detail for “dis-
cursive dilemma” (List 2006) — a group decision-making
mechanism where multiple agents are asked to indepen-
dently rank available alternatives (say, job candidates) based
on several required criteria. There might be a situation where
each agent finds the alternative unacceptable due to one of
the criteria, but the majority finds that the alternative satis-
fies all of the criteria. Ascribing individual responsibility for
the group choice of the alternative in such a situation is prob-
lematic. (Braham and van Hees 2018; Duijf and van De Putte



2022) studied responsibility gaps in “discursive dilemma”-
like settings. In such a setting, it is almost impossible for
an agent to have a strategy that guarantees that an alterna-
tive is avoided. So, in both of these works Frankfurt’s ...
could have done otherwise” is interpreted as not taking an
action which is the most effective in preventing the outcome.
Braham and van Hees show that if a “discursive dilemma”-
like setting has no responsibility gap and does not have what
the authors call “fragmentation” of responsibility, then the
mechanism must be a dictatorship, where a single agent de-
termines the group decision (Braham and van Hees 2018).
(Duijf and van De Putte 2022) gives necessary and sufficient
conditions for a responsibility gap to exist in a “discursive
dilemma”-like setting.

Formal Setting

In this section, we describe the formal setting in which
we state and prove our technical results. We assume some
fixed infinite countable set of propositional variables. By
a Boolean formula, we mean any expression built out of
propositional variables using conjunction A, disjunction V,
and negation —. By a Boolean formula with quantifiers, we
mean a formula that, in addition, can use universal V and
existential 3 quantifiers over propositional variables. If v
is an ordered set of propositional variables v, ..., vy, then
by Vv and v we mean the formulae Vv; ... Vugp and
Jvy ... Jugp, respectively.

Definition 1 A (sequential decision-making) mechanism is
a triple (n,v,~), where

1. integer n > 0 is the number of “agents”,

2. v = {Vi}i<i<n is a family of disjoint ordered sets of
propositional variables; by Uv we denote the unordered
union of these sets,

3. “deontic constraint” ~ is a Boolean formula (without
quantifiers) whose variables belong to the set Uv.

In our introductory examples, agents were factories A, B,
and C. In the formal setting of Definition 1, agents are num-
bers 1, ..., n. In those examples, we have assumed that the
action of each agent ¢ is represented by a single propositional
variable p;. In the more general setting of Definition 1, an
action of each agent i is represented by an ordered set v;
of Boolean variables. To capture our introductory examples,
we assume that vi = {p, }, vo = {py}, and v3 = {p.}.

Next, we will express the d-order responsibility of an
agent ¢ for the violation of the deontic constraint as a
Boolean formula. Let us start with our introductory exam-
ple where each of the three factories has accumulated 20kg
of the pollutant. In this situation, the deontic constraint is
v = =(pa V pp V pc). Because factory A makes the deci-
sion first, for it to be (counterfactually) responsible, (i) the
constraint should be violated and (ii) factory A should have
an action that guarantees the constraint no matter what the
actions of the other agents are. These two conditions can be
expressed as

1. paVpyVp., where pg, pp, and p. are unbounded variables
representing the actual actions,

2. 3paVpo¥pe=(pa V Py V pe), where pq, pp, and p. are

bounded variables ranging over all possible actions.
Thus, the responsibility of factory A under action profile
(Pas Db, D) can be expressed by the formula:

Ra = (Pa V Pb V Pe) A 3pa¥DuVpe(Pa V o V pe).  (3)
Note that it is common in mathematics to avoid using the
same variable names for bounded and unbounded variables.
To do this, one can re-write formula R, in an equivalent
form. For example, as (p, V pp V pe) A FzVyVz—(x Vy V z).
In this paper, we decided to define formula R, as given by
equation (3) because it makes it significantly simpler to ex-
press d-order responsibility later. It is important to remem-
ber, however, that there is no connection between identically
named variables inside and outside of the scope of a corre-
sponding quantifier.

Formula R, expresses (counterfactual) responsibility of
factory A in the sense that, for any action profile, if the val-
ues of unbounded variables p,, py, and p. are chosen as
specified by the action profile, then the above formula has
value 1 if and only if factory A is responsible for the viola-
tion of the deontic constraint +.

Recall, that factory B makes its decision after factory A.
Thus, for factory B to be (counterfactually) responsible, (i)
the deontic constraint should be violated and (ii) factory B
should have an action that guarantees the constraint under
the current action of factory A and any possible action of
factory C. This can be expressed as:

Ro = (pa V P V pe) A Fpp¥pe=(pa Voo V pe).  (4)
Note that both occurrences of variable p, in the above for-
mula are unbounded. Thus, they both refer to the actual ac-
tion of factory A. Similarly, the counterfactual responsibility
of factory C is expressed by the formula

Re = (paVpoVpe) NIpe=(pa Voo Vi) — (5)
More generally, under an arbitrary decision-making mech-
anism (n, v, <), the (counterfactual) responsibility of agent
1 < n is expressible by the formula:

Ri =—-yA3Iv;Vvii1...Vvpy. (6)
Then, the responsibility gap can be expressed by the formula

G= -y A /\ —\Rj.
j<n

The above formula expressed the gap in the sense that
if unbounded occurrences of variables from ordered sets
vi,...,Vy, represent the actions of the agents under some
profile, then this formula has Boolean value 1 if and only if
the profile belongs to the gap. Recall that the second-order
responsibility for the violation of the deontic constraint is
the counterfactual responsibility for the gap. Thus, it can be
expressed by the formula

RP=|-vA A\ R

j<n

AN E'ViVViJrl e an_' -y A /\ _|Rj
jsn



The third-order responsibility is expressible by the formula

R?: ﬁ’y/\/\ﬁRj/\/\ﬁR? AN

Jj<n Jjsn

HVZ‘VVZ‘+1 Vv YA /\ jRJ‘ A /\ ﬁR?

jsn js<n

In general, for any order d > 0, responsibility of agent ¢ of
order d is expressible by the formula

RY=[-yA N\ -Rin \-REA--A \-RITA

Jj<n Jj<n Jj<n

HViVV,H_l e an

= [vA A-RjA A-RIA--A A =R (D)

Jj<n Jj<n jsn

Recall that v = {v; };<,, is a family of disjoint ordered sets
of propositional variables. By an action profile we mean any
family s = {s; };<,, of ordered sets of Boolean values (0 or
1) such that |s;| = |v;| for each agent ¢ < n. For any formula
» whose unbounded propositional variables belong to the set
Uv, let [s/v] be the Boolean value (0 or 1) of formula ¢
under the valuation that assigns each variable from set v; the
corresponding Boolean value from set s;.

Definition 2 Under an action profile s of a mechanism
(n,v,7), an agent i < n is d-order responsible (for the
violation of the deontic constraint) if R¢[s/v] = 1.

Definition 3 A mechanism is d-gap-free if, for each action
profile that does not satisfy the deontic constraint, there is
d" < d and an agent i < n who is d'-order responsible
under the action profile.

The set of all d-gap-free mechanisms is denoted by GF¢.

Theorem 1 GF** C GF* for each d; < do.

PROOF. By Definition 3 and the assumption d; < ds, any
d1-gap-free mechanism is a do-gap-free mechanism. There-
fore, GF"* C GF™, O

First Result

In this section, we prove our first result that any non-trivial
mechanism with n agents is n-gap-free. This result is stated
as Theorem 2 at the end of this section. We start with a
lemma, whose proof is in the full version of the paper.

Lemma 1 For any mechanism (n,v,7), any nonnegative
k < n, any action profile s such that v[s/v] = 1, and any
action profile s’ such that s; = 8| for each i < k, either
v[s'/v] = 1 or there is positive d < n — k and an agent
t < n who is d-order responsible under action profile s'.

Theorem 2 If Boolean formula ~ is satisfiable, then
(n,v,7y) € GF".

PROOF. The assumption that the Boolean formula ~ is
satisfiable implies that there is an action profile s such
that y[s/v] = 1. Consider an action profile s’ such that
~[s’/v] = 0. By Definition 3, it suffices to show that there is
d < m and an agent ¢ < n who is d-order responsible under
action profile s’. The last statement follows from Lemma 1
in the case k = 0. t

Together with Theorem 1, the above result implies that if
is satisfiable, then (n,v,~y) € GF? for each d > n.

Second Result

In this section, we prove that set GF? is II544+1-complete.
The result is stated as Theorem 3 at the end of the section.

Lemma 2 For each d > 1, set GF¢ belongs to the class
Mg 1.

PROOF. First, observe that the following claim holds.

Claim 1 For each d > 1 and each i < n, formula R;i be-
longs to class ¥o4.

PROOF OF CLAIM. We prove the claim by induction on d.
If d = 1, then Rf is the formula =y A Iv,;Vv, i1 ... Vvpy
by equation (7) (or equation (6)). Note that v is a Boolean
formula without quantifiers by item 3 of Definition 1. Hence,
formula R¢ belongs to class Y. The induction step follows
from equation (7) and the induction hypothesis. X

By Definition 3 and Definition 2, a mechanism (n,v,~) is
d-gap-free if and only if the following closed formula is a
tautology:

Yvi...Vv, [ vV \/ \/R;l'

d'<dj<n

By Claim 1, this formula belongs to class 1541, which im-
plies the statement of the lemma. (]

Let us now prove that the set GFis II441-complete by
defining a polynomial reduction of IIs4; problems to GF.
Towards this goal, for each Boolean formula, we specify a
decision-making mechanism.

Definition 4 For any d > 0, any Boolean formula o with-
out quantifiers, and any family of disjoint ordered sets
X1,...,Xoq+1 Of propositional variables whose union is
equal to the set of all propositional variables in formula ,
mechanism M (o, X1, ..., Xoq4+1) = (2d+1,v,~) is defined
as follows:

1. voi11 = X941 for each v such that 0 < ¢ < d,

2. Vo, is equal to the concatenation of a new single variable
qo; to the end of the ordered list of variables x2;, for each
i such that1 <4 <d,

3y=¢A /\1§i§d q2i-

As an example, suppose that d = 1, formula  is the formula
1V T \/Ig, X1 = {.Tl}, Xo = {562}, and X3 = {1‘3} Then,
mechanism M (i, X1, X2, X3) has three agents (called agent
1, agent 2, and agent 3). The action of agent 1 is defined by
the singleton set of variables vi = x; = {1 }. The action of



agent 2 is defined by the ordered set vo = {22, g2 }, where g2
is a new propositional variable that does not appear among
variables x1, x2, and x3. The action of agent 3 is defined by
vy = x3 = {x3}. The deontic constraint 7y is (z1 V 25 V
r3) A qa.

The connection between formula ¢ and the decision-
making mechanism M (p,X1,...,X24+1) is stated in
Lemma 7 and Lemma 8§ below. To prove both of these lem-
mas, we introduce a two-player extensive form game be-
tween Devil and Moralist. In the game, Devil is in charge
of odd-numbered sets vi,vs, Vs, ..., Vagy1 and Moralist
is in charge of even-numbered sets va,Vy,...,Vaq. The
game consists of Devil and Moralist consequently choos-
ing the values of variables in ordered sets they control: first,
Devil chooses the values of all variables in v, then Moralist
chooses the values of all variables in v, then Devil chooses
v3, then Moralist chooses v4, and so on. Devil always con-
cludes the game by choosing the values of all variables in
set vog11. Once the game is over, they have specified an
action profile of the mechanism M (p, X1, ...,X24+1). The
Devil’s objective is to violate the deontic constraint y on the
action profile they specified. The objective of Moralist is to
satisfy .

Figure 1 shows the game between Devil and Moralist
for the example we discussed above. The game starts at
a root node ¢ with none of the variables specified. Then,
Devil can choose the value of x; to be either 0 (go left)
or 1 (go right). Then, Moralist chooses the values of zo
and gs. This corresponds to a transition from node z; to
node x1z2¢e in the tree. Finally, Devil picks the value of
x3, which completely specifies the action profile x;x2g273
of the decision-making mechanism. Note that, to keep the
drawing clean, in Figure 1 we write x1z2gex3 instead of
more accurate (x1, (x2,g2), z3). In the figure, we labelled
with v the leaf nodes whose action profiles satisfy the for-
mula vy = (z1 V 22 V x3) A go. These are the outcomes of
the game in which Moralist prevails.

It is easy to see that in our example in Figure 1, Moralist
has a strategy to guarantee . By Win(Moralist) we denote
the set of all (not necessarily leaf) nodes in which Moralist
has a strategy to guarantee the deontic constraint. For the
example depicted in Figure 1,

Win(Moralist) = {¢,0,1,011,101,111,0011,
0110,0111,1010,1011,1110,1111}.

In Lemma 6, we establish a connection between the
responsibility of agents under the profiles of mechanism
M(p,x1,...,Xa24+1) and existence of winning strategies in
the two-player game between Devil and Moralist. In prepa-
ration for proving Lemma 6, below we state three small ob-
servations about winning strategies in the game.

Lemma3 If (s1,...,s0;) €  Win(Moralist), then

(Sl7 ey S22k, Sgk+1) € Win(Moralist).

PROOF. According to the rules of the two-player game, it
is Devil’s turn to make a move at the node (si,...,Sok).
Thus, in order for Moralist to have a winning strategy at this
node, Moralist must have such a strategy after each possible

move of Devil. In particular, Moralist must have a winning
strategy at the node (s1, .. ., Sok, Sok+1)- O

The proofs of the next three lemmas can be found in the
full version of the paper.

Lemmad If (s1,...,80,+1) € Win(Moralist), then there
exists an action S’QkJr2 of agent 2k + 2 such that
(81, .+ ,82k 41,8y, 5) € Win(Moralist).

Lemma5 Ifs = (s1,...,8244+1) € Win(Moralist), then
~[s/v] = 1.

Lemma 6 For any integer k such that 0 < k < d and
any action profile s = (s1,...,S24+1), if (S1,...,S2k+1) €

Win(Moralist), then either v[s/v] = 1 or there is positive
d < d—kandanagenti < 2d+ 1 who is d'-order respon-
sible under action profile s.

Lemma 7 If the closed Boolean formula with quantifiers
Vx13Ix2VX3 ... VXoq11¢p is true, then, for any action pro-
file s, either y[s/v] = 1 or there is positive d' < d and an
agent i < 2d+1 who is d'-order responsible under profile s.

PROOF. Suppose that the closed
Vx13x2VX3 . .. VXo441 is true. Thus, the formula

formula

VX13X23(]2VX33X43(]4 “ee HXQdHQQdVX2d+1
(¢ ANGaANga NN Gaa)

is also true because the values of ¢s,qu,...,q2q could
be chosen to be 1. Then, by Definition 4, the formula
Vvi3vaVvs...Vvosy17y is true. Recall that Moralist is in
charge of even-numbered sets va, vy, ..., vag. Thus, at the
initial moment in the game, Moralist has a strategy to guar-
antee that the deontic constraint ~ is satisfied. In other
words, ¢ € Win(Moralist). Suppose s = (s1,...,S2d+1)-
Then, (s;) € Win(Moralist) by Lemma 3. Therefore, by
Lemma 6 for k = 0, either y[s/v] = 1 or there is d’ < d
and an agent ¢ < 2d + 1 who is d’-order responsible under
action profile s. U

Lemma 8 If the closed Boolean formula with quantifiers
Vx13x2VX3 . .. VXoq11p is false, then there exists an action
profile s such that vy[s/v] = 0 and there is no d’ < d such
that at least one of the agents is d'-order responsible under
profile s.

PROOF. The assumption that the closed formula
Vx13Ix2VX3 ... VXoq11¢p is false implies that the for-
mula 3x;Vxo3x3 . .. IXo441 ¢ is true. Thus, the formula

3X1VX2VQ23X3VX4VQ4 RPN VXQdVQQdHXQCH_l
(P ANg2AGa NN Gea)
is also true because to make a conjunction false it suf-
fices to guarantee that the first conjunct is false. Then,
by Definition 4, the formula Iv,Vve3Ivs ... Fvegy1—y is
true. Recall that Devil is in charge of odd-numbered sets
Vi,V3,...,Vaqy1. Thus, at the initial moment in the game,
Devil has (at least one) strategy to guarantee that the deontic
constraint y is violated. Let o be one of such strategies.

For any action profile s = (s1,...,S24+1), we define the
“degree of immorality” ||s|| of profile s as the total number
of “sins” committed under profile s. The “sins” are defined
as follows:
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Figure 1: Extensive form game between Devil and Moralist.

1. each i < 2d + 1 such that go;[s/v] = 0 is a “sin”,
2. itis a “sin” if Devil follows strategy ¢ under the profile
S1,---552d+1-
Note that v = ¢ A /\; <, <4 92: by Definition 4. Thus, com-
mitting even a single “sin” under profile s guarantees that
~[s/v] = 0. Committing two sins “double-proofs” it. Com-
mitting three sins “triple-proofs” it. Intuitively, the “degree
of immorality” ||s|| is the measurement of how “evil” is the
behaviour of the agents 1, ..., 2d+1 under a profile s.

Claim 2 For any profile s, if y[s/v] = 1, then ||s|| = 0.
PrROOF OF CLAIM. The statement of the claim holds
because committing even a single “sin” guarantees that
~[s/v] = 0. X
Claim 3 For any action profiles s = (si1,...,S2441), any
1 < 2d+ 1 and any s;, there is an action profile s' =
(S15+++18i-1,8},8i 41, ,S5q41) such that ||s|[—1 < [|s].

PROOF OF CLAIM. If number ¢ is odd, then let s’ be the
action profile (s1,...,8;-1,S},Si41,-..,S24+1). Note that
q25[8/v] = qoj[s'/v] for each j < d because i is odd.
Therefore, ||s|| — 1 < ||s’|| by the definition of the degree
of immortality.

If 7 is even, then Devil is not in charge of set v;. Thus,
there is an action profile

(s1, . Sad, S/2d+1)
under which Devil still follows strategy o if Devil followed

o under profile ||s||. Let s’ be such a profile. Then, ||s||—1 <
|Is’|| because ga;[s/v] = go;[s’/v] when 25 # i.

/ /
ySi—1, Sza z+17Si+27Si+37Si+47si+57 (X3}

Claim 4 For any profile s, any positive integer k < ||s]|,
and any agent i < 2d+ 1, agent i is not k-order responsible
under action profile s.

PROOF OF CLAIM. We prove the statement by induction on
|Is]|- If ||s|| < 1, then the statement vacuously holds because
there are no positive integers k such that k < 1.

Suppose that there is an integer £ such that

1<k<|s| (®)

and a k-order responsible agent ¢ < 2d + 1 under s. Thus,
R¥[s/v] = 1 by Definition 2. Hence, by equation (7),

HViVVH_l ce \V’V2d+1
-y A /\ A A /\ —|R§71 [s/v] = 1.
j<2d+1 j<2d+1

Lets = (s1,...,S24+1). Then, there is s} such that
k—1 1
(A A A\ R SV =1
j<2d+1 j<2d+1
for each profile s’ = (s1,...,8i-1,8;,8;1,--,S54,1)- By

Claim 3, profile s’ can be chosen in such a way that
sl =1 < [Is']- ©)
Then,
vV \/ Rj V.- [s'/v] =1.
j<2d+1
Inequalities (8) and (9) imply that ||s’|| > &k > 1. Thus,
v[s’/v] = 0 by Claim 2. Hence, by equation (10), there is
j <2d+1landk’ < k—1suchthat Ré?/ [s'/v] = 1. Then, by
the induction hypothesis, ||s’|| < &’. Thus, by inequality (9),
Is| <|s'[[+1<k +1<(k—-1)+1=kF,
which contradicts inequality (8). X

v/ RS

j<2d+1

(10)

Consider any action profile s under which Devil follows
strategy o and ¢o;[s/v] = 0 for each 7 < d. In other words,
we consider an action profile under which all d + 1 possible
“sin”’s have been committed. Thus,

Is|| = d + 1. (11)
Note that v[s/v] = 0, because Devil’s strategy o guarantees
that the deontic constraint is violated. To finish the proof of
the lemma, suppose that there is d’ < d such that at least
one agent is d’-order responsible under s. Thus, d’ > ||s|| by
Claim 4. Therefore, d > d’ > ||s|| = d+1 by statement (11),
which is a contradiction. O

The next result follows from the two previous lemmas.
Lemma 9 Ser GF? is Iy -hard.

Theorem 3 Set GF¢ is M5441-complete.

PROOF. The statement of the theorem follows from
Lemma 2 and Lemma 9. O

Conclusion

In this paper, we have studied higher-order responsibility
gaps in sequential decision-making mechanisms. We have
shown that the set of d-order gap-free mechanisms is IIog41-
complete. At the same time, the mechanism is guaranteed to
be d-order gap-free when the number of agents is at most d.
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