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The motivation of the work described in this Thesis is to investigate different commu-
nication waveforms, and characterise their performance when used for both commu-
nication and sensing. The need to combine communication and sensing functions in
an ever more crowded spectrum has been shown by a review of the relevant published
literature, in which it is concluded that this combination will be a critical consideration
for the derivation and implementation of future waveforms. The trade-offs between
communication and sensing performance have been identified for a range of candi-
date waveforms, considering applications primarily differentiated by their capability
of sensing target velocity.

The work first considers the popular Orthogonal Frequency-Division Multiplexing
(OFDM) as a baseline, and the relative performance of IM-OFDM. It is shown that Fre-
quency Domain (FD) Index Modulation (IM) reduces the Time Domain (TD) Peak to
Average Power Ratio (PAPR) of the OFDM signal, and increases the transmit power
on the activated subcarriers through power redistribution. A novel IM-OFDM In-
tegrated Sensing and Communication (ISAC) solution was conceived, which outper-
forms OFDM ISAC by collecting multiple sensing observations. The delay caused by
the collection of multiple observations has no impact on the sensing performance, as the
error floors remain constant when the number of collected observations is varied. For
four collected observations, the IM-OFDM(4,3) scheme is shown to outperform OFDM
both in terms of sensing and communication, where the parameter 3 represents MA,
the number of activated subcarriers in each group, and the parameter 4 represents MG,
the number of subcarriers in each group.

If a modest sensing and communication performance improvement is deemed suf-
ficient, the IM-OFDM(4,3) configuration may be recommended. If a higher sensing
performance is desired at the cost of communication performance erosion, the IM-
OFDM(2,1) or IM-OFDM(4,1) schemes may be employed, depending on the target ve-
locity and the required throughput. It has also been shown that the IM-OFDM(4,1)
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scheme using Phase Shift Keying (PSK) modulation has a better sensing performance
than the other systems. As noted in the complexity analysis, the demodulation com-
plexity is proportional to the number of subcarriers in a group, with IM-OFDM(2,1)
having the lowest demodulation complexity amongst the IM-OFDM systems. Increas-
ing the interpolation factor leads to a similar improvement in sensing performance in
all systems, albeit at the cost of increased complexity. Increasing the number of sub-
carriers and the number of symbol slots will also increase the sensing resolution, but
would require a substantial system modification.

Then the more recent Orthogonal Time Frequency Space (OTFS) waveform was consid-
ered as it is designed to be less affected by the Doppler shift induced by large velocities
compared to OFDM. Code Division Multiple Access (CDMA) was employed to pro-
vide multi-user communication capabilities, whilst also allowing for monostatic sens-
ing. CDMA was chosen due to its simplicity and its ability to reduce the Delay-Doppler
Domain (DD) variability in the transmit signal characteristics relative to OTFS, thereby
aiding sensing. This is in contrast to the other multi-user methodologies, such as the
newer Sparse Code Multiple Access (SCMA) multi-user method, which increases the
DD variability in the transmit signal characteristics.

Three different configurations of Code Division Multiple Access OTFS (CDMA-OTFS)
were introduced. The results demonstrate that Zadoff-Chu Delay Code Division Mul-
tiple Access OTFS (Dl-CDMA-OTFS) and Delay Doppler Code Division Multiple Ac-
cess OTFS (DD-CDMA-OTFS) are the configurations that consistently outperform pure
OTFS sensing, whilst maintaining a similar communication performance at the same
throughput. The added modulation complexity of CDMA-OTFS is similar to other
OTFS multi-user methodologies, but the demodulation complexity of CDMA-OTFS is
lower. CDMA-OTFS sensing can also consistently outperform OTFS sensing whilst not
requiring any additional complexity for target parameter estimation. A correlation-
based CDMA-OTFS sensing method was also conceived. In contrast to the data cancel-
lation method, the correlation-based method does not allow CDMA-OTFS sensing to
outperform OTFS sensing, actually resulting in an inferior performance. Hence, further
work on this method was curtailed in favour of more promising schemes.

Affine Frequency Division Multiplexing (AFDM) may be viewed as a generalised form
of OFDM, which can be tuned to exhibit similar characteristics to OTFS, and thus allows
AFDM to mitigate the effects of higher Doppler shifts, and to separate propagation
paths by their associated delays and Doppler shifts. Hence, AFDM is an attractive
alternative to OTFS, especially for ISAC.

Iterative soft-Minimum Mean Square Error (MMSE) equalisation in conjunction with
both Recursive Systematic Convolutional (RSC) and RSC-Unity Rate Convolutional
(URC) coding has been utilised for AFDM, and this scheme is shown to exhibit a lower
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Bit Error Rate (BER) at high Energy per bit over Noise power (Eb/N0) than its equiv-
alent OTFS counterparts, at lower matrix dimension, at high coding rates, and at low
numbers of iterations. This is because AFDM possesses higher degrees of freedom than
OTFS, since AFDM is a one-dimensional waveform, whereas OTFS is two-dimensional.
When the number of iterations is increased, the BER performance of the AFDM config-
urations and their equivalent OTFS configurations are shown to be similar. At the com-
munication receiver velocity of 150 m/s, both AFDM and OTFS tend to outperform
OFDM, for both coded and uncoded transmission. Given that the RSC BER perfor-
mance fails to improve beyond two iterations, this solution is recommended for low-
complexity transceivers. By contrast, if the extra complexity of the RSC-URC aided
transceiver is affordable, an extra Eb/N0 gain of 1.8 dB may be attained at a BER of
10−5 and a code rate of 0.5. The sensing results show that AFDM has a comparable
integer index estimation Root Mean Square Error (RMSE) performance to OTFS, with a
greater sensing flexibility. Scoring the estimates by decoding the reflected data does not
impact the integer index estimation, likely due to the poor resolution of the simulated
systems.
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Chapter 1

Introduction

The concept of combining communication and sensing has been hypothesised since
before the earliest use of radio. The induction of a signal from one momentarily excited
coil to another adjacent coil had been illustrated by Prof. Joseph Henry in the 1830’s [4].
The signal intensity was observed to be a function of the alignment of the coils, and thus
in 1891 Prof. John Trowbridge proposed the use of large coils erected in the rigging of
ships, which could be used to signal between two adjacent vessels in conditions of poor
visibility using vessel-specific musical notes. These would be created by high frequency
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interruption of the connection between the battery and the coil on the transmitting
vessel, thereby identifying that vessel.

He proposed that, if the coil on the receiving vessel could be made to rotate, the di-
rection to the transmitting ship could be also detected by the receiving vessel [5].
The physics of induction over suitable distances made this an impractical system, but
the understanding of a dual use of the signal for both sensing and communication is
clear. The demonstration of communication by radio by Guglielmo Marconi just four
years later made this a practical proposition, and radio direction-finding systems were
rapidly developed and deployed within the next 10 years. John Stone Stone is credited
with the first patent of an effective Radio Direction Finders (RDF) system in 1902 as
part of a group of three patents on tuning, whilst Lee de Forest, after some false starts,
was also a significant contributor [6], being the first to propose measuring the attenuat-
ing signal strength to estimate distance as well as direction, coining the term ”wireless
range finder”.

Early systems were basic directional sensing of analogue communication signals,
which permitted some information about the signal source location even if the com-
munication itself was encrypted. This was shown to be useful during the first world
war, when changes in direction of an enemy communication signal could be combined
with other intelligence to predict the mobilisation of an enemy asset, permitting the
prompt dispatch of forces to intercept [7]. Direction-sensing equipment was refined
between the world wars, permitting rapid and automated direction attainment. These
would continue to use communication signals from known locations to triangulate a
position, but as use became ubiquitous for ships and aircraft, networks of dedicated
transmitting beacons were developed.

The signal from these dedicated beacons was primarily for direction sensing, but
the signal from each beacon was customised with data added to directional signals
for identification and meteorological information. Development was rapid, with bi-
directional communication added, flight control information, landing controls, and
anti-jamming systems. Detection techniques were improved so that both range and
direction could be determined using a variety of techniques such as Doppler shift,
frequency-based attenuation, signal time-of-flight, and interference between line-of-
sight and reflected signals [6].

The use of reflected radio signals for sensing passive targets had been considered a
possibility since Heinrich Hertz had shown that radio waves were reflected by metallic
objects in 1887/8 [8]. Christian Hülsmeyer is considered the inventor of RADAR as,
in 1904, he had a working device that could detect the return of a transmitted signal
to indicate the direction to a reflective object up to 3km distant. The signal did not
contain any data, so timing of the return signal was not possible, and he proposed to
determine range by mounting the system on a tall tower, and scanning the horizon in
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a vertical plane. The distance to the object could then be ascertained by triangulation
using the angle at which the return signal was strongest. He intended the system to be
used to detect ships to avoid collision. However, sea trials amongst ships that were, by
this time, using radio for communication, meant that the reflected signal could not be
differentiated, and the project was ultimately abandoned [9]. This illustrated that the
signal must have some data content so that it could be identified amongst the already
widely utilised spectrum.

RADAR systems improved during the inter-war years with data added in the form of
pulse-modulated signals on a carrier wave providing both timing for distance estima-
tion, and signal identification. By 1935 several countries had military-funded ground-
based functioning systems for detection of aircraft and ships, and by the start of the sec-
ond world war there were ship-borne and aircraft-mounted systems also available [10].
These developments tend to be poorly documented contemporaneously due to security
concerns.

The modern understanding of ISAC, using digital signal processing, dates back to the
1960s. The requirement for ISAC has become more apparent in recent years as the spec-
trum has become more congested due to the increase in wireless devices and the data
they produce. Conveniently, this has also become more viable due to improvements
in technology, and similarities brought about by the convergence of the sensing and
communication protocols [11].

1.1 Example Applications of ISAC

This field is likely to be a fundamental component in the development and exploitation
of the future Internet of Things (IoT) environment. The number of connected devices
is expected to increase from 19 billion in 2019 to 30 billion in 2030 [12]. In addition,
the capabilities of each device will continue to expand, which will in turn increase the
volume of data transmitted and received by each device. A large proportion of these
devices will also be required to sense the locations of other devices, and objects both
animate and inanimate.

The applications for this technology are wide ranging ( [13]) and many will be critical
for the maintenance of social and environmental standards. Additional examples of
these include improved agricultural productivity, and the maintenance of social and
cultural interactions whilst minimising the negative consequences, such as travel and
inefficient utilisation of resources. There are obvious military applications for this tech-
nology, but these pale in comparison to the potential benefits that this could offer in the
civilian sphere.
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FIGURE 1.1: Example of robotic agricultural machinery that can benefit from ISAC, ©
Naı̈o Technologies, https://www.naio-technologies.com/en/home/

Using agriculture as an example, this technology will facilitate the use of small au-
tonomous machines, such as that shown in Figure 1.1, to be capable of interacting with
each other and their environment in sophisticated ways, allowing a step change in
agricultural management. Such small machines permit the reduction or elimination of
fertilisers, pesticides, herbicides and desiccants, essential given the changing regula-
tory requirements, e.g. [14], [15]. They allow efficient agriculture to move away from
large monocultures, and allow breeding programs to focus on the quality of the prod-
uct rather than processing limitations. They greatly reduce the energy input, water
requirements, soil compaction, and the human burden, whilst at the same time open-
ing up land for production that was previously unviable.

These changes will revolutionise, not just evolve, current agricultural practices, revers-
ing the direction of development from mass production of reduced varieties to targeted
production of a wide range of different produce in a competitive and sustainable man-
ner. The reduced manual requirements will be critical, given the current trends in rural
demographics (e.g. [16]), where manpower limitations will become critical as a shrink-
ing working population seeks to sustain a disproportionately large retired cohort. The
necessary technologies are already in place (e.g. [17–24]), the missing component is the
interconnection between them [25]. In particular, the need for such machines to sense
their local environment, sense the location of, and communicate with, their peers, and
communicate in real time with sources of big agri-data to provide optimised, plant-by-
plant interventions, will create a significant burden on the available bandwidth, given
that many hundreds of small machines may be mobilised into an area where one large
machine currently operates.

https://www.naio-technologies.com/en/home/
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1.2 Motivation

The motivation of the work described in this Thesis is to investigate different communi-
cation waveforms, and characterise their performance when used for both communica-
tion and sensing. This then enables the identification of the relevant trade-offs between
communication and sensing performance, which in turn aids in determining the con-
ditions in which these different waveforms could be utilised. Since each application
will have a different balance of requirements between communication and sensing, it
is anticipated that no one single waveform will be optimal for all applications. Com-
munication waveforms are investigated due to their widespread use, as there are many
more communication systems in use compared to sensing systems.

A variant of the widely implemented OFDM waveform is first studied. The aim of
the research on this waveform is to create an algorithm that would allow IM applied
to OFDM to outperform OFDM for both sensing and communication. For the sec-
ond system, the more recently proposed OTFS waveform was investigated, due to its
greater resilience to Doppler shifts. The aim of the research is to generate a multi-user
method for OTFS that allows for an improved sensing performance, whilst not nega-
tively impacting the communication performance relative to single-user OTFS. Finally,
the last system considers AFDM, a new waveform which possesses a higher resilience
to Doppler shifts compared to OFDM. The aim of this research is to detail and anal-
yse the performance of coded and uncoded AFDM, OTFS, and OFDM, using iterative
channel equalisation and decoding methods, to identify the conditions in which AFDM
would outperform OTFS and OFDM.

1.3 Thesis Structure

A literature review of the current work undertaken in ISAC has been presented in
Chapter 2. Section 2.1 is a review of some of the earliest work and systems using both
communication and sensing. Literature detailing trade-offs and foreseen advantages
of ISAC are then discussed in Section 2.2. Papers on beamforming, beam sharing,
beampattern and precoding optimisation are considered in Section 2.3. Data embed-
ding methods in radar waveforms are discussed in Section 2.4, with communication
waveforms used for sensing reviewed in Section 2.5. The use of frequency IM in ISAC
is detailed in Section 2.6. Publications on Non-Orthogonal Multiple Access (NOMA)
ISAC are considered in Section 2.7.1. Overviews of Reconfigurable Intelligent Surface
(RIS)-aided and Low Earth Orbit (LEO) ISAC are presented in Sections 2.7.2 and 2.7.3.

The work undertaken is presented in Chapters 3-5. The first component focuses on the
well established OFDM communication waveform in Chapter 3. IM applied to OFDM
for both communication and sensing is investigated. FD IM is employed, as it reduces
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the TD PAPR of the OFDM signal, and increases the transmit power on the activated
subcarriers through power redistribution. The work presented has been published in
[1]. An introduction is presented, which contains a brief background to the subject,
the research problem and motivation behind the work, as well as a comparison of this
work with others, highlighting this work’s novelties. The system model is introduced,
describing the transmitted signal, the channel models, the received signal processing,
and a complexity analysis of the system. The simulation results are then presented and
discussed, followed by the conclusions.

The second component focuses on the newer OTFS waveform in Chapter 4, which is de-
signed to be less affected by the Doppler shift induced by large velocities. The merger of
CDMA and OTFS is investigated, which allows for a simple multi-user communication
methodology, which also reduces the variability in the transmit signal characteristics
relative to OTFS, thereby aiding sensing. This is in contrast to the newer SCMA multi-
user method, which increases the variability in the transmit signal characteristics. The
CDMA-OTFS ISAC work has been published in [2]. The structure of this Chapter is
similar to that of Chapter 3. The introduction provides a brief background to the sub-
ject, the research problem, the motivation behind the work, as well as a comparison
of this work with others, highlighting this work’s novelties. The system model is pre-
sented, with an analysis of the additional complexity imposed on the system by the
multi-user communication and sensing methodologies. The simulation results are then
presented and discussed, followed by the conclusions.

The third component focuses on the recently proposed AFDM waveform in Chapter
5. This waveform is a generalised version of OFDM, which can be tuned to possess
characteristics and performance similar to OTFS, whilst remaining a single dimension
waveform. This work has been submitted for publication. The combination of channel
coding and soft-MMSE for AFDM is investigated, and the performance is compared
to the older OFDM and OTFS waveforms. The structure of this Chapter is similar to
that of Chapter 4. The introduction provides a brief background to the subject, the
research problem, the motivation behind the work, as well as a comparison of this
work with others, highlighting this work’s novelties. The system model is presented,
with an analysis of the additional complexity imposed on the system by the multi-user
communication and sensing methodologies. The simulation results are then presented
and discussed, followed by the conclusions.

The conclusion and future work are discussed in Chapter 6. The conclusions are reiter-
ated in Section 6.1, with the proposed future work shown in Section 6.2.

1.4 Novelties of the Work Undertaken

The novelties of the IM-OFDM ISAC work, presented in Chapter 3, are outlined below:
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• This is the first identified published work to demonstrate that IM-OFDM sensing
can outperform OFDM sensing. IM-OFDM can do so whilst also outperforming
OFDM in communication.

• A novel low complexity algorithm is conceived to “fill in” the “holes” in the
sensing data created by IM-OFDM, whilst taking advantage of the increased sub-
carrier power gleaned from activating fewer subcarriers. This allows IM-OFDM
sensing to outperform OFDM, with a slight increase in delay. As OFDM sensing
assumes a low-Doppler environment, the impact of this sensing delay increase is
negligible.

• An analysis of the impact of block interleaving and Quadrature Amplitude Mod-
ulation (QAM)/PSK on sensing performance of the symbol cancellation method.

The novelties of the CDMA-OTFS ISAC work, presented in Chapter 4, are outlined
below:

• A detailed analysis of CDMA-OTFS in the context of ISAC is provided, where
both fractional delay indices and fractional Doppler indices are considered.

• An in-depth analysis of the communication BER and sensing RMSE performance
of delay only, Doppler only, and delay-Doppler sequence spreading for CDMA-
OTFS.

• This work demonstrates that Zadoff-Chu Dl-CDMA-OTFS and DD-CDMA-OTFS
are the configurations that consistently outperform pure OTFS sensing, whilst
maintaining a similar communication performance at the same throughput.

The novelties of the iterative coded soft-AFDM work, presented in Chapter 5, are out-
lined below:

• Firstly, a parametric study of the communication performance of OFDM, AFDM
and OTFS in doubly selective fading is performed for both coded and uncoded
transmission. Multiple OTFS and AFDM configurations are investigated, since
the existing publications tend to compare AFDM to OTFS with different subcar-
rier spacings and/or bandwidths.

• Secondly, a soft-MMSE equalisation method that is applicable to OFDM, AFDM
and OTFS in an iterative turbo receiver architecture is proposed, that exchanges
extrinsic information between the demapper and the channel decoder. Soft-
MMSE refers to the holistic MMSE solution that updates its MMSE weighting
matrix based on both the channel condition and the a priori probabilities gleaned
from the channel decoder. EXtrinsic Information Transfer (EXIT) chart analysis
is performed to investigate the performance of RSC-coded OFDM, AFDM and
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OTFS. Moreover, URC coding is harnessed in order to improve the decoding con-
vergence.

• It is demonstrated that for low-complexity transceivers having high coding rates,
AFDM configurations exhibit a lower BER than their OTFS counterparts. Hence
AFDM is better suited to low-complexity systems than OTFS at significant veloc-
ities.
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Chapter 2

Literature Review of ISAC

This chapter provides a critical survey of the ISAC literature. Section 2.1 is a review
of some of the earliest work and systems using both communication and sensing. The
literature detailing trade-offs and foreseen advantages of ISAC is then discussed in
Section 2.2. Papers on beamforming, beam sharing, beampattern and precoding opti-
misation are considered in Section 2.3. Data embedding methods in radar waveforms
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are then discussed in Section 2.4, with communication waveforms used for sensing re-
viewed in Section 2.5. The use of FD IM in ISAC is detailed in Section 2.6. Publications
on NOMA ISAC are considered in Section 2.7.1, while overviews of RIS-aided and LEO
ISAC are presented in Sections 2.7.2 and 2.7.3, respectively.

2.1 Historical Publications on ISAC

The potential to harness radio signals for sensing was recognised from the earliest use
of radios for communication in the late 19th century, with a variety of systems in use
by the early 20th century [26]. The military and commercial possibilities of this combi-
nation were also understood, leading to a dearth of contemporary sources outside of
patent applications, but some reviews of this period are also available (e.g. [27,28]). The
first operational navigation aids were direction finders, whereby a directional aerial
is used either to transmit a radio signal, or to detect the heading towards an omni-
directional radio source. Typically, the source would be transmitting data, initially in
the form of Morse code, to identify the source and improve angular resolution.

These analogue systems rapidly developed to include bi-directional communication,
triangulation, and Doppler shift sensing to provide both range, direction, and commu-
nication functions. Combining these with systems such as the Hellschreiber [27] per-
mitted semi-automation of the sensing function and crude guidance indicators, along
with improved communication. Whilst spectrum occupancy was not an issue in the
early years, covert use of communication signals for sensing reduced jamming efficacy.

Similar systems, capable of utilising commercial Amplitude Modulation (AM) radio
transmitters, remained standard equipment on aircraft until displaced by LORAN-C
and Global Positioning System (GPS) at the end of the 20th century. Dedicated digital
RDF systems are still used for aircraft approach and landing control, as well as for
marine applications [29]. As the arms race prior to World War 2 commenced, research
focus expanded to include radar sensing of passive targets, relying on a sensing-only
function initially, but then communication components were rapidly added as counter-
counter-measures.

The modern concept of ISAC has been in published scientific literature since at least
1963, with [30] detailing a system sending communication pulses on the radar pulse
interval to convey information from a Base Station (BS) to vehicles for one way commu-
nication. The authors base the system on the capabilities of missile ranging equipment
of the time, and also calculate the pulse code group and word error probabilities of the
communication system.

The system has five pulse slots available per bit of information sent. The first two are
interrogation signals, with the second being a reference signal. A pulse is transmitted
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on the first of the three data slots when the information bit is 0, with a pulse on the
second slot for a bit of 1. A pulse is sent on the last data slot to indicate the start
of a word. The throughput of this early ISAC system is therefore low, as the rate of
communication is dictated by the radar pulse interval, and only one bit is transmitted
per pulse code group.

2.2 Potential Advantages of ISAC and Design Trade-offs

This section presents the trade-offs and potential advantages of ISAC as discussed in
the literature.

2.2.1 Potential Advantages of ISAC

Some of the anticipated advantages discussed [31–33] include:

• Integration gain: integrated hardware can lower costs, reduce size [34] and in-
crease energy efficiency, which reduces the amount of equipment on vehicles,
both military and civilian [35]. An integrated system optimises both sensing and
communication, and hence it can improve the Spectral Efficiency (SE) more effi-
ciently [36]. Software defined radio relies on general signal processing hardware,
instead of specialised circuits. Similar available hardware can be used for ISAC.
However, these need to be improved as reconfiguration operations are time con-
suming. In the future, ISAC could be integrated on a chip, which could achieve
high integration and coordination gains [37]. This hardware integration would
diminish, and possibly dispense with, the need to isolate antennas from each
other, as they would perform both functionalities.

• Minimising spectrum congestion [38], which is predicted to increase as the num-
ber of distinct communicating and sensing devices increases. The hardware in-
tegration leads to spectrum sharing and optimisation, hence reducing spectrum
congestion.

• Coordination gain: sensing estimates can be used to improve the communication
performance, and vice versa. For sensing-aided communication, the sensing pa-
rameters form a part of the Channel State Information (CSI), which can then be
integrated into the channel estimation method to reduce the total computational
burden, and potentially reduce the communication channel equalisation error.
The estimated sensing parameters can also be utilised to improve the beamform-
ing accuracy of the communication transmission. For communication-aided sens-
ing, communication is utilised to transmit sensing information, to improve the
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whole sensing system performance. For example, a distributed sensor arrange-
ment can communicate with a centralised BS, which processes the information,
and can then use the estimates to direct the sensors. Coordination gain also al-
lows for full exploitation of the available degrees of freedom [39, 40].

These gains would allow for improved communication between equipment, due to the
sensing aiding the beamforming algorithms, and improved reaction to changes in en-
vironment for both manned and unmanned vehicles. The hardware integration would
be facilitated by the convergence of communication and radar requirements [32], such
as high power, directionality, and resistance to interference, which result in improved
quality, security and range.

There is also some signal processing [33] and hardware [41] convergence between com-
munication and sensing. An example is the proliferation of Multiple Input Multiple
Output (MIMO) and massive MIMO systems [33]. The shared advantages of MIMO
for communication and sensing are [41]: spatial diversity [42,43], and flexible adaptive
beamforming [43,44]. MIMO schemes also allow for communication spatial multiplex-
ing [42].

When there are multiple antennas that are sufficiently spaced, the fading channels be-
tween each antenna and the target are independent of each other. This allows the com-
munication system to improve the diversity gain, which reduces the outage probabil-
ity [42]. Similarly, this allows a radar system to obtain many independent observations
of a target, increasing the detection reliability of the system [43].

The independent paths offered by MIMO antennas can also be exploited to increase
the throughput of the system through spatial multiplexing. As such, a communication
system must consider the trade-offs between the spatial diversity and multiplexing,
which are shown in [42], along with various spatial Digital Signal Processing (DSP)
schemes.

The increased number of antennas also allows for directional beamforming, to one or
more targets. For communications, this can allow the system to use available power
more effectively, as less energy is transmitted in undesirable directions. More details on
beamforming for mobile communications can be found in [44]. For radar, beamform-
ing can improve detection reliability, as more power is focused in the target direction,
reducing the number of reflections from other scatterers that are not of interest. More
details on adaptive waveform modulation can be found in [43].

There are also suggestions that transmission performance is improved by the combi-
nation of radar and communication, which then provides advantages for radar [32]. It
is also asserted that Joint Radar and Communication (JRC) will improve automation
levels of dual-function systems. These claims may be of questionable value since most
suggested advanced functionalities could be achieved through suitable external control



2.2. Potential Advantages of ISAC and Design Trade-offs 13

of separate systems. Further research, especially of an experimental nature, is required
to comprehensively validate these claims.

These potential advantages are leading to an increased number of commercial entities
investing in ISAC [33], with WiFi sensing being studied for indoor sensing.

2.2.2 Different Types of Communication and Radar Integration

ISAC Types

Coexistence Cooperation Co-Design Collaboration

Separate 
Sensing and 

Communication 
Systems

Transmit in 
Separate Time, 
Frequency, or 
Space Slots

Sensing and 
Communication 
Systems Share 

Information

Digital 
Processing 
Techniques 

Used to 
Remove the 
Unwanted 
Sensing or 

Communication 
Echoes From 
the Received 

Signal

Waveform 
Performs Both 
Sensing and 

Communication

Sensing 
Centric 

Waveforms

Communication 
Centric 

Waveforms

PM, Sidelobe 
AM, Sidelobe 

PSK, etc.

DSSS, CSS, 
OFDM, OTFS, 

etc.

Network of 
Multiple Co-

Design 
Systems

Information is Shared Between 
Multiple Co-Design Systems, 

Leading to More Accurate Sensing 
and Communication

FIGURE 2.1: Summary of the different possible relationships between radar and com-
munication

A range of different possible relationships between radar and wireless communications
are proposed [32, 39]. These are shown in Figure 2.1, and are summarised below:

• Coexistence: radar and communication are isolated and treat each other as inter-
ference [45].

• Cooperation: radar and communication are independent but exploit joint knowl-
edge [46].

• Co-design: joint unit which integrates both radar and communications [46].

• Collaboration: network of joint units that work together to fulfil tasks.
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These have increasing levels of complexity in their design and implementation. Coex-
istence and Cooperation are sometimes bundled into Radar and Communication Co-
existence (RCC), with systems based on co-design and collaboration defined as Dual-
Function Radar and Communication (DFRC) schemes [39].

Coexistence is the current regime of radar and communication. Research has quantified
the effects of radar on communications and vice-versa [47–56]. This has shown that
separate time bands, frequency bands and/or spatial separation are required for com-
munication and radar to coexist. For example, opportunistic spectrum access can be
implemented, where the communication system transmits and receives when the spec-
trum (time/frequency/space resources) is not being used by radar. This is of limited
applicability when MIMO radar is used, as it transmits near-continuously and omnidi-
rectionally.

Interference cancellation schemes can be applied to mitigate the interference imposed
by communication and radar waveforms on each other. The interference channel can
also be estimated and this knowledge may be exploited to mitigate the interference, but
to a limited extent, especially for coexistence-based systems [57, 58]. Closed form pre-
coder designs are able to eliminate the interference, e.g. using null-space projections,
but at the cost of potentially severe performance degradation. MIMO aided radar and
communication schemes, where some antennas and receivers are used for communica-
tions and some for radar, selected in a way to avoid interference between them, have
been considered [59]. Due to the increase in bandwidth and throughput demand for
communications, there is a need for a more refined system.

Cooperation is the next step in which data from radar and communications work to-
gether to improve both systems. Interference between the systems persists, such as
high power signal from radar drowning out the communication signals, or the com-
munication signals interfering with radar echoes. Since both systems communicate
with each other, radar echoes can be more easily distinguished from communications.
Adding pilot symbols to communication signals, or developing other processing meth-
ods, help mitigate the interference [60]. MIMO radar and communications working
together can improve performance of both systems [61].

The processing and precoding techniques employed for coexistence can also be ap-
plied to a greater extent to cooperation, as the communication and radar systems share
information. This usually requires a control centre exchanging information with the
radar and communications systems, which requires additional equipment, so it can be
slow, bulky and expensive. This shared information can allow for an increased level
of optimisation of signaling methodologies and beamforming, at the cost of increased
computations [39].

Co-design offers further benefits [39]. As a single system performs both functionalities,
greater optimisation of the resources and information is possible. By treating radar
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targets as “virtual” communication users and vice versa, generalised beamforming al-
gorithms can be utilised to improve the system performance, by leveraging sensing
information for communication and vice versa.

Instead of the opportunistic spectrum access seen in coexistence, the same waveform
can be used and tuned for both communication and sensing. MIMO radar can be ap-
plied in conjunction with Space Division Multiple Access (SDMA), transmitting the
communication data in the radar sidelobes using Amplitude Shift Keying (ASK) or
PSK [62]. The CSI can be estimated by the sensing and communication algorithms,
which is then be shared and leveraged by both functionalities to improve their respec-
tive performances [33].

Feng et al. [32] note that the definitions of cooperation and co-design are somewhat
blurred in the literature, with some researchers considering system functionality and
others considering the design philosophy of the waveform to define the characteristics
of their work.

Collaboration is the next step after co-design. When multiple co-designed systems must
operate simultaneously, the potential for interference, similar to that observed for co-
existence systems, remains [32]. Consequently, these systems have to collaborate to
minimise this interference potential. However, collaboration also offers significant fur-
ther benefits other than simply avoiding interference. These include the ability to com-
bine systems to improve location estimation, extend sensing range, reduced data du-
plication, lower transmit power, etc. Little research has been done in this area.

Considering the requirement for further research, coexistence has already been exten-
sively studied, and is reasonably well understood, as it is what is currently used com-
mercially [32]. Cooperation has been widely researched, although there remains un-
certainty as to how widely it has been implemented. Co-design is the next step that
appears to be useful commercially. There is an increasingly large body of research in
this area, but more in-depth studies are required to improve the current knowledge,
for example, studying effects on multiple different types of channels, etc. Cooperation
has relatively little research done, and potentially is the area that will offer the largest
improvement in performance and functionality.

2.2.3 Overview of Waveform Co-design

2.2.3.1 Radar Centric Designs

Radar centric schemes use an existing radar waveform, with communication function-
alities added to it [41]. Hence, the radar functionality is the primary function [33].
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Examples of communications methods for these schemes are the use of waveform di-
versity for transmitting data [63], sidelobe AM [64], the combination of waveform di-
versity and AM [65], Phase Modulation (PM) [66], and ASK [62,67]. Adding communi-
cation signals into sidelobes of radar using beam control or waveform diversity leads
to reduced SNR [32]. A similar system can be used along with MIMO arrays having
varying frequencies for greater benefit. Embedded RF stenography schemes in radar
signals can be used to conceal information [68]. These methods can offer high security
at low data rates, and hence may be useful for military applications.

Other radar centric methods [41] include using different sets of Frequency Hopping
(FH) codes to embed information [69], using FD IM with FH [70], or modulating in-
formation onto each hop, specifically PSK [71], coded PM [72], Frequency Shift Keying
(FSK) [73] and Continuous Phase Modulation (CPM) [74] may be used. The authors
of [73] also shows that the radar performance of a combination of FSK and PSK out-
performs either stand-alone scheme. IM has little effect on radar performance, but al-
lows for higher data rates than other modulation systems [75]. In contrast to the other
methods, IM is complex to demodulate, and accurate channel estimation is essential
for demodulation. To mitigate some of the effects of noise, specific sets of constellation
points with large enough Euclidean distances need to be defined.

Linear Frequency Modulation (LFM) systems can also be employed for DFRC, e.g. in
combination with Minimum Shift Keying (MSK) or CPM [76]. LFM and CPM with
modified mapping codebooks can reduce the loss caused by the attenuation of the
radar power amplifier and interference from other sources [32]. LFM DFRC systems
are simpler to implement as there is already existing hardware, but require signal sep-
aration, which can be complex. LFM systems also suffer from low transmission rates
and poor parameter flexibility.

These radar centric schemes provide a minimal communication performance, as they
have low data rates, and tend to only communicate with a small number of users [39,
41]. The communication data of most of these methods can only be demodulated and
decoded when there is Line of Sight (LoS) between the transmitter and receiver. For
non-LoS cases, using the communication waveforms for target detection is preferred.
More information on radar centric schemes in Section 2.5.

2.2.3.2 Communication Centric Designs

In communication centric schemes, communication is the primary function, with sens-
ing performed using the communication waveform [32, 33]. Direct Sequence Spread
Spectrum (DSSS) for Joint Communication and Radar (JCR) is investigated in [77]. This
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scheme provides security, robustness, robust anti-jamming capabilities, can ensure or-
thogonality between radar and communication, and is already used in communica-
tions. The use of pseudo-noise codes can help reduce the likelihood of mutual jamming.
Variations, such as Direct Sequence Ultra Wide Band (DS-UWB) and Chirped Spread
Spectrum (CSS) have also been investigated [78]. These schemes have low data rates
for communication systems, and require that the orthogonality needs to be maintained.

Other communication centric systems rely on Golay complementary sequences, which
are embedded into the preamble of a single carrier frame IEEE 802.11ad [40], and
OFDM, which is widespread in communications [32]. Using OFDM with interference
cancellation methods improves Signal to Noise Ratio (SNR) [79, 80]. OFDM has good
directionality but has high PAPR, which causes waveform distortion and therefore re-
duces the maximum detectable radar range [81]. OFDM is continuous, so if used for
radar, good isolation of antennas is required, which can be expensive. Pucci et al. [82]
analyse a system in which the available OFDM subcarriers are split into communication
and sensing groups, with the trade-off between sensing and communication power al-
location being considered. The authors state that the effects of imperfect conditions on
the sensing performance still need more research, as they have yet to be fully explored.

MIMO OFDM can reduce the PAPR of OFDM and the sidelobe cross-correlation, and
MIMO radar has higher resolution and range than classical radar [32]. Combining
MIMO radar and communication improves throughput, but leads to an increase in
clutter and interference in the receivers. MIMO OFDM JCR can partially mitigate these
issues, leading to higher data rate for communications and angular resolution for radar.
An illustration of a network in which the sensing signals would be used, along with an
example of a MIMO OFDM DFRC transceiver, are shown in Figure 2.2, taken from [75].

More information on communication centric schemes is provided in Section 2.5.

2.2.3.3 Joint Design

Joint design tends to rely on novel waveforms that are designed to achieve both com-
munication and sensing functionalities [33]. These are typically formulated as opti-
misation problems. Zhang et al. [75] provide examples of such designs. These include
optimisation in time and frequency domains, an example of which is non-uniform spac-
ing of subcarriers in OFDM, or waveform optimisation via spatial precoding optimisa-
tion, which can be Mutual Information (MI) based, waveform or beampattern similarity
based, and estimation accuracy based.

There are also multi-beam analogue arrays [83–85]. These can allocate separate fixed
direction sub-beams for communication and scanning subbeams for sensing [83, 84].
Alternatively, dynamic sub-beam allocation for both communication and sensing can
be implemented, which is simple and flexible. This is beneficial for rapidly changing
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FIGURE 2.2: Illustration of a DFRC network in which the sensing signals would be
used, along with an example block diagram of a MIMO OFDM DFRC transceiver,

taken from [75]

conditions, but is sub-optimal. The largest multi-beam optimisation problems consider
global optimisation [85], which yields an optimal system, but is typically complex and
therefore is more difficult and time consuming to solve. This method provides a good
benchmark for the dynamic subbeam allocation optimisations.

Array optimisation can be applied to the specific configuration of antennas [41]. A JCR
system in can allocate separate antennas, and mainly focus on reducing the mutual
interference between radar and communication [59, 86–89]. Integrated systems utilis-
ing the all antennas for both communication and sensing functionalities, but separate
Radio Frequency (RF) chains can also be employed [90–94]. Completely integrated sys-
tems have also been investigated [95–100], details on which can be found in subsequent
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sections of this chapter.

Feng et al. [32] carry out a study considering the performance of a joint system, char-
acterised by the total volume of detection for multiple radars in communication with
each other. The power allocated to the communication component was varied, and the
results showed that a small amount of power allocated to communication increases the
volume of detection, but that any further increase in the power allocated to commu-
nication decreases the volume of detection, as would be expected. The small initial
improvement peaks at a communication power fraction of 0.1, but net gains are seen
up to a communication power fraction of 0.5, compared to the scenarios with no com-
munication. This would suggest that there is significant capacity for communication
without impacting radar performance.

They also quantify the benefits of utilising radar to assist in the determination of the
communication target locations in a wireless network. The results show that the num-
ber of time slots required to detect all the targets in the network is significantly reduced.

Insufficient details are provided on the basis for these studies, so further comment is not
possible. Other examples for potential collaboration are given. Feng et al. [32] conclude
that significant benefits can be derived by the combination of radar and communica-
tion, with collaboration being key to maximising these benefits.

2.2.4 Design Trade-offs

2.2.4.1 Performance Metrics

To characterise the performance of ISAC systems, bespoke metrics must be utilised.
These metrics can be broadly split into three categories: communication-only metrics,
sensing-only metrics, and shared metrics. Communication-only metrics include:

• Bit Error Rate (BER): the BER is the number of errors in the estimated informa-
tion bits divided by the number of information bits transmitted [1,2]. The Symbol
Error Rate (SER) is also utilised [71, 101], which is the number of incorrectly esti-
mated symbols divided by the total number of symbols transmitted. The BER is
more commonly used. Both metric are unitless.

• Achievable rate: the maximum effective data throughput that can be transmit-
ted [102, 103]. The effective data is the data that the transmitter can successfully
estimate. It is partially proportional to the SNR/Signal to Interference and Noise
Ratio (SINR). The units utilised in publications are bits/Hz/s, or Bits Per Channel
Use (bpcu).

• Outage probability: the probability that the achievable rate is below the target
rate/throughput [42, 104]. The outage probability is unitless.
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• Secrecy rate/secrecy capacity: the difference between the rate/capacity of the
main communication channel and the rate/capacity of the eavesdropper’s chan-
nel [99, 100, 104]. The units utilised in publications are bits/Hz/s, or bpcu.

Sensing-only metrics include:

• Probability of target detection: the probability of successfully detecting a target
[105–107]. This metric is unitless.

• False alarm rate: the probability that the system/scheme will detect a target that
does not exist [108–110]. The false alarm rate is unitless.

• Target estimation rate: this metric considers the sensing target to be equivalent
to a user who communicates unintentionally. More explicitly, it quantifies the
amount of information concerning the target that can be gleaned from the re-
ceived sensing signal given the specific propagation channel encountered. In
other words, it is based on the amount of mutual information between the es-
timated and true target parameter value [111, 112]. The units utilised in the liter-
ature are bits/Hz/s, or bpcu, as for the communication rates.

The shared metrics used for both sensing and communication include:

• Beam pattern: it characterizes the specific shape of the transmit or receive beams.
For the transmit beam, it may be illustrated by plotting the transmit signal magni-
tude versus the transmission angle [59,97]. The magnitude is typically expressed
in dB, and the angle in degrees or radians.

• Peak to Side Lobe Ratio (PSLR): the ratio of the power in the main peak of the
beampattern to the average power in the sidelobes [36, 113, 114]. This is used to
characterise the beamforming performance. This metric is unitless, but it is also
commonly presented in dB.

• Mean Square Error (MSE)/Root Mean Square Error (RMSE): used to quantify
the estimation of parameters, usually the channel matrix estimate for communi-
cation, or the estimation error of sensing parameters, such as the delay/range,
Doppler shift/velocity, Angle of Attack (AoA), Angle of Departure (AoD), etc.
[31, 39, 115–118]. The units depend on the parameter being estimated, e.g. for
range/distance, the units are m2 for MSE and m for RMSE.

• Cramér-Rao Bound (CRB)/Cramér-Rao Lower Bound (CRLB): the bound of the
MSE of the estimation error [40, 119]. The square root of the CRB and CRLB can
be taken to obtain a bound for the RMSE. The CRLB is the lower bound [120,121].
For some systems/schemes, the lower bound is difficult to derive, hence an av-
erage bound is derived instead (CRB). Many publication use CRB to refer to the
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CRLB. The unit depends on the parameter being estimated, e.g. for range/dis-
tance, the unit are m2.

• Signal to Noise Ratio (SNR): the ratio of the average power of the transmitted
signal to the average noise power [122–125]. Additive White Gaussian Noise
(AWGN) is the most common noise considered, following a complex Gaus-
sian/normal distribution. The Eb/N0 is related to the SNR, and it is the ratio of
the energy per information bit to the average noise power. SINR is an extension
to the SNR, which considers the ratio of the average power of the transmitted
signal to the addition of the average noise power and the average interference
power [12,87,92]. The SNR and SINR are used for both communication and sens-
ing. The Eb/N0 is typically only utilised for communication. The SNR, Eb/N0,
and SINR are unitless, but are commonly presented in dB.

All the metrics discussed vary depending on the SNR/SINR, hence most publications
will include results for an SNR or equivalent range, or specify an SNR or equivalent
value.

2.2.4.2 Fundamental Trade-offs

The fundamental trade-offs of a point-to-point ISAC system in Gaussian channels,
given a known pseudo-random waveform, are analysed in [102]. The metrics con-
sidered are the CRB and the maximum communication capacity of the system. Two
main trade-offs are shown: the degree of randomness of the transmitted signal, and the
bias of the received sensing covariance matrix towards the optimal communication or
sensing bounds.

The two transmit signal types that represent the randomness extremes are a semi-
unitary modulation scheme (e.g. PSK), the least random, and a Gaussian signaling
modulation scheme, the most random. A theoretical outer bound of the CRB vs com-
munication rate is also defined. The semi-unitary inner bound follows the theoreti-
cal sensing optimal bound, but cannot reach the maximum theoretical communication
rate. Gaussian signaling has the opposite performance, as it can reach the maximum
communication rate, but cannot achieve the theoretical minimum CRB. A time sharing
scheme between semi-unitary and Gaussian signaling is deemed to be attractive as it
most closely approaches the theoretical CRB vs communication rate outer bound.

As the sensing covariance matrix becomes more correlated to its communication coun-
terpart, the theoretical outer bound and actual system bound increase. This is achieved
in [102] by reducing the bearing angle of the communication receiver with respect to
the sensing receiver. The results presented provide a framework for exploring the fun-
damental trade-offs of ISAC, but are limited in their scope. There needs to be a quan-
tification of the ISAC parameter adjustments in practice. Cui et al. [33] is note that most
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existing sensing receiver systems do not work well in a rich scattering environment,
so ISAC receiver solutions need to be developed with improved functionality. There
will be both issues and potential benefits with networks of ISAC devices, and work is
required to explore these challenges. Hence, further research is required to derive and
document the fundamental trade-offs of ISAC for a larger number of schemes and in a
more diverse range of propagation environments.

2.2.4.3 Optimisation Methodologies

Using various performance metrics, such as those outlined in Section 2.2.4.1, optimi-
sation problems can be formulated and solved to improve the performance of ISAC
systems. Three types of optimisation problems dominate the literature: optimising
communication performance given sensing performance constraints, optimising sens-
ing performance given communication performance constraints, and jointly optimising
communication and sensing performance. A problem with only a communication or
sensing performance objective function is usually less complex to solve than one that
considers both communication and sensing, and hence is more common. Optimising
both functionalities allows one to tune the weighting between them, but increases the
complexity of the problem.

Most problems are non-convex, which often require complex algorithms to solve. These
algorithms generally do not guarantee that a global minima/maxima is obtained.
Hence, a common method is to relax certain constraints to create a convex problem,
which can then be solved by common algorithms. The solution to this convex ap-
proximation is unlikely to be the global optimum of the non-convex problem, but can
approach this set of values. Further refinement of the output can be obtained by con-
structing and iterating between many different convex approximations, for each subset
of variables, at the expense of additional computational complexity.

The most common communication metrics used are the communication SNR/SINR
and the capacity/rate, as they are simpler to derive theoretically than the BER. For se-
cure applications, the secrecy rate is also considered. The most common sensing met-
rics are the sensing SNR/SINR and the MSE or CRB. The SNR and SINR are popular
choices as most metrics depend on them, hence an increase in SNR/SINR is usually
correlated with increased communication or sensing performance. Most optimisation
problems also include power constraints, jointly for communication and sensing, or
using separate power constraints for each functionality.

The choice of which functionality is placed as a constraint depends on the conditions
the system performs under. When resources are scarce, e.g. in small devices or sensors,
constraints for the more essential functionality are present, as these must be maintained
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at all times, whereas the less important functionality is relegated to the objective func-
tion. By contrast, when resources are more abundant, the functionality that is priori-
tised is included in the objective function so that the performance is maximised, with
the secondary function placed as a set of constraints. A more fine-tuned approach can
be implemented by specifying weighted metrics for both communication and sensing
in the objective function as well as constraints. This method does increase the complex-
ity of the optimisation problem.

2.2.5 ISAC Research Directions

The use of ISAC in conjunction with other emerging technologies has attracted re-
search interest. Fang et al. [41] discuss novel combinations of Joint Communication
and Sensing (JCAS) and emerging technologies, such as cooperative systems [126,127],
dynamic 3D imaging [103, 108, 128], hybrid active and passive sensing [129–132], and
IoT [115, 133–136]. The authors of [41] state that IoT ISAC will have some key require-
ments, which include ubiquity, energy efficiency, and reduced complexity. For ubiquity,
Unmanned Aerial Vehicles (UAVs) could be used, such as the systems investigated
in [103, 108, 128]. An alternative would be to use LEO satellites, as advocated in [133].
For energy efficiency, the authors mention that OTFS ISAC, such as [115], is more en-
ergy efficient than OFDM ISAC, due to OTFS having a lower PAPR than OFDM.

Fang et al. [41] also mention different open issues for JCAS, which include: an inte-
grated space, air and land network, the use of artificial intelligence, the combination of
JCAS with computing and control, and security of JCAS systems. There is a concern
that the systems may unintentionally give away sensitive information due to spectrum
sharing of radar and communications. This has also been studied for civilian applica-
tions [99,100,132], but is naturally of more critical interest for military applications [39].

Liu et al. [39] note that, at the time of publication, most research is in the sub 6 GHz
band, with there being a smaller body of research in 5G DFRC systems. There is a
higher cost associated with digital hardware and greater computational costs associ-
ated with mmWave transmission and reception, hence there is an attraction to Hybrid
Analogue and Digital (HAD) beamforming techniques for massive MIMO DFRC.
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2.3 Beamforming, Beam Sharing, Beampattern and Precoding
Optimisation

2.3.1 Multiple Input Single Output ISAC

Ni et al. [119] have created a pair of waveform precoder optimisation systems for Mul-
tiple Input Single Output (MISO) JCR. The proposed systems use a separate single
receive antenna for radar sensing to facilitate duplex operation. This single receive an-
tenna is separated from the transmit antennas to avoid any short range leakage effects.
OFDM signals are used for communication and sensing, with only downlink commu-
nications existing.

Multiple metrics are used for the optimisation of communications and radar. For com-
munication, two SINR expressions are used for optimisation. The first is a SemiDefi-
nite Relaxation (SDR) of the SINR equation of the system, and the second is a rewritten
form of the relaxed expression, in which rank reduction is no longer necessary. The
latter SINR constraint equation is used in the paper.

For radar, two optimisation metrics are proposed, MI maximisation and the CRB. The
maximisation of the MI maximises the channel information in the received radar signal.
The CRB is defined as a theoretical lower bound of the estimation errors of the radar
target parameters. When the waveform precoder is optimised around the CRB, the
Euclidean distance is minimised between the JCR system precoder and the optimal
radar precoder.

Both closed-form and iterative algorithms are given. The closed-form solution does
not always exist, hence the simulations use the iterative algorithms. These algorithms
iterate to the edge of the space created by the constraints, and then towards the tangent
between the objective function and the constraint space.

The following assumptions are made:

• The BS uses a Uniform Linear Array (ULA).

• Each User Equipment (UE) has a single antenna.

• The Doppler shift of a given propagation path is invariant in time.

Another waveform precoder algorithm is taken from the literature for comparison, re-
ferred to as the weighted-sum JCAS system. The MI and the CRB algorithms have
almost identical sum rates, being lower than that of a communication only system, but
higher than the weighted-sum JCAS system.
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The sensing MI for the MI precoder system is a little lower than that of a radar only
system, but higher than that of the weighted-sum JCAS system. The estimation error
of the CRB precoder system is a little higher than that of a radar only system, but lower
than that of the weighted-sum JCAS system.

Naturally, each optimisation method proposed performs best when using their optimi-
sation criteria as the measure of sensing performance. The paper does not include an
independent sensing criterion as a benchmark of the proposed precoder optimisations.
Both of these methods present a trade-off between communication and radar.

2.3.2 Multiple Input Multiple Output ISAC

Liu et al. [59] develop beamforming techniques for MIMO Radar and Communication
(RadCom), where a single device simultaneously communicates and senses. They con-
trast the performance to that of a similar system in which communication and radar co-
exist. For coexisting, the beampattern has to meet two conditions, which are to guaran-
tee the SINR level required for communication, and to avoid exceeding the maximum
transmit power set. For the shared deployment, an additional condition is required,
namely that the generated RadCom beampattern be a close match to the desired beam-
pattern for radar detection.

Initially, the antennas are split into two groups, with set one communicating, whilst
the other is used for radar. The interference by the radar signals imposed on the com-
munication signals is removed by Zero-Forcing (ZF). The radar signals are therefore
forced to lie within the null-space of the channel between the radar antennas and the
communication users. The communication beampattern matches that of the radar. The
algorithm to determine the communication beampattern, denoted as separated SDR,
follows a procedure outlined below:

• The Rayleigh fading gains, SINR threshold, radar transmit power and beampat-
tern requirement are set.

• The radar covariance matrix is calculated.

• The related optimisation problem is then solved through SDR, removing the rank
1 constraint.

• The rank 1 constraint is then approximated.

• The communication beampattern matrix becomes known.

For the second approach, each antenna is used for both communication and radar. The
radar targets are treated as imaginary LoS communication users. The first beamforming
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algorithm, termed as shared SDR, follows a procedure similar to separated SDR, and is
described below:

• Calculate the radar beampattern.

• Solve the beamforming optimisation problem without the rank 1 constraint
through SDR.

• Approximate the rank 1 constraint.

• The RadCom beampattern becomes known.

The problem is then reformulated as a weighted beamforming optimisation problem,
which is solved through Riemannian manifold optimisation. Two algorithms, using
two different penalty terms, are introduced. The first uses a sum-square penalty, which
is introduced into the shared SDR problem. The sum-square penalty is the sum of the
squares of the difference between the user SINR and the SINR thresholds specified. The
second algorithm uses a maximum penalty system, where the minimum user SINR is
maximised. There are both per-antenna power constraint and total power constraint
variants of all the shared deployment algorithms.

The following assumptions are made:

• ULA antennas are used.

• Each communication user has a single antenna.

• The propagation channel is a flat Rayleigh fading channel.

• There is perfect channel estimation.

• For separate deployment, communication signals are statistically independent of
the radar signals.

• For shared deployment, the communication signal can be used as the radar prob-
ing signal.

The results show that the separated SDR beampattern has lower peaks than a radar
only system, whilst the shared SDR has higher peaks than the radar only system. For
both SDR beampatterns, the PSLR decreases as the SINR threshold is increased, but
there is an 8 dB increase in PSLR for the shared system. For all shared deployment
algorithms considered, the average PSLR decreases as the average SINR increases, and
the results appear insensitive to the specific choice of the weighting method. The total
power constraint-based variant has a higher PSLR compared to the per-antenna power
constraint variant.
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The separated SDR beampattern is infeasible when the number of communication users
is larger than the number of antennas allocated to communication, as there are too
few degrees of freedom available. This issue is also seen in the shared SDR beampat-
tern, when the number of users approaches the total number of antennas. The penalty
algorithm-based beampatterns are always feasible when the number of communication
users is equal to or less than the number of antennas.

The MSE of the beampattern produced by the algorithms compared to the optimal
radar beampattern increases as the average SINR increases, as would be expected, since
a higher communication performance results in a reduced radar performance.

In consideration of the results, it can be concluded that both SDR algorithms suffer from
low feasibility, when a large number of users are considered relative to the number of
antennas available for communication. The penalty-based algorithms do not appear
to suffer from this, although no results are shown when the number of users exceeds
the number of antennas. The shared SDR beampattern is better than the separated
SDR beampattern, having higher and more distinct peaks, which is associated with
an assumed superior radar performance. The shared SDR has a higher PSLR than the
separated SDR for a given SINR threshold.

Some disadvantages of the shared SDR algorithm are that it has higher dimensions than
the separated SDR algorithm, leading to higher computational loads. It is also difficult
to approximate the rank 1 constraint, whilst satisfying strict equality of the per-antenna
power constraint for this variant. The relaxed solution cannot take full advantage of the
available power.

The penalty algorithms are more efficient than the other algorithms as there is no rank
1 approximation after solving the optimisation problems.

The per-antenna power constraint variants consistently have a lower PSLR and higher
beampattern MSE than the total power constraint variants, which is associated with an
assumed inferior radar performance.

The paper proposes that further work will consider receiver designs and temporal tech-
niques for the proposed schemes. The authors of [89] propose a new low-complexity
beamforming algorithm for a coexistence-based system similar to that shown in [59].

Liu et al. [118] design a transmit beamforming-based MIMO DFRC system that seeks
to optimise both the radar transmit beam pattern and the SINR at the communication
users. The joint transmitter utilises jointly precoded individual communication and
radar waveforms. This maximises the degrees of freedom of the MIMO radar wave-
form. The design is formulated as a non-convex optimisation problem, which is tack-
led in two ways. The first forms an approximate convex problem through SDR, which
is solved using conventional optimisation tools. The second is a ZF-based approach,
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which zero-forces the inter-user and radar interference. This circumvents the compu-
tational burden of recovering the optimal precoders from the SDR approach.

The following assumptions are made:

• Both the radar and communication signals are zero-mean, temporally-white and
wide-sense stationary stochastic processes.

• The communication symbols are uncorrelated with the radar waveforms.

• The communication symbols intended for different users are uncorrelated.

• The individual radar waveforms are generated by pseudo random coding, and
are thus considered uncorrelated with each other.

A system using a sum-square penalty problem is simulated for comparison. The trans-
mit beampatterns of the SDR and ZF methods are similar to those of the radar only
system. When the number of users is lower than the number of main radar beams re-
quired, the benchmark systems cannot match the radar only beampattern. This is due
to the decreased radar degrees of freedom of the baseline system. When the number
of users is higher than the number of main radar beams required, the baseline system
beampattern is similar to that of a radar only system.

When the communication SINR threshold is low, the SDR method is biased towards
radar performance, whereas the ZF method leans towards communication perfor-
mance. As the communication SINR threshold increases, the radar and communication
performance of both methods converge, with the radar beampattern MSE and commu-
nication sum rate increasing. As the number of communication users increases, the
radar beampattern MSE and communication sum rate increase for both methods.

As the number of users is increased, the SINR threshold at which the SDR and ZF opti-
misation problems become feasible decreases. The problems rapidly become unfeasible
above a given SINR threshold. Both methods have identical feasibility curves.

The estimated angle RMSE and detection probability of the SDR method and the bench-
mark system are similar when the number of users is greater than the number of main
radar beams required. When this is not the case, the SDR method outperforms the
benchmark system.

It is stated that the SDR method generally outperforms the baseline method, although
the results presented show that this appears to only be the case when the number of
users is smaller than the number of main radar beams required.

Further work mentioned includes replacing the SINR constraint with a utility function
for communication in the optimisation problems to prevent them becoming infeasible.
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A multiple-user scenario, in which all users communicate and sense using the same
spectrum, is considered in [94]. This system considers both local and off-site comput-
ing, with the cost of transferring data to outside systems for computation investigated.
The authors of [41] claim that [94] is a pioneer for the study of the combination of ISAC
and edge computing.

DFRC designs are proposed in [95] for both omnidirectional and directional radar
beampatterns. Weighted optimisations are then developed for these beampatterns,
with flexible trade-offs between sensing and communication performance. This sys-
tem is then further developed in [96], where the sidelobe of the sensing signals is con-
strained. The results in [96] show that the communication performance is increased
when the sensing sidelobe levels are constrained, with a smaller decrease in sensing
performance.

Johnston et al. [97] consider a DFRC system using an OFDM waveform incorporating
Differential Phase Shift Keying (DPSK) modulation, as imperfect channel estimation is
assumed. An optimisation problem is derived for the transmit and receive resource al-
location, which seeks to optimise the sensing performance, given specific power, beam-
pattern and communication performance constraints. The optimisation problem is con-
structed to be able to consider a wide variety of sensing metrics, such the MI, Fisher
information for delay estimation, or the weighted sum of the detection probability.

2.3.3 Hybrid Analogue and Digital MIMO ISAC

FIGURE 2.3: The three stages of transmission of a DFRC system combining HAD com-
munications and phased MIMO radar, taken from [39]

Liu et al. [39], introduced above, also conceive a novel architecture for a DFRC system.
This combines HAD communications and phased MIMO radar. Some of the unwanted
targets are scatterers for the communication channel, and therefore radar signals are
sent towards them, unlike with traditional radar. The proposed DFRC structure has
three stages, which are also summarised in Figure 2.3:

• Stage 1: radar target detection and communication channel estimation.
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• Stage 2: radar transmit beamforming and downlink communication.

• Stage 3: radar target tracking and uplink communication.

In stage 1, the radar detection waveform used is similar to a communication pilot wave-
form, and hence it is also used for CSI estimation. The waveform is an “OFDM” chirp
signal, with a different starting frequency for each antenna. Using the echoes scattered
by the targets and the signals from the UEs, the BS estimates the angle of arrival of the
received signals, as well as the delay and Doppler shifts. The UEs estimate the angle
parameters of the communication channel scatterers, then formulate a ZF beamformer.
The BS then receives the UE signals, and estimates the remaining channel parameters.

In stage 2, the BS designs a DFRC beamformer based on the known and estimated
information. Transmit and receive beamforming are required, as the communication
channel matrix is non-invertible. This aims to approximate ZF beamforming, details of
which are included in [39]. Several methodologies are applied for interference cancel-
lation. These include the use of null-space projection, or zero-forcing the interference.

In stage 3, the BS tracks the targets and users, whilst decoding the communication sig-
nals. The paper focuses on calculating the AoAs and AoDs of the targets and users.
A guard period is present between the downlink and uplink communications to par-
tially mitigate the interference between the uplink signals and the echoes. The signals
received at the BS are therefore partially overlapped radar echoes and UE signals. The
BS formulates an analogue combiner using the previously estimated parameters. The
new reflection coefficients are then estimated at each new transmit-receive cycle. Using
this information, the radar echoes are estimated, then removed from the overlapped
received signals to eliminate the echo interference from the UE signals. The BS then
formulates a ZF beamformer to equalise the channel, and decodes the UE signals.

This methodology assumes the following:

• Each user equipment has multiple antennas.

• The BS knows the number of scatterers and targets, and well as the ones that
contribute to the communication channel.

• The radar echoes are received before the signals from the UEs.

• The BS perfectly compensates for the delay and Doppler shifts caused by the
channel after CSI estimation.

Results are presented showing that the system correctly estimates both the radar target
and communication scatterer locations at an SNR of 10 dB, but makes errors at a SNR
of -10 dB. The SE of the system when it estimates the CSI is close to that of a perfect
CSI case. The Fully Digital Zero-Forcing (FD-ZF) beamformer maintains the same SE
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for all numbers of users considered when perfect channel estimation is used. When the
CSI is estimated, the SE slowly decreases as the number of users increases. For both the
HAD-ZF and HAD null-space projection beamformers, the SE decreases as the number
of users increases. The decrease is more pronounced when the CSI is estimated. The SE
of Stage 3 improves as the SNR increases, for all the algorithms considered.

The overlap ratio is defined as the ratio of the time the radar echo overlaps with the
received UE signal. As this increases, the SE remains unchanged for FD-ZF, and for
HAD-ZF beamformers. For the other beamformer considered, the SE decreases as the
overlap ratio increases. The angular tracking RMSE decreases as the SNR increases.
The DFRC system successfully keeps track of the targets in the simulated case.

The DFRC system proposed in [39] can distinguish between two targets despite being
close to each other, as the system uses the angle, Doppler shift and time delay informa-
tion for target detection. The SE of the three CSI estimation techniques are close to the
perfect channel estimation case. The HAD-ZF performance is similar to that of the ZF,
whereas the HAD null-space projection method has a slightly lower performance.

However, the authors of [39] do not explore the impact of these assumptions or any
variations. Future work has been suggested, to include learning-based communica-
tion and radar spectrum sharing, which would use machine learning to differentiate
between echoes and UE signals. Also, extending the paper to vehicle-to-everything
networks, and further investigation of the downlink DFRC channel using information
theory are mentioned.

2.3.4 Other Schemes

Wu et al. [135] consider the use of fixed analogue devices to reduce the energy con-
sumption of a JCAS system. Instead of more typical analogue and digital arrays, a
multi-beam antenna array is introduced. The multi-beam array has fewer degrees of
freedom, but can still create and steer beams to ensure adequate communication and
sensing performances.

A pair of precoder designs are discussed in [87], the first of which maximises the sum
rate, and the second improves the energy efficiency of the system. The precoders are
optimised using common constraints, namely power and target SINR constraints, with
only the objective function being changed.

A two-stage iterative algorithm is proposed in [90] to generate signals as a function
of angle and time. The signals generated are spatially uncorrelated in their sidelobes,
which minimises the interference imposed by radar and communication on each other.
This system is then experimentally tested in [91].
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A hybrid beamforming system is introduced in [92], in which a two-stage optimisation
of the transmit signal is carried out. The transmit signal is designed to be as similar
as possible to an ideal radar beampattern, whilst conforming to specific power and
communication user SINR constraints.

An ISAC system using passive radar is proposed in [93], and its trade-offs are investi-
gated. The system optimises the sensing signal, given particular communication data
rate constraints.

2.4 Embedding Data into Radar Waveforms

2.4.1 Comparison of Different Methods

Hassanien et al. [38] provide a comparison of various signalling strategies employed to
communicate using radar waveforms. The signalling strategies described are: wave-
form diversity based method [63, 65], PM [66], sidelobe AM [64, 65] and ASK [67].

The waveform diversity method, as shown in [63] and [65], creates a set of radar wave-
forms, with each one corresponding to a communication symbol. As many different
waveforms are transmitted over a coherent processing interval, using a constant filter
can lead to a reduction in clutter cancellation performance. To mitigate this, a filter has
to be designed for each of the possible transmitted waveforms. This method broadcasts
the communication information, which could pose a security risk.

The PM method of Hassanien et al. [66] varies the phase of the transmitted radar wave-
form, with a reference signal needed for non-coherent detection. The reference and em-
bedded communication signals are transmitted simultaneously and propagate through
the same channel, which allows any phase rotations induced by the propagation envi-
ronment to be cancelled out. The user’s choice of transmit beamforming weight vector
allows the system to communicate directionally, or broadcast the embedded informa-
tion.

Sidelobe AM modulates the amplitude of the sidelobe of the transmitted radar pulse.
As the main lobe is not modified, the sensing performance remains unaffected, but the
system cannot communicate with a target in the direction of the main lobe. In [64],
a time-modulated array based method is used by Euzière et al., which optimises the
average array factor, based on the given weights set for each antenna of the system.
In [67] and [65], convex optimisation is used to determine the beamforming weight
vectors for each sidelobe AM level.

Sidelobe ASK creates many orthogonal radar waveforms, which are simultaneously
transmitted, each with information embedded in the sidelobe, as shown in [67] and
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[65]. Sidelobe ASK is a combination of the waveform diversity method and of sidelobe
AM.

In [38], it is shown that sidelobe AM has the poorest BER performance, followed by
sidelobe ASK, with PM modulation having the best BER performance both in the side-
lobe and the main lobe. However, Hassanien et al. [38] do not provide any numeric
comparison between a waveform diversity method and the other modulation schemes
described.

2.4.2 Amplitude Shift Keying

Hassanien et al. [125] also develop a sidelode ASK scheme for DFRC systems using a
radar signal as the base waveform. The modulation is imposed on the sidelobe of the
instantaneous beampattern, which is designed to transmit a reference waveform and
multiple orthogonal waveforms. Each transmitted waveform was set to have two side-
lobe amplitude levels, corresponding to a single bit. A reference waveform is required
to ensure communication demodulation at the receiver. The sidelobe is modulated
once per radar pulse, limiting the communication rate. Orthogonal waveforms can be
added to increase the radar performance and the communication rate. The propagation
channel considered consists of a single time invariant coefficient.

An assumed beampattern is shown, with a heavily reduced sidelobe amplitude in the
direction of the communication user to minimise the communication BER. A high BER
is maintained in the other directions to maintain the security of the transmission. This
scheme can only communicate with a user who is not in the direction of the main lobe
of the radar waveform.

As the number of orthogonal waveforms is increased, the BER at a given SNR increases,
at the expense of throughput. The probability of source resolution is extremely sensitive
to SNR, with near-zero probability for an SNR below 5 dB, and a probability approach-
ing unity above 10 dB. The system would therefore not be viable for radar detection
when the SNR is below 10 dB. The RMSE of the target angle follows a similar pattern,
where it is high at low SNRs, and low at high SNRs.

This scheme is compared to another ASK modulation scheme [137], and included ref-
erences from the literature. Both systems have an identical BER when the number of
transmitted bits is 1. When this number is increased, the novel scheme outperforms the
baseline scheme. The novel scheme outperforms the baseline scheme in terms of target
angle RMSE for all SNRs considered. The baseline scheme has a higher probability of
source resolution than the novel scheme at low SNR, but a lower probability at high
SNR.
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Arik et al. [138] propose a novel ASK modulation scheme for JRC, and compare it to two
other existing schemes from [65] and [67]. The scheme functions in a similar way to the
previously reviewed paper [125]. The system uses a novel Non-Data Aided (NDA)
channel estimation method that avoids both the requirement of an additional training
signal, and the inherent reduction in capacity that this entails. The fading channel
assumes a Rician distribution with at least one LoS path, with the k factor being varied.
A ULA of antennas is assumed.

The proposed system has a slightly higher throughput than the baseline scheme us-
ing NDA at high SNRs under fast fading. Under slow fading, this baseline scheme’s
throughput is slightly improved, and greater than that of the novel scheme. The sec-
ond baseline scheme ( [67]), which does not appear to use NDA channel estimation,
has a higher throughput than the other schemes at low SNRs. All three schemes have
an almost identical BER at all the SNRs considered.

Future investigations are expected to include utilising different diversity combining
techniques as a mitigation of the effects of multiple propagation paths.

2.4.3 Phase Modulation

Hassanien et al. [139] develop a phase modulation scheme for DFRC. Transmit beam-
forming weight vectors are created so that their transmit power radiation patterns are
identical, but with the phase being specific to each weight vector. Each beamforming
weight vector is associated with a specific point on the communication constellation.
Consequently, this requires that there are as many beamforming weight vectors as the
modulation order for coherent communication, and twice this number for non-coherent
communication.

There are three transmit signalling strategies. The first is coherent communication,
which is comprised of a transmitted radar waveform and the communication weight
vectors. The communication data is transmitted in the direction of the communica-
tion receiver. The second strategy relies on non-coherent communication in the direc-
tion of the communication receiver. Two orthogonal waveforms are transmitted, both
of which contain communication weight vectors. The phase difference between the
two waveforms is the modulated phase. The third signalling strategy is non-coherent
broadcasting, in which the non-coherent signal is communicated in all directions.

For all the strategies, a single constellation point is transmitted per radar pulse. For
the non-coherent strategies, the orthogonal waveforms are transmitted simultaneously,
which is assumed to preserve the transmitted phase difference. The scheme can com-
municate in the direction of the main radar lobe. The scheme assumes that a ULA of
antennas is used.
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The coherent strategy has a lower BER than the non-coherent strategies for a given SNR.
Both non-coherent strategies have identical BER for the SNR considered. This trend is
present when communicating both in the sidelobe and main lobe of the radar signal.
The main lobe communication BER has a -20 dB SNR offset compared to the sidelobe
communication, which corresponds to the sidelobe amplitude attenuation relative to
the main lobe.

The schemes of [64] and [67] are introduced for comparison. Both of them use sidelobe
AM, with one additionally employing waveform diversity, and can only communicate
in directions other than the main lobe. Both of these comparison schemes have a higher
BER than the novel scheme for the SNR considered.

When communicating in the main lobe, the BER for the coherent strategy is erratic for
very small changes in angle. When communicating in the sidelobe, the BER of the AM
scheme along with waveform diversity is lower than that of the non-coherent direction
strategy, but higher than the BER for the coherent strategy, at the communication angle.
The non-waveform diversity AM scheme has inferior performance compared to the
other schemes. The non-coherent broadcasting strategy has an oscillating BER with
respect to the transmission angle.

The radar detection angle RMSE is lower for the novel scheme than for the AM schemes
when there is a low SNR. The probability of source detection is higher for the novel
schemes than for the baseline schemes, and reaches a value of 1 at a lower SNR.

Hassanien et al. [71] also develop a PSK scheme for FH radar. A PSK symbol is em-
bedded in each FH waveform used. The waveforms are orthogonal to each other. The
number of transmitted communication symbols in each radar pulse is the number of
antenna elements times the length of the FH codes. The data rate is proportional to the
pulse repetition frequency, the number of transmit antenna elements, the FH code size,
and the number of bits encoded into a PSK symbol. The channel is modelled as the
collection of the reflected paths, each with a corresponding reflection coefficient that
remains unchanged over the duration of a pulse.

The results show that the system performs as expected, with the SER decreasing as the
SNR increases, and increasing when the modulation order is increased. The radar per-
formance is said to be relatively unaffected by the modulation scheme, but no results
are provided.

2.4.4 Quadrature Amplitude Modulation

Ahmed et al. [62] propose a novel QAM scheme for the sidelobes of radar signals in
DFRC systems. The system transmits different sidelobe levels in the directions of the
communication receivers, similar to ASK. The system also transmits a different phase in
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the directions of the communication receivers using PSK. The two modulation schemes
are then combined to form a scheme analogous to QAM in communications. The sup-
ported number of communication directions is one less than the number of antenna
elements, due to one direction being used for the radar main lobe. The system can
perform both coherent and non-coherent communication. The coherent communica-
tion uses all of the orthogonal communication waveforms, whereas the non-coherent
communication requires a reference waveform.

The sum data rate of QAM increases by 4 bits for every additional orthogonal wave-
form available, which is four times the sum rate increase of ASK-only or PSK-only
systems. This is because the QAM scheme allows a combination of both other schemes
to multiple users per radar pulse. For a given sum data rate, the coherent QAM has
a lower BER than non-coherent QAM, which in turn outperforms the ASK-only and
PSK-only systems.

2.4.5 Code Shift Keying

Tedesso et al. [101] propose a Code Shift Keying (CSK)-based JRC system in a restricted
electromagnetic emissions control environment for naval military applications. Gold or
Kasami codes are used for communication, which are pseudo-random sequences. The
communication system uses Binary Phase Shift Keying (BPSK) or Quadrature Phase
Shift Keying (QPSK) modulation. The resulting waveform is a pseudo-random binary
phase coded radar waveform, for continuous wave radar. The maximum range has an
inverse relationship to the maximum Doppler shift. The communication signal is sent
in all directions.

The results show that the SER of the CSK scheme is lower than that of the baseline
M-ary FSK scheme at low SNR, but converges as the SNR increases. Both Kasami and
Gold codes have almost identical SER performances. The longer the codes, the lower
the side lobe levels, which is normally associated with improved sensing performance.
The PSLR of the QPSK signal is within 3 dB of the PSLR of the BPSK signal.

Further work could consider increasing the number of communication users through
the use of OFDM. This would increase the complexity of the system. The use of various
pulse shaping techniques could decrease the Doppler sidelobes, and the application of
filtering techniques could reduce the range sidelobes. Additionally, it is observed that
the use of CDMA waveforms is a potential area for future research.

2.4.6 Multiple Input Multiple Output Radar

A DFRC system based on MIMO radar is considered in [99], in which the sensing tar-
gets may attempt to intercept communication information. A pseudo-random signal
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is transmitted towards eavesdroppers to prevent them from intercepting communica-
tion information, whilst also being used for sensing. The covariance matrices of the
pseudo-random sensing and communication signals are optimised based in part on
the system’s secrecy rate.

The addition of artificial noise to prevent sensing targets from potentially intercepting
communication information is also proposed by Su et al. in [100]. This is optimised
by minimising the SINR for the sensing targets, whilst ensuring a given SINR level
for communication targets. This problem is first considered for perfect channel and
target location information, and then when there is uncertainty in this information.
The authors note that when the target location is uncertain, the main sensing beam is
widened, which leads to an increase in the power allocated to artificial noise to ensure
a given SINR for the sensing targets.

A power allocation system for a distributed DFRC MIMO radar system with embed-
ded communication information is introduced in [126] by Ahmed et al.. A distributed
system is defined in [41] as a system in which there are multiple nodes that transmit
and/or receive, with the data being processed in a centralised unit. The authors claim
that the proposed power allocation scheme allows the DFRC system’s communication
performance to be close to that of a communication only system. This is achieved whilst
having a superior sensing performance compared to a single node radar only system,
as the reflected sensing signals are received from multiple nodes.

2.5 Using Communication Waveforms for Sensing

Kumari et al. [40] propose a JCR waveform for long range radar based on mmWave
consumer wireless local area network at the 60 GHz unlicensed band using the IEEE
802.11ad standard. Radar algorithms using single and multiple frames are developed
to detect single and multiple targets, and estimate their range and velocity.

A preamble, consisting of a short training field and a channel training field, is inserted
at the start of each frame. The short training field is used for communication frame syn-
chronisation and frequency offset estimation. The channel training field is utilised for
communication CSI estimation. Both training fields are composed of Golay sequences,
which have been chosen due to their perfect auto-correlation property at a Doppler
shift of zero.

The following assumptions are made:

• The target vehicle can be represented by a single point model for performance
evaluation.
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• The location, relative velocity, and radar cross section of the target remain con-
stant during a coherent processing interval due to the small enough relative ac-
celeration and velocity of a target vehicle.

• Full-duplex radar operation due to the recent development of systems with suffi-
cient isolation and self-interference cancellation.

• A frequency flat fading channel is used.

• The AoA and AoD of the targets are known.

As with other JCR systems, there is a trade-off between velocity estimation and com-
munication data rate. This is illustrated in the paper by varying the number of pream-
ble sequences used in a frame, where an increase leads to fewer symbols available for
communication, but a greater signal range available for velocity estimation.

The single frame algorithm’s range MSE is lower than that of the comparison algo-
rithms simulated, but is larger than the CRB, and plateaus as the noise and interference
power are decreased. GB/s data rates and cm level range accuracy and cm/s level
velocity accuracy are claimed. A single target is simulated for this case.

The multiple frame algorithm’s velocity MSE are identical to the CRB for each number
of frames considered, indicating an ideal performance. As the number of frames used
for detection is increased, the velocity MSE and its associated CRB decrease. When two
targets are simulated, cm level range accuracy and cm/s velocity accuracy are achieved,
with a coherent processing interval smaller than that of other long range radar schemes.

No results illustrating the communication performance of the algorithms are presented.

The claimed advantages of the proposed systems include that they are based on an ex-
isting IEEE 802.11ad standard, stated to be a good baseline for future work in mmWave
systems, and that they surpass the minimum requirements for long range radar, whilst
maintaining a suitable communication performance. It is noted that the system is ex-
tendable to higher carrier frequencies.

Kumari et al. [140] develop a tunable JCR waveform structure. A novel metric to quan-
tify the communication performance is proposed. This metric is comparable to the
CRB for radar, and is termed the Distortion Minimum Mean Square Error (DMMSE).
The tunable JCR waveform structure can be used to optimise JCR performance using
sparse techniques. Specific virtual waveform configurations are used to reduce com-
putational complexity, such as uniform waveforms, nested virtual waveforms or Wich-
mann virtual waveforms. Simulations are carried out to study the performance of the
systems, based on the IEEE 802.11ad standard.

Three optimisation problems are formulated: minimising the radar CRB under the
constraint of a minimum communication DMMSE, minimising the communication
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DMMSE for a given minimum radar CRB, and a flexible weighted average of com-
munication and radar performances. Radar processing exploits the preamble of the
JCR frame that consists of training sequences with good auto-correlation properties.
Convexity of the optimisation problem is achieved by discarding certain values from
the non-convex objective function region.

The following assumptions are made:

• Location and relative velocity of a target remain constant during a coherent pro-
cessing interval.

• Full-duplex radar operation is achievable due to sufficient antenna isolation and
self-interference cancellation.

• Perfect data interference cancellation on the training portion of the received JCR
waveform as the transmitted data is known to the radar receiver.

• The source and destination align their beams towards each other.

• The channel assumes LoS and frequency selective Rayleigh fading for the com-
munication and radar channels.

The virtual waveforms achieve high velocity estimation accuracy with a slight reduc-
tion in communication data rate. Non-uniform waveforms have a superior perfor-
mance than uniform waveforms, which is more pronounced at low SNR and high
target density. Wichmann waveforms appear to perform slightly better than nested
waveforms. The advantage of non-uniform waveforms over uniform waveforms in-
creases with the target count, whereas it reduces with radar SNR at high target count
due to the saturation effect.

The DMMSE-based optimised waveforms are compared with traditional virtual
preamble count-based optimised waveforms. It is observed that traditional virtual
preamble count-based optimisation can be used as a coarse estimate of the optimal so-
lution of the proposed optimisation problems. The figures in the paper do not appear
to support this.

The claimed advantages include high velocity estimation accuracy and that the new
performance metric makes the study of communication and radar performance trade-
off simpler. The noted disadvantage of the proposed waveforms is that there is a slight
reduction in communication data rate.

Future work is mentioned. The use of other virtual waveforms, such as Golomb and
coprime waveforms is suggested. It is noted that the impact of Ricean fading on the
performance benefit of the non-uniform waveforms would be of interest. The use of
more advanced estimation algorithms is also mentioned. Validation of the simulation
results using experimental data, when available, is considered desirable.
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2.5.1 Orthogonal Frequency-Division Multiplexing

Sturm and Wiesbeck [36] is one of the earlier papers to discuss and present some pos-
sibilities for RadCom using different waveforms and signal processing methods. Two
main transmission methods are considered, Spread Spectrum (SS) single carrier trans-
mission and OFDM.

The SS single carrier transmission has the following properties:

• Both SS communications and m-sequence radar use codes that have good auto-
correlation properties.

• RadCom requires a sufficiently high spreading factor.

• Coding can be used for CDMA.

• The mentioned codes that can be used are m-sequences, preferentially selected
m-sequences, Gold sequences, Kasami sequences and chaos sequences.

• Both short and long codes are considered.

• BPSK modulation is used.

• The estimation of targets parameters demands large computational resources.

The OFDM transmission has the following properties:

• The radar measurements are performed using the modulated symbols, not the
baseband signals.

• Coding is not considered, and PSK modulation is used.

• As long as the OFDM signal bandwidth is much smaller than the carrier fre-
quency, the Doppler shift causes an identical phase shift on every subcarrier.

• The Doppler shift introduces a linear phase shift between successive symbols in
a given subcarrier.

• The time delay introduces a linear phase shift between subcarriers for a given
symbol.

• The changes introduced by the Doppler shift and time delay are orthogonal to
each other.

• The orthogonality holds as long as the sensed object remains in the same discre-
tised point within the delay-Doppler grid for the duration of an observation.
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• The process of detecting the range and velocity, referred to as the modulation
symbol-based approach, is as follows:

– Element wise division, in which the received signal is divided by the trans-
mitted signal, is used to remove the communication symbol information.

– The Inverse Discrete Fourier Transform (IDFT) on the vector containing the
time delay phase shift and the Discrete Fourier Transform (DFT) on the vec-
tor containing the Doppler shift phase shift is performed.

– The delay and Doppler information can then be extracted, and the target
range and velocity estimated.

– The detection process is completely independent of the transmitted informa-
tion.

– The detection process consists of linear operations, and can therefore be eas-
ily expanded to consider multiple targets.

• This system offers a similar radar performance to a correlation processor.

• The paper only considers one user operation.

The expansion of the transmission methods to MIMO is considered. A horizontal ULA
of antennas with constant element spacing is assumed. The pre-processing method for
sensing is similar to the single antenna case. Processing all the information simultane-
ously would be too costly at large scale. Two processing approaches are considered,
classical Fourier transform-based and MUltiple SIgnal Classification (MUSIC).

The Fourier transform-based method creates a matrix with a similar structure to a DFT,
with an added sinusoidal distortion in the frequency domain. This matrix is computed
by squaring the magnitude of the output of the sensing pre-processing multiplied by
the beam steering vector.

The MUSIC method operates on the eigen-structure of the correlation matrix of the
output of the sensing pre-processing. The eigenvalues of the correlation matrix are
used to determine the number of scatterers in each range resolution cell. A radar image
pseudointensity is then calculated, with its peaks being in the target directions. This
method is more complex than the Fourier-based method.

In simulations, propagation paths with more than 40 dB of attenuation compared to
the strongest path are not considered by the algorithms. The range calculations assume
LoS for communication and radar.

The different code sequences for SS transmission are compared. As the spreading factor
is increased, the PSLR increases. Long codes have a higher PSLR than short codes, with
little variation introduced by the code type. When the signal to interference ratio from
another user is above 5 dB, the PSLR remains constant. Below 5 dB, the PSLR decreases
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as the signal to interference ratio decreases. It is noted that the introduction noise leads
to a similar PSLR trend for variation in SNR.

For small spreading factors, the PSLR is insensitive to Doppler shift. For large spread-
ing factors, the PSLR decreases as the Doppler shift increases, until the phase shift in-
troduced by the Doppler shift corresponds to a full phase rotation during the coherent
processing interval, at which point the PSLR increases. Overall, single carrier SS can be
used for RadCom, but is not suitable for vehicular applications as it would require too
many computational resources for accurate velocity and range estimations.

The OFDM modulation symbol-based approach for OFDM is compared to a
correlation-based detector. The modulation symbol-based method has a higher PSLR
than the correlation based method, leading to more accurate sensing. As the number
of OFDM symbols considered over a sensing frame is increased, the PSLR and sensing
image SNR increase.

The OFDM system was tested in a real-world setting. The system has correctly identi-
fied the vehicles ahead of the user, despite the presence of a strongly reflecting target
immediately in front of the user. The reflected signal from the strongly reflecting target
generates high intensity sidelobes that form a visible line across the relative velocity
axis at the target’s range in the range-velocity grid. A line across the range axis at the
user’s velocity represents reflections from the road furniture.

It has been confirmed that OFDM transmission provides a high dynamic range, which
makes it suitable for vehicular RadCom applications. It is noted that multi-user access
techniques are required when multiple communication users are present.

The beampattern for both MIMO sensing algorithms are simulated using SS transmis-
sion. The Fourier-based method has a large main lobe, and therefore cannot distinguish
between adjacent users 5 degrees apart. The low PSLR of this method can lead to erro-
neous detection, as the sidelobes can be powerful enough to be confused as targets. The
MUSIC method can differentiate the adjacent users, as its main lobe is narrower, and
has higher angular resolution. The MUSIC method’s higher PSLR and amplification of
weaker reflections lead to fewer erroneous target detections.

2.5.1.1 Code-Division Orthogonal Frequency-Division Multiplexing

Chen et al. [12] develop a novel Code-Division Orthogonal Frequency-Division Multi-
plexing (CD-OFDM) JCAS system for machine type communications. The system can
switch between OFDM and CD-OFDM transmission depending on the SINR detected.
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The CD-OFDM spreads the symbol across the frequency subcarriers using Walsh-
Hadamard codes, thereby increasing the robustness of the communication whilst re-
ducing the throughput. The codes are perfectly orthogonal to each other. Code multi-
plexing can be used to increase the CD-OFDM throughput, when the SINR is increased.
QAM symbol modulation is used. Once the communication signal is received and de-
modulated, the reconstructed communication signal is removed from the received sig-
nal to allow the weaker received sensing signal to be detected. The system operates
full-duplex sensing.

The following assumptions are made:

• The channel follows a Rayleigh distribution.

• One LoS propagation path is assumed.

• Each propagation path has a separate delay and Doppler shift associated with it.

• The AoA and AoD of the signals are assumed to be known.

• The transmit antenna elements signal leakage to the receive antenna elements in
the same unit is blocked.

• The system uses the receive antenna elements for both sensing and communica-
tion.

• The antennas are ULA.

• The targets are assumed to have a small relative velocity.

• The targets have high radar cross section.

• The CSI is perfectly estimated.

• There is channel reciprocity between different users that exploit the same spec-
trum.

The BER of the two transmission methods when the SINR is varied follow similar
trends, with a SINR offset being present as the CD-OFDM transmission can operate at
lower SINR. This offset decreases as more symbols are multiplexed. The OFDM trans-
mission is compared to an existing Time Division Duplex (TDD) system from literature,
which has an identical BER performance.

The RMSE of the range and velocity estimations are large, until a SINR of between 5
and 10 dB is reached, at which point the RMSE falls to a insignificant value, for all the
transmission modes and systems considered. For the novel system, this is due to the
communication demodulation error, interference and noise levels no longer impeding
the received sensing signal to an extent that prevents accurate sensing. A slight offset
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is seen for the CD-OFDM transmission, with the accurate estimation being present at
a SINR of 5 dB, compared to 10 dB SINR for OFDM transmission. The TDD system’s
performance is slightly superior to that of the OFDM transmission, with the increased
performance becoming more prevalent as the modulation order increases.

The stated advantages of the novel system are the full-duplex transmission, with
greater flexibility than the TDD comparison system from literature. The stated dis-
advantages are the increased complexity associated with CDMA, a large number of
subcarriers and a large number of symbols in a sensing frame are required for accurate
sensing, and communication reliability is essential for accurate sensing.

2.5.1.2 Other OFDM ISAC Schemes

In [119], two optimisation problems are formulated, based on minimising MI and CRLB
using on OFDM waveform. Each optimisation method proposed performs best when
using their optimisation criteria as the measure of sensing performance with no inde-
pendent sensing criteria with which to compare the proposed precoder optimisations
shown.

[136] proposes a low complexity algorithm for a standard OFDM JRC system. The
novel target parameter estimation algorithm reduces the detection complexity by util-
ising a 1D Fourier transform instead of the more common 2D Fourier transform.

In [86], an OFDM radar signal is manipulated to reduce the interference it imposes
on the communications signals by approximating a modulated communication wave-
form. This system is then further optimised in [87], where two new precoder designs
are introduced, one to maximise the sum rate, and the other the energy efficiency of the
system. The uplink communication and short range sensing for OFDM JRC is investi-
gated in [88], for both perfect and imperfect channel information.

An adaptive OFDM ISAC waveform design based on the conditional MI and the data
information rate of the system is presented in [34]. These metrics are first determined,
then an optimisation problem is formulated, with the transmit power on each sub-
carrier being optimised to maximise the weighted conditional MI and data information
rates. The results show that this adaptive power scheme can outperform a conventional
OFDM ISAC system with equal power distribution for both sensing or communication.
This allows the system to be tuned to the specific environment and requirements it is
placed in.
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A cooperative vehicular network is considered in [127], in which each vehicle transmits
sensing and communication information to each other using an OFDM waveform. Tar-
get information is obtained through various means: OFDM sensing, receiving informa-
tion of a target’s location from other vehicles, and estimating the target’s location pa-
rameters using the transmitted communication signals sent by the target. The method
used integrates the above sets of information to improve the target location estimate’s
accuracy, and allows the system to more accurately differentiate between targets than
a single vehicle system.

2.5.2 Orthogonal Time Frequency Space

Since the OTFS concept was first introduced [141, 142], its employment for ISAC [143]
has been a topic of interest. This is due in part to OTFS being less affected by Doppler
shift than OFDM, and to the DD channel being defined by the delay and Doppler shifts
of the propagation paths. This leads to the DD channel fluctuating at a slower rate than
its Time Frequency Domain (TF) and TD counterparts. When the delay and Doppler
shifts of the propagation paths are perfectly synchronous with the system’s sampling
grid, the channel can be modelled using a sparse matrix. This can simplify the associ-
ated target parameter estimation algorithms [144]. However, in practice, the delay and
Doppler shifts are rarely integer multiples of the system resolutions, hence more com-
plex detection algorithms are required for accurate target estimation. The full-search
based Maximum Likelihood (ML) attains the best performance at the highest complex-
ity.

Gaudio et al. [122, 123] investigate the effectiveness of OTFS for JCR in vehicular ap-
plications, and compare it with OFDM and Frequency Modulated Continuous Wave
(FMCW) radar. The OFDM system uses a typical OFDM signal model. For sensing, the
receiver phase rotates the symbols in the received signal before using ML algorithm to
estimate the sensing parameters for the entire possible set of delay and Doppler indices,
at an unspecified resolution.

The OTFS model uses more realistic rectangular pulses, as opposed to ideal pulses
which are physically impossible to create. The OTFS symbols are only used for com-
munication, as delay and Doppler shift estimation is a channel estimation problem for
OTFS. Separate soft-output detector and decoder are included. Soft-output refers to
an output whose value is not part of a fixed set. This flexibility is used to indicate
reliability of the data.

A ML parameter estimation algorithm is used for sensing estimation. The ML algo-
rithm in [122] is derived for a LoS only case, which is then extended to include cases
where additional propagation paths exist in [123]. The proposed ML algorithm consid-
ers the time delay and Doppler shift to be continuous values, as opposed to most other
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systems in literature which assume them to be integer multiples of the delay-Doppler
grid resolution. Three other detectors are considered for comparison, one ML from lit-
erature, one linear block-wise MMSE, and one reduced complexity linear block-wise
MMSE from literature.

The CRB for range and velocity estimation is derived for both the OFDM and OTFS sys-
tems. For data rate calculations, the transmitted symbols are assumed to be Indepen-
dent and Identically Distributed (i.i.d.) Gaussian variables. This allows the data rate to
be calculated as a function of the communication SNR for both OTFS and OFDM.

The following assumptions are made:

• Receiver has been detected.

• Multipath time-frequency selective channel.

• Discrete channel paths.

• Each path has a complex amplitude, a delay and a Doppler shift.

• Sensing parameters of interest are the delay and Doppler shift of the shortest path,
which is assumed to be LoS.

• Channel paths are sufficiently separated in the delay-Doppler domain.

• Perfect CSI estimation.

• Number of channel paths, as well as the presence of the target are known.

When comparing the OTFS system to the OFDM and FMCW systems, only LoS is con-
sidered. The OTFS system has a higher data rate than the OFDM system across all the
communication SNR considered, as the OFDM cyclic prefix creates a higher overhead.
The OFDM system can accurately sense when the sensing SNR is above -20 dB, whereas
this is only occurs for the FMCW system above -19 dB and for the OTFS system above
-18 dB. After these SNR values, the range and velocity RMSE fall onto the CRB.

As the number of propagation paths increases from 1 to 4, the OTFS system sensing
RMSE reaches the CRB at -17 dB of sensing SNR. A small number of additional propa-
gation paths appears to have little effect on the OTFS sensing performance.

The symbol detection performance of all the detectors decreases as the number of prop-
agation increases. This decrease is most noticeable in the comparison ML algorithm,
and least noticeable in the full complexity MMSE detector. The proposed ML and
the full complexity MMSE detectors have the greatest symbol detection performances.
When the delay and Doppler values are continuous, the comparison ML and reduced
complexity MMSE detectors have a significant reduction in performance, whereas the
proposed ML and full complexity MMSE detector performances show small variations.
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The stated advantages of the proposed detector are that it has a superior performance
to that of the lower complexity comparison detectors, with a similar performance to
that of the complex MMSE detector.

2.5.2.1 Successive Interference Cancellation

Wu et al. [115] propose novel sensing processing and estimation algorithms for OTFS
JCAS. Waveform pre-processing is performed at the receiver to ensure sub-carrier or-
thogonality. This involves splitting an OTFS block, the signals transmitted over a co-
herent processing interval, into multiple sub-blocks. The echo signal in each sub-block
is transformed into a sum of scaled and circularly shifted versions of the same signal
sequence, creating a virtual cyclic prefix. This allows the maximum detectable range to
be unconstrained by the OTFS cyclic prefix length.

The communication data symbols are removed in the time-frequency domain without
amplifying noise. This is achieved by dividing the DFT of the target echo after pre-
processing by the DFT of the essential signal part of the sub-block multiplied by a
scalar, which is configured to optimise performance.

An off-grid method of estimating target ranges and velocities is used. Initially, an es-
timate of the parameters for the target with the strongest signal is performed. Once
this has been completed, the signal from the target whose parameters have just been
estimated is removed. This is then continued until the parameters for all the targets
have been estimated. This is compared to a ML estimation algorithm.

The following assumptions are made:

• The receiver and transmitter are in the same physical unit.

• There is one receive and one transmit antenna per unit.

• Both antennas are synchronised.

• Rectangular pulse shaping is used for OTFS.

• The scattering coefficient of a target remains constant throughout a coherent pro-
cessing interval.

• The scattering coefficients of the targets are uncorrelated.

• The total number of targets is known.

Both the proposed and the ML estimation algorithms follow the same estimated ve-
locity MSE trend as the CRB over the range of SNR considered. The proposed and
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ML algorithms have a slight positive MSE offset from the CRB. Varying the number of
samples in a sub-block has a small impact on the MSE for the proposed algorithm.

The ML algorithm has periodic inconsistencies in the velocity estimate MSE as the tar-
get velocity increases. These inconsistencies are not present in the proposed algorithm.
There is an optimal value of the essential signal length, for which there is a peak in
performance. Sub-optimal values can significantly increase the MSE of the estimated
parameters.

Future work mentioned includes compensating for the timing and frequency offsets
caused by asynchronicity between the transmitter and receiver, distributed sensing in
a network, and sensing-assisted communications.

2.5.2.2 Data Cancellation

Zhang et al. [113] propose a novel modulation symbol cancellation scheme for OTFS
RadCom. The symbols are cancelled from the received sensing echoes at the sensing
receiver to obtain the targets’ range and velocity estimates. The communication system
follows existing OTFS schemes.

The input-output relationship of the general OTFS system is stated to be similar to a
2D circular convolution, but with added intra-pulse Doppler modulation and a linear
phase. These added components complicate the recovery of the delay-Doppler channel.
An embedded pilot is introduced to reduce the coupling of the linear phase, to create
a full-guard embedded pilot OTFS waveform. The residual coupling is then treated as
random noise by the system.

An MMSE-based matrix inversion method is used to estimate the frequency-Doppler
radar spectrum. The pilot symbol power is adjusted to ensure that the modulation
symbol matrix is non-singular and increase the accuracy of the channel estimate. The
delay-Doppler channel estimate is then obtained using the Inverse Fast Fourier Trans-
form (IFFT).

Another method proposed is a Spectrum Division (SD) based symbol cancellation
method. When the maximum Doppler shifts of the targets are relatively small, the
channel is quasi-static in the delay-Doppler domain, and the intra-pulse Doppler mod-
ulation is therefore considered negligible. This allows the input-output relationship to
be simplified. The channel can therefore be more simply estimated in the frequency-
time domain, and then converted to the delay-Doppler domain. The SD method is
therefore less complex than the MMSE-based method.

The following assumptions are made:
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• Mono-static radar is used to detect the target and communicate data simultane-
ously.

• The delay and Doppler shifts of targets and propagation paths are integer multi-
ples of the delay and Doppler resolutions.

The results are compared to an OFDM RadCom system from literature, which has a
different velocity resolution to the proposed system, and employs a spectrum division
method. I.i.d. 16-QAM data is used as the input.

When the maximum target range is greater than half the maximum sensing range, there
is residual coupling of the linear phase term in the echos, leading to a noisy signal
even in noiseless conditions. When the maximum target range is smaller than half
the maximum sensing range, this is no longer the case, which allows the transmitted
symbols to be fully cancelled.

When all the transmitted symbols are identical, the modulation symbol matrix is singu-
lar, and the channel estimation can only be obtained using the pilot symbols, leading
to a poor performance. When the transmitted symbols vary, the matrix is no longer
singular, and a more accurate channel estimate is achieved.

The MMSE-based OTFS method produces the largest PSLR in the delay-Doppler grid
at the target range and velocities, followed by the OFDM and SD OTFS methods, in-
dicating a superior sensing performance. The three methods have a similar PSLR at
low SNR. As the SNR increases, the PSLR for the MMSE-based method increases for all
the SNR considered, in contrast to the OFDM method that plateaus beyond 16 dB SNR
and the OTFS SD method that peaks at 12 dB SNR, then decreases as the SNR is further
increased. As the target relative velocity or the number of targets increases, the PSLR
decreases for all methods.

As the data symbol power to pilot power ratio increases, the PSLR increases for the
MMSE-based method, but remains constant for the SD OFDM method. When the data
rate is increased, there is a slight decrease in the PSLR for the SD OTFS method, but
a significant decrease in the PSLR for the MMSE-based method, being lower than that
seen for SD OTFS method at the higher data rates considered.

Future work mentioned is the analysis of the system when the delays and Doppler
shifts are no longer integer multiples of the delay and Doppler resolutions.

2.5.2.3 Fractional Delay and Doppler Index Estimation Methods

In [145, 146], the authors conceive a two-dimensional correlation-based method for
OTFS integer delay and Doppler index estimation. A generalised likelihood ratio test
is developed to estimate the number of targets. The fractional indices of the estimated
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targets are determined by comparing the power-ratio of the indices surrounding the es-
timated integer indices in the imaging matrix. This method requires each target to have
unique integer delay and Doppler indices. The authors observe that the correlation-
based method results in an error floor at high SNRs due to the inter-symbol interference
caused by the multiple propagation paths in the channel. Tang et al. [147] propose a
two-step sensing methodology to estimate the integer and fractional delay and Doppler
indices of the targets for OTFS sensing. The first step employs a matched filter-based
method to determine the integer indices. The second step utilises a Fibonacci-search
based algorithm to iteratively determine the fractional indices. Unlike other parameter
estimation methods, which reach an error floor at high SNRs, the estimation error of
the Fibonacci-search based algorithm continues to decrease as the SNR increases.

In [148], Muppaneni et al. design a two-step method for sensing the target parameters
of OTFS. Firstly, the integer indices are estimated by maximising a cost function for a
fixed number of propagation paths. Secondly, the fractional indices are estimated using
a matrix of all the integer indices and the previously estimated fractional indices. For
the first path, only integer indices of the other paths are utilised to estimate the first path
fractional indices. Once the fractional indices for a path have been estimated, the chan-
nel attenuation of the associated path is then estimated. After the fractional indices of
a path are estimated, the difference between the received signal and the reconstructed
received signal from the estimates is calculated. If this difference becomes smaller than
a specific threshold, the sensing procedure is terminated, and path estimation is con-
cluded. Otherwise, the algorithm continues until the fixed number of propagation path
variables has been estimated. This method is also harnessed for communication chan-
nel estimation using pilot frames. The results presented in [148] show that the proposed
algorithm leads to a lower sensing estimation error and communication BER than the
modified ML benchmark used for comparison.

2.5.3 Affine Frequency Division Multiplexing

AFDM is a novel chirp-based waveform, first introduced in [149]. AFDM is similar
to OFDM, with the DFT replaced by the Discrete Affine Fourier Transform (DAFT).
The DAFT is a generalised transform, with the DFT being a specific form of the DAFT.
It is characterised by two chirp parameters, named chirp parameter 1 (c1) and chirp
parameter 2 (c2), which can be flexibly tuned to optimise the diversity and correlation
properties of the signal. Other forms of OFDM utilising the DAFT [150] or chirps [151,
152] have been proposed, but these still lead to propagation paths being separable only
by delay, not Doppler shift. The DAFT utilised in AFDM is configured such that the
propagation paths are separable by both delay and Doppler shift, similar to OTFS. This
allows AFDM to achieve full diversity, like OTFS. The communication performance
of AFDM has also been shown to be similar to that of OTFS. Of concern is that the
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maximum Doppler shift needs to be known at the transmitter to configure the DAFT.
AFDM requires a prefix to be added, the Chirp Periodic Prefix (CPP), similar to the
OFDM Cyclic Prefix (CP). The CPP reduces to a CP if the value of c1 for the DAFT meets
certain conditions. The correct configuration of the DAFT allows the Affine Frequency
Domain (AFD) channel matrix to be sparse, similar to the OTFS DD channel matrix,
but with a different structure.

An overview and comparison of various waveforms, including OTFS and AFDM, for
various ISAC key performance indicators, is presented in [153]. The authors show that
AFDM presents a mixture of characteristics of OFDM and OTFS for communication,
and variable sensing characteristics, due to the flexibility offered by tuning the values
of the DAFT chirp parameters. Tuning c2 allows one to moderate the PAPR, the de-
lay ambiguity, and the Doppler ambiguity of AFDM. Hence, AFDM presents a greater
sensing flexibility than OFDM and OTFS.

Ni et al. [124] consider monostatic AFDM ISAC. Multiple AFDM frames are transmit-
ted and received, to produce a received signal matrix, in a similar manner to symbol
cancellation-based OFDM ISAC [36]. Two detection algorithms are implemented. The
first utilises the TD signals, and utilises a method similar to symbol cancellation-based
OFDM sensing. The second method operates on the AFD received signal. The AFD
method is shown to only experience small fluctuations in image SNR as the Doppler
shift is increased. By contrast, the image SNR of the TD and symbol cancellation-
based OFDM methods degrades significantly as the Doppler shift is increased. The
AFD method has a larger maximum unambiguous Doppler shift compared to the TD
method, and is therefore capable of correctly estimating much larger velocities than the
TD method. No comparison to OTFS sensing is presented.

Pilot symbol-based monostatic AFDM ISAC is considered in [154]. The pilot symbol
is introduced into the transmit signal, with guard bands surrounding it to prevent in-
terference between the pilot and data symbols, as in [155, 156]. Sensing is performed
using the guard band and pilot symbol only. This allows for the simple removal of the
self-interference imposed by the transmitter on the receiver. This pilot-based sensing
method is shown to reach the sensing error floor at a higher SNR than a full signal
sensing method, but with a much lower complexity. The performance of AFDM pilot
sensing is shown to be comparable to that of OTFS sensing employing a more complex
interference cancellation method.

Zhu et al. propose a bistatic AFDM method for static channels [157], where only range
and fading gain estimation are considered. This method estimates the target parame-
ters using a pilot frame. The DAFT chirp parameters are not configured to allow the
propagation paths to be separable by Doppler shift, hence is not compared to OTFS.
The ambiguity function of AFDM is analysed, and the optimal value of chirp parame-
ter 2 with respect to the ambiguity function is determined to be 0. The value of chirp
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parameter 1 chosen does not allow AFDM to separate the Doppler taps of the channel.
A vector of 1s is transmitted in the first symbol slot for channel estimation, followed by
the data symbols in successive symbol slots. A TD lower complexity pulse compres-
sion algorithm is utilised for sensing. The BER results show that this estimation method
in the proposed form is incompatible with OTFS. The BERs of AFDM and OFDM are
close to that of their respective perfect channel estimation counterparts, with the BER
of AFDM significantly lower than that of OFDM at higher SNR. No OTFS estimation
method is implemented as a comparison.

A monostatic and bistatic method are presented in [158], for AFDM, OFDM, and OTFS,
utilising probabilistic data association-based message passing and parametric bilinear
Gaussian belief propagation respectively. The performance of AFDM is similar to that
of OTFS, with slightly lower BER and channel parameter MMSE at higher SNRs.

Xiao et al. [159] develop an AFDM sensing method utilising prior knowledge of the
channel delay profile. This method assumes the number of resolvable paths as well as
the relative delays between resolvable paths are known, and that there is a single tar-
get. This information is leveraged to estimate the target parameters under the assump-
tion that their statistical distributions follow a Nakagami-m distribution. The proposed
method is shown to leverage Non-Line of Sight (NLoS) path information, leading to
a lower estimation error, unlike the comparison algorithm, and is more robust to in-
correct information. The performance of the proposed method is more vulnerable to
degradation caused by increases in target velocity.

A super-imposed pilot method is proposed [160] for AFDM monostatic ISAC and
bistatic channel estimation. Channel estimation is performed by an MMSE algorithm,
whilst target parameter estimation is achieved by implementing a TD compensation-
based correlation method. The pilot symbols used are Zadoff-Chu sequences. The
results presented show that the proposed system can outperform other AFDM pilot
methods, including the method from [161]. Unlike the pilots from [161], the proposed
pilot arrangement performance does not significantly deteriorate when large delays
are present. The proposed pilot arrangement also leads to a lower probability of incor-
rect detection than the pilot method from [161]. No comparison method is offered to
illustrate the target parameter estimation error performance.

Luo et al. develop an AFDM ISAC system [120] for a mixed near-field and far-field en-
vironment. The authors assume that a symmetrical ULA antenna with an odd number
of elements is used, and that the number of targets is known. A tensor representa-
tion of the received signal without AWGN is formulated. This representation is than
rewritten as a multiplication of submatrices using CANDECOMP/PARAFAC decom-
position. Each submatrix contains information on different target parameters.
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The AoD is directly obtained from the decomposition. The AoA is calculated using
the covariance matrix of the estimated AoA vectors generated by the CANDECOM-
P/PARAFAC decomposition. This mitigates the effect of the coupling of AoA and
distance due to the spherical shape of the near-field transmitted signal. A MUSIC al-
gorithm can be used to extract the AoA, but an optimisation problem is formulated
to reduce the complexity of this operation. 1D pulse compression is used to obtain
the integer parts of the delay and Doppler indices. An iterative 1D golden section
search method is implemented for fractional index estimation. The fractional delay and
Doppler indices are estimated separately. The authors also derive the CRLB of this sys-
tem. The complexity analysis of the estimation algorithms is given, but the complexity
of these algorithms is not compared to the complexity of the alternative methods that
are claimed to be more complex.

No comparison to OFDM or OTFS sensing is provided, but the proposed sensing
method is only applicable to AFDM. The AoD estimation method approaches the
CRLB, and exhibits a much lower normalised MSE than the comparison MUSIC and
orthogonal matching pursuit methods over the SNR range considered. This is due to
the performance of the novel method not being limited by the resolution and num-
ber of antennas of the system to the same extent as the comparison methods. The
AoA estimation method approaches the CRLB, and exhibits a much lower normalised
MSE than the comparison far-field and subspace methods. As this work considered
a mixed near-field and far-field environment, the performance of the far-field method
is compromised. The results show that the proposed delay and Doppler estimation
algorithm only requires a maximum of three iterations to reach its error floor. The pro-
posed method’s normalised MSE is close to the CRLB, similar to the approximate ML
comparison method with the finest grid resolution, and much lower than that of the
comparison compressed sensing method. The complexity of the proposed method is
≈ O(104), whereas the approximate ML at the finest resolution is ≈ O(1012).

The effect of c1 on the channel gain phase estimation performance of AFDM is analysed
in [121]. Sensing is performed using multiple AFDM symbol slots, and the system
assumes integer Doppler indices. The BER is shown to be at its lowest when c1 is set
to the optimum value that maximises the diversity order [149, 155, 156]. The results
show that the CRLB is at is lowest when c1 = 0, which is the special case where AFDM
becomes OFDM. This conference is limited in scope, as it does not consider the CRLB
of the channel gain magnitude, of the delay , and of the Doppler shift.

A sensing method for AFDM is developed in [162]. Hierarchical sparsity, defined in
[163], of the channel matrix is assumed, with integer Doppler indices. The pilot-based
sensing method from [154] is used as to obtain the set of receive signal vector used for
estimation. This method allows for a lower sampling rate than the chirp subcarrier
spacing, hence reducing complexity. A compressed sensing algorithm from [163] that
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takes advantage of hierarchical sparsity is implemented for delay and Doppler estima-
tion. The results show that sensing estimation MSE of AFDM is similar to that of OFDM
and OTFS, but with a significant reduction in pilot overhead, as well as a reduction in
the sensing sampling rate.

2.6 Frequency IM ISAC

There does not appear to be many publications on the subject of frequency IM ISAC.
Some publications focus on IM-OFDM. Combining IM and OFDM has the potential to
increase implementation and energy efficiencies, robustness to interference and noise,
and therefore improve the communication BER performance [116]. IM-OFDM parti-
tions the OFDM subcarriers into groups, with a subset of the subcarriers in each group
being activated. The activated subcarriers transmit signals, with the indices of the acti-
vated subcarriers also conveying information.

The IM-OFDM structure leads to a condition in which IM-OFDM communication can
always outperform OFDM: for an Γ-QAM/PSK OFDM system where each transmitted
signal has an average power of 1, the IM-OFDM system should have Γ subcarriers
with Γ − 1 activated subcarriers in each group. This allows the IM-OFDM system to
use Γ-QAM/PSK, which maintains the throughput of the OFDM system, with each

transmitted signal having an average power of
√

Γ
Γ−1 .

The primary issue caused by IM-OFDM for ISAC is the lack of a signal transmitted on
certain subcarriers, as this creates “holes” in the reflected signal from a sensing target.
There have been different methods proposed to mitigate this issue.

One method is to use compressed sensing as in [164]. The transmitted signal is a typ-
ical IM-OFDM signal. The communication information embedded in the transmitted
signal is then removed from the received signal. The resulting matrix is then formatted
to remove the deactivated subcarriers, producing the matrix B. A compressed sensing
problem is then formulated. The assumption is that a processed matrix for all subcarri-
ers R multiplied by a reduced DFT matrix would produce the matrix B. A compressed
sensing algorithm is then applied to interpolate R from B and the reduced DFT matrix.

This method leads to a slightly poorer sensing performance than OFDM sensing, but
maintains the improved communication performance of IM-OFDM over OFDM.

A second method is to use frequency-agile radar in conjunction with IM-OFDM com-
munication, as proposed by Sahin et al. [116]. In this system, radar signals are sent over
some of the deactivated communication subcarriers, according to the activated commu-
nication subcarrier indices. The system ensures that there is at least one null subcarrier
per group of subcarriers. Two Golay complementary sequences are transmitted over
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the radar signals per time slot, with each radar signal comprising of a single element of
one of the sequences. Low-density parity check codes are also implemented.

Unlike many other references, [116] considers bistatic sensing. This allows the com-
munication receiver to use the radar signal for channel estimation. A null subcarrier
estimation-based method is used for sensing. The system determines the null subcar-
rier(s) in each group, which allows it to identify the communication and radar subcar-
riers, following the activation pattern of the system for given subcarrier indices. Delay
and Doppler estimation is performed similarly to conventional OFDM sensing, with all
non-radar subcarriers set to 0.

Two communication decoding methods are applied. The first is the null subcarrier
estimation-based decoding used for sensing. The communication symbols are then de-
modulated using conventional methods. The second communication decoding method
is an ML-based decoding method. This decoding algorithm considers all possible com-
munication and radar subcarrier combinations, and selects the most likely one.

Two comparison system are presented. The first is a similar IM-OFDM system utilising
irregularly spaced pilot symbols for channel estimation, and the second is a JCR OFDM
system with comb-type pilots. The channel is estimated through linear interpolation
between the pilot symbols. The maximum delay of a target is less than the length of
the cyclic prefix of the OFDM signal.

The comb-type pilot OFDM scheme exhibits periodicity in the range estimation, which
limits its maximum detectable range. This is not present in the proposed IM-OFDM
scheme. The OFDM and IM-OFDM interpolation channel estimation systems both ex-
hibit similar radar MSE performances over the SNR range considered. The IM-OFDM
radar-based channel estimation system has a much lower radar MSE than the other
systems. As the number of moving targets is increased, the radar MSE performance for
all of the systems increases.

For the OFDM system, a parity checking rate of 0.5 yields a lower BER than no parity
checking, which has a lower BER than a rate of 0.75. A similar trend is seen at high SNR
for the radar-based channel estimation with ML decoding IM-OFDM system. At lower
SNR, the BER for the parity rate of 0.75 is lower than the BER for the uncoded signal.
The null subcarrier-based decoding has a higher BER than the ML-based decoding over
the range of SNR considered. The interpolation-based IM-OFDM system has a higher
BER than the radar-based IM-OFDM system.

When there are one moving and two stationary targets, the OFDM system has a similar
BER performance to the radar-based IM-OFDM system for a parity rate of 0.5. When
the number of moving targets is increased, the BER of the OFDM system is greater at
higher SNR than the radar-based IM-OFDM system, whose BER performance remains
unaffected, for a parity rate of 0.5.
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Future development of the proposed scheme will focus on its generalisation for dif-
ferent subblock and active subcarrier numbers. The method in [116] does not fully
integrate sensing and communication, which can leads to larger hardware costs, as two
separate types of signals are transmitted.

Alternative systems using frequency IM for ISAC have also been investigated. [165]
uses circularly-shifted chirps based on the DFT-s-OFDM structure in conjunction with
IM and PSK modulation for ISAC. The chirps are sent along frequencies dictated by the
subcarrier indices. The transmitted signal is similar in structure to an IM-OFDM signal,
with the signal on the activated subcarriers being chirps with embedded PSK symbols
created through frequency domain spectral shaping. No comparisons are made with
conventional OFDM ISAC.

Another system that incorporates frequency IM for ISAC is [166]. This system uses
carrier agile phased array radar for sensing, whilst communicating using frequency
and space IM. The available frequencies are divided into subcarrier groups, with the
frequencies each antenna transmits being dictated by the frequency and space indices.
This allows the radar functionality to be unimpeded by addition of the communica-
tion data, with the inherent randomness of communication data being exploited by the
system. The throughput of this system remains much lower than if communication
waveforms where used. A companion paper [167] to [166] considers the case where
the system is only used for sensing. The results in [167] show that the system’s sens-
ing performance is lower than that of Frequency-Agile Radar (FAR) in all considered
conditions.

The system in [168] considers the combination of IM and of the Frequency-Diverse
Array (FDA) radar, with the addition of phase modulation applied to the transmitted
radar signals. The introduction of IM leads to higher sidelobes in the beampattern used
for range estimation, but it is shown to have no significant effect on the beampattern
harnessed for angle estimation. The CRB of the proposed system is also shown to be
lower than that of traditional FDA radar systems.

The authors of [70] develop a general FH MIMO model for ISAC, which can be tuned
for harnessing multiple communication strategies. These are conventional data modu-
lation, such as QAM or PSK, IM, and FH code selection. The transmitted signal is split
into separate matrices, each representing a specific communication signaling strategy.
The pair of hybrid communication strategies considered are the combination of PSK
and FH code selection, as well as the combination of FH code selection and IM. The
BER of the hybrid schemes constitutes a middle ground between the BER of the indi-
vidual constituent signaling strategies. The sidelobe levels of the hybrid schemes are
dominated by the highest sidelobe levels of the component signaling strategies. This
leads to a trade-off between the communication throughput and sensing performance.
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IM can also be implemented in conjunction with FAR. The authors of [31] undertake
a numerical evaluation of OFDM and IM-FAR, under Rayleigh fading and without
interference whilst ensuring that both systems have the same throughput. Their results
show that both systems have a similar sensing MSE performance, with OFDM having
a significantly superior BER performance over IM-FAR. The authors mention that the
IM-FAR sensing performance would be greater than OFDM when there are multiple
devices, as IM-FAR has a low mutual interference, as mentioned in [167].

2.7 Example ISAC Research Directions

2.7.1 Non-Orthogonal Multiple Access ISAC

As the number of connected devices is predicted to increase, the pressure on the avail-
able resources will naturally increase. To increase the number of devices serviced by
the limited resources, new multi-user methods need to be developed and implemented.
Many implemented systems utilise orthogonal access methods, such as Orthogonal
Frequency-Division Multiple Access (OFDMA), but these present hard limits on the
number of connected devices, imposed by the resources available. In contrast, NOMA
methods allow a greater number of devices to be serviced for the same amount of re-
sources, as they are not limited by the orthogonality requirement. This comes at the
cost of increased interference between devices, due to the lack of orthogonality.

Mu et al. [169] develop a NOMA aided joint radar and multicast-unicast communica-
tion system. Multicast communication refers to communicating with both radar and
communication users, whereas unicast communication refers to communicating with
communication users only. Two methods are presented. The first is a beamforming-
based approach for a single pair of communication and radar users. Separate beam-
formers are used for multicast and unicast transmission. The beamformers are opti-
mised to maximise the communication rate for unicast transmission, whilst ensuring
a minimum sensing and multicast performance. This method is used as a baseline for
the second one. The second method is a cluster-based approach, using a single beam-
former for both unicast and multicast per communication and radar user pair. The
optimisation problems for both methods maximise the unicast rate given sensing and
multicast constraints. These problems are non-convex, hence convex approximations
are generated and solved. Successive interference cancellation is employed to reduce
the inter-signal interference.

These methods are compared to a Time Division Multiple Access (TDMA) system,
which uses TDMA to transmit the unicast and multicast signals, and a system that
employs separate beamformers for unicast and multicast transmission, but uses both
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beamformers for radar user detection, without successive interference cancellation be-
ing employed. The unicast rate of the proposed systems decreases as the multicast rate
requirement is increased, and is higher than that of the TDMA scheme. It is indicated
that a time allocation ratio of 0.5 has been applied, but the mechanism for this allocation
is unclear. Consequently, this may not be an optimum arrangement for each minimum
multicast rate requirement. As the beam pattern mismatch threshold is increased, the
unicast rate increases for the beamforming-based and TDMA schemes, whilst it re-
mains constant for the combined beamforming scheme. It is unclear whether the com-
bined beamforming scheme lacks a beamforming mismatch constraint, or whether the
lack of successive interference cancellation is the cause of the difference in response.

For the TDMA and cluster-based schemes, the total unicast rate increases as the num-
ber of radar and communication pairs increases from 2 to 3, before decreasing as the
number of pairs further increases. This is deemed by the authors to be a characteris-
tic of the increasing spatial degrees of freedom experienced for a low number of user
pairs, accompanied by the escalating inter-user interference, when more user pairs are
introduced. This in turn leads to a smaller fraction of power being allocated to unicast
communication. However, the sensing performance is not investigated in this paper.
A disadvantage of the beamforming-based scheme is that it requires two beamform-
ers per user pair, hence potentially resulting in an excessive complexity, when multi-
ple user pairs are considered. An advantage noted in the paper is that the proposed
schemes have much higher unicast rates than the benchmark schemes.

Another NOMA ISAC system is considered in [98]. The results presented show that
when the system is underloaded, NOMA has a lower combined communication and
sensing performance than the comparison conventional ISAC model when there is low
spatial correlation. When there is high spatial correlation, or when the system is over-
loaded, the NOMA system outperforms the comparison system using the same metrics.

2.7.2 Reconfigurable Intelligent Surface Aided ISAC

The propagation of signals is often blocked by the objects in the environment, leading
to a lack of LoS paths. However, many estimation algorithms harnessed for sensing
require LoS propagation. As a remedy, Reconfigurable Intelligent Surfaces (RISs) can
be harnessed to improve the service for users roaming in complex NLoS environments.
Some RISs are purely passive, only modifying the phase of the reflected signal. The
more complex active RISs are also capable of manipulating the amplitude of the signals
for the sake of enhancing the performance attained.

Hybrid active and passive sensing is being considered for ISAC [41]. This refers to sys-
tems that utilise active and passive methods of sensing, such as active and passive RIS,
in addition to more typical sensing methods. [129] investigates the use of passive RIS to
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reduce the multi-user interference introduced by DFRC systems. The DFRC waveform
and RIS phase shift matrices are determined to minimise the multi-user interference.
This is further developed in [130] with constant modulus and CRB constraints.

The combination of active and passive RIS elements for ISAC is proposed in [131]. The
active elements contain amplifiers, in addition to the phase shifters present in passive
RIS elements. The transmit beamformers and the RIS coefficients are optimised to max-
imise the worst case target illumination, given constraints including communication
SINR.

[132] considers the issue of security in RIS-aided DFRC with multiple eavesdroppers,
where the sensing targets are considered to be potential eavesdroppers. Artificial noise
is introduced to reduce the sensing target SINR, as in [99, 100].

A sensor-aided passive RIS solution is presented in [170]. The RIS is composed of three
main elements: reflectors, radar sensors and energy harvesters. The sensing signal is
either wirelessly transmitted by the RIS to the BS or conveyed through a direct physical
connection. The energy harvesters harness a fraction of the impinging energy to power
the RIS.

Three different transmission protocols for reflector and energy harvester elements are
considered, with the location and number of radar sensor elements remains constant.
The first protocol is “Element-splitting”, where different elements are used for different
functions. The second protocol is “Time-splitting”, which is similar to TDMA, where
elements are used as reflectors or energy harvesters at different time slots. More com-
plex hardware is required compared to “Element-splitting”, as the elements need to be
capable of performing two functions. The last protocol presented is “Power-splitting”,
where the reflector and energy harvester elements are evenly spread throughout the
RIS, with the proportion attributed to each function being variable. Again, this is a
more complex protocol than the “Element-splitting” version.

RIS can be used for NLoS sensing, and to supplement LoS sensing. Sensor-aided zero-
energy RIS has been shown to reduce the CRB of RIS sensing. Three different opti-
misation ideologies are presented. The first is the placement of a single function as
the objective function, and the other functions are constraints in the optimisation prob-
lem. The second is the creation of objective functions for the three functions, and rank-
ing them according to priority, while optimising each objective function in series. The
third optimisation is the insertion of all three functions into a new composite objective
function. It is more complex to generate and to optimise, but could lead to a superior
performance.

The authors in [171] consider beyond diagonal RIS, where the reflection/scattering ma-
trix has non-zero elements off the diagonal. Allowing the reflection matrix to be non-
diagonal permits greater flexibility in optimising the RIS phase shifts. The addition of
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the weighted communication and sensing SNRs is the objective function. As a result,
a more complex algorithm is required to solve this problem compared to one with a
diagonal reflection matrix constraint. Their results show that using a non-diagonal re-
flection matrix increases the communication and sensing SNRs compared to diagonal
reflection matrices.

In [172], the authors introduce the combination of ISAC with symbiotic radio utilis-
ing RIS to improve the backscatter. The symbiotic radio is comprised of primary and
secondary systems. The primary systems actively transmit, whilst the secondary sys-
tems transmit secondary data, such as propagation environment data, via backscatter.
The backscatter transmission absorbs a portion of the energy of a received signal, then
utilises the absorbed energy to transmit a modified version of the received signal. In the
scenario considered by the authors, the backscatter includes additional sensing infor-
mation produced by the sensors on the RIS. The symbol period of the backscatter signal
is many times longer than that of the primary signal. The primary system is a BS, which
transmits communication and sensing signals, and performs sensing parameter estima-
tion in full-duplex. The authors assume any self-interference caused by the full-duplex
operation is sufficiently mitigated. The additional information on the backscatter sig-
nal is modulated using BPSK. The communication user first demodulates the BS signal,
then uses successive interference cancellation to estimate the encoded backscatter infor-
mation.

An optimisation problem is proposed in which the objective function is the sum rate
of the user, with the RIS backscatter information and BS sensing SNRs as constraints.
The variables to optimise are the BS sensing receive beamforming vector, the BS com-
munication and sensing transmit beamforming vectors, and the RIS reflection/phase
shift matrix. As this is a complex problem, each set of variables is iteratively optimised,
following the order in the previous paragraph using a block coordinate descent algo-
rithm. The sum rate of the proposed method is significantly higher than that of the
comparison scenarios where the RIS phase shifts are randomly generated, or where no
RIS is present. The sum rate of the proposed method is slightly lower than that of the
scenario where the BS only transmits a communication signal, and performs sensing
only with this signal. The advantage of the proposed method over the communication
signal only method is that the beampattern is more evenly spread between communi-
cation users and sensing target, allowing for a higher sensing SNR. The authors do no
present any sensing results to show the impact of this beam-pattern difference on the
sensing performance.

ISAC is considered with NOMA communication in [173]. The NOMA method em-
ployed is power domain NOMA, where there is a difference in power between trans-
mitted signals. Successive interference cancellation is utilised to remove the interfer-
ence of the stronger signals on the weaker ones. This work considers public and covert
information transmission, where the covert signal is the weak one, and the public signal
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is the strong one. The users receive the signal from the BS as well as the reflected signal
from the RIS. The objective is to maximise the rate of the information transmitted to
the covert user whilst ensuring that the covert information cannot be decoded by other
users in the area. The public transmission rate, the sensing SNR, and the probability of
the covert information being decoded are the constraints.

The optimisation problem assumes that the eavesdropping user has imperfect CSI. The
beamforming vector for the public and covert transmission and the RIS reflection coeffi-
cients are the variables to be optimised. The algorithm proposed alternates between op-
timising the beamforming vectors and the RIS reflection coefficients. The results show
that increasing the total transmit power and/or the number of RIS elements increases
the covert information rate. Also, the covert information rate with the optimised RIS
reflection coefficients is higher than when the RIS reflection coefficients are randomly
generated. However, no alternative optimisation method is presented for comparison.

The authors of [104] consider NLoS sensing, and the users receive the signal from the
BS as well as the reflected signal from the RIS. Active RIS is considered, where the RIS
can amplify the reflected signal. A common signal is sent to the users, as well as a
private signal sent to each individual user only, in addition to a radar signal sent to
each sensing target. The RIS contains sensors, which detect the radar echoes from the
targets and perform sensing parameter estimation. Each individual signal has its own
beamforming vector associated with it, and assumes perfect successive interference
cancellation to mitigate the interference of the signal from the BS on the signal reflected
from the RIS.

The authors generate an optimisation problem to maximise the minimum sensing
SINR, subject to the secrecy rate, security outage probability, and power constraints.
The beamforming vectors and RIS reflection coefficients are the optimised variables.
The proposed algorithm iterates between beamforming vector optimisation and RIS
reflection coefficient optimisation. The results show that the beampattern produced
has stronger peaks in the direction of the targets compared to a passive RIS sensing
method. The minimum SINR of the proposed system is higher than that of the passive
RIS method and a comparison method taken from the literature, where the sensing
echo is reflected from the RIS to the BS for sensing parameter estimation. The addi-
tional propagation from the RIS to the BS leads to a additional attenuation imposed on
the sensing echo, and hence seems to be a somewhat tenuous comparison. Neverthe-
less, this highlights the advantage of the RIS performing target estimation, but at the
cost of additional resources at the RIS. As the secrecy rate constraint is increased, the
minimum sensing SINR is reduced.
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2.7.3 Low Earth Orbit aided ISAC

To increase spectrum coverage, LEO satellites are being considered [114, 133, 134, 174–
176]. These systems have higher latency than terrestrial systems due to the increased
propagation distances [133]. This leads to statistical channel information being used,
since immediate channel information cannot be readily obtained. [133] also takes into
account the effects of beam squinting. Communication and atmospheric sensing using
THz waveforms in LEO systems is considered in [134]. CSS modulation is used, and is
shown to outperform PSK modulation.

In [176], the combination of communication, remote sensing, and navigation using mul-
tiple clusters of LEO satellites is discussed. This combination is anticipated to offer
improvement for vehicular transport, such as more accurate navigation based on the
current road and traffic conditions, and improving the speed of the detection of emer-
gency situations, such as accidents, in rural areas. The sensing is performed using
synthetic aperture radar, which utilises multiple sensing images from different satel-
lites in a given cluster throughout their orbit to build up a high resolution image of the
target area. The authors describe four levels of integration of communication, sensing,
and navigation: function-level, signal-level, data-level, and application-level. These
are defined as follows:

• Function-level: where the different functionalities are present on each satellite,
but function independently. The focus is on the management of the different
functionalities.

• Signal-level: where a single waveform is used for the three functions, but the data
of each function is only used for that given function, and is not shared between
functionalities. The focus is on the waveform design and generation.

• Data-level: similar to signal-level, but with the data shared among all the func-
tionalities. The focus is on using the combined data sets to further optimise the
waveform and detection/estimation models.

• Application-level: where the functionalities are used to support the tasks under-
taken by the vehicles, rather than meet pre-determined performance goals. It is
data-level integration expanded to consider what is required by the vehicles on
the ground, with the performance requirements changing over time depending
on the vehicle’s task.

A simulation example is provided to show the improvements presented by function-
level and signal-level integration compared to no integration. Increasing the integra-
tion increases the communication, navigation and remote sensing performance. Sug-
gested future research areas include satellite constellation design, satellite association
optimisation for ISAC, and resource management.
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An ISAC system for LEO satellite communication and sensing utilising Orthogonal
Delay-Doppler Division Multiplexing (ODDM) is designed in [114]. ODDM is a DD
waveform that was first introduced in [177], which is configured to ensure orthogo-
nality between DD elements. Synthetic aperture radar is utilised for remote monostatic
sensing by the satellite communicating to the users and sensing the environment on the
ground. Each synthetic aperture focuses on a part of the satellite coverage area. There
are time slots set for downlink transmission and sensing, and time slots set for uplink
transmission.

In the first frame, a sequence of Zadoff-Chu pilot symbols, guard symbols, and control
data symbols are transmitted. The subsequent frames transmit the data. MMSE chan-
nel equalisation is employed. ODDM’s orthogonality reduces the complexity of MMSE
equalisation, as the matrix inverse can be calculated using the Hadamard division. The
sensing estimates are used to adjust and update the range estimate of the satellite to
the users. The proposed method has the second lowest complexity of the benchmark
channel estimation methods, whilst exhibiting the lowest PAPR of the more complex
methods. The MSE of the proposed method is lower than that of the benchmark meth-
ods, while the BER of the ODDM modulation presents a 2 dB gain over the equiva-
lent OFDM scheme, for both uncoded and coded transmission. This proposed method
leads to a higher PSLR for range estimation than the benchmarks, but a similar PSLR
for azimuth estimation. This proposed framework is implemented and validated in an
experimental setting.

A bistatic sensing OFDM system is implemented in [175]. The transmitted signal from
the satellite is reflected by the environment and received by UAVs, which perform the
sensing parameter estimation. The satellite and the UAVs also communicate with each
other. The authors assume the Doppler shift imposed on the communication signal by
the satellite orbit is known, and that the satellite orbit and location, and the UAV loca-
tions, are also known. They assume the signals received by the UAV are synchronised
with each other, whilst the transmitter on the satellite is not assumed to be synchro-
nised with the receiver on the UAV. They also assume that the communication signal
from the satellite to the UAV only consists of LoS propagation, and that the interference
from the communication signal from the satellite to the UAV on the sensing signal is
mitigated, and hence is not considered.

To produce the sensing image, range compression is performed by a Matched Filter
(MF) method using the reconstructed communication information, and a back projec-
tion algorithm is employed for azimuth compression. The authors formulate an optimi-
sation problem to achieve the largest image resolution by determining the optimal UAV
velocity. The timing and carrier frequency offsets are determined by self-correlation of
the reconstructed communication signal. The estimated timing and carrier frequency
offsets are used as references to mitigate the effects of timing offsets and carrier fre-
quency offsets on the sensing estimates.
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In order to reduce the ambiguity in the sensing image, a 5G positioning reference sig-
nal consisting of a QPSK-modulated pseudo-random Gold sequence is inserted into the
satellite transmit signal in a comb structure. The results shows a 61 % improvement in
the resolution when the UAV velocity is optimised. The range resolution, image qual-
ity, and position estimate of the proposed synchronisation method approach that of the
perfect synchronisation case, and outperform the benchmark method that estimates the
offsets only through demodulation. When the communication SNR is above a thresh-
old (−22 dB in the case simulated), the MSE of the time and phase offset estimations
reach and follow the CRLB. No comparison method is shown for the MSE curves. The
ambiguity suppression method is shown to suppress ambiguity, but is not compared
to another method. The methods are then experimentally validated.

A study of satellites sensing, and communicating with, aerial terminals is presented
in [178]. A combination of sensing and extended Kalmann filters is used to predict the
location of the aerial terminals to reduce the signalling overhead and improve beam-
forming. The authors assume that the satellite has the same number of transmit and re-
ceive antennas. The delay and Doppler estimation is done using an MF method, whilst
the estimated AoA is calculated using the delay and Doppler estimates. The channel
is assumed to only contain LoS propagation. The beamforming optimisation problem
is formulated with the transmission rate as the objective function, and the x-axis and
y-axis AoA CRLBs as constraints.

This problem is then reformulated to reduce the optimisation complexity. A branch-
and-reduce-and-bound algorithm is employed to solve this problem. A sub-optimal
problem is also formulated, which is less complex to solve, and a lower complexity
method is proposed to solve it. A long list of beamforming algorithms are then com-
pared. The two proposed methods exhibit a tracking performance and CRLBs that
are slightly inferior to those of the higher-complexity optimal benchmark method, but
outperform most other methods to which they are compared. The proposed lower
complexity method results in only a small performance degradation compared to the
proposed higher complexity method.

[117] presents work on a satellite constellation structure which comprises of one central
satellite, surrounded by many auxiliary satellites. The central satellite does not transmit
to the ground, but only communicates with the auxiliary satellites using inter-satellite
optical links. It assumes the optical links transmit information at a high enough rate to
not limit the system’s performance. All satellites use the same spectrum for transmis-
sion, and the transmit signal from each satellite is the addition of the communication
signal and a TD location sensing waveform. Both communication and sensing signals
are used for sensing, and the sensing waveform supplements the sensing capabilities
of the communication signal.
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The authors assume the user’s equipment and the satellites apply techniques to mit-
igate the delay and frequency offsets. Some references to publications of such tech-
niques are given, but no information on the techniques were provided. The achievable
transmit rate is used as the communication metric, and the sensing echo received by the
auxiliary satellites are transferred to the central satellite for processing. A ML method
is used to estimate the target reflection coefficient and a particle swarm optimisation
algorithm, based on bird swarm feeding behavior, is used to estimate the target coor-
dinates, as this is less complex than ML. The authors derive the CRB of this estimation
algorithm. The optimisation problem is defined as the minimisation of the CRB for the
given power and individual user communication rate constraints. The variables are
communication beamforming vectors and sensing waveforms.

The objective function is reformulated, and iterative approximations of the maximum
eigenvalue of the non-convex objective function are used to create successive convex
approximations of the objective function. The solution of each iteration can be calcu-
lated following a provided equation. A second optimisation problem with the commu-
nication rate as the objective function and the CRBs as constraints is also given. The
problem is reformulated as a convex problem, which the authors state can be solved
using standard convex methods by adding a penalty function.

The complexity analyses of the particle swarm estimation algorithm and the sensing
objective optimisation problem are given. The sensing algorithm is shown to exhibit a
significantly lower CRB than the comparison communication and sensing methods. A
pure sensing method that disregards the communication rate constraint still exhibits a
lower CRB than the proposed method, demonstrating the trade-off between commu-
nication and sensing performance. Increasing the number of antenna elements (both
receive and transmit) decreases the CRB, as does increasing the total power available.
However, increasing the power reduces the performance improvement derived from
increasing the number of elements on the antennas. It is noted that the proposed sens-
ing algorithm has a similar RMSE performance to an ML method with a grid size of
0.001 m, whilst having a much smaller computational complexity.

2.8 Summary of Literature Review

The literature review has sought to provide background and context to the combination
of sensing and communication. The concept of combining communication and sensing
has been understood and exploited since the earliest use of radio. Early systems were
basic directional sensing of communication signals, or data added to directional sig-
nals for identification and meteorological information. Development was rapid, with
bi-directional communication added, flight control information, landing controls, and
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anti-jamming systems. The modern understanding of ISAC, using digital signal pro-
cessing, dates back to the 1960s.

The efforts that have been invested show that there is an essential and increasing need
for this technology, because of limited energy and spectral resources combined with
an exponential growth in the predicted number of devices and the step change that is
occurring in their functionality. An example of the latter is the move from sensing and
communication functions that assist in a vehicle’s control and operation to a system
in which the vehicle represents one component of a network of integrated devices, all
operating and controlled without human intervention.

The literature review includes a range of general papers, which are in themselves, sur-
veys of other published work. These provide a convenient and focused overview of the
subject. These illustrate that there has been quite extensive discussions and proposals
on a wide range of potential directions for this research.

The actual work has been shown to be somewhat more limited, primarily comprising
theoretical simulations of specific proposals, generally very restricted in their applica-
tion, and severely constrained by their assumptions. Published results tend to present
a restricted view on the relative performance of different methodologies, frequently
leading to conclusions that have limited general applicability. Consequently, caution
will need to be applied in using these results to extend the work in specific directions
which may not align precisely with the published work.

An example of this is where comparisons are made between proposed systems and
others from literature, in which the proposed systems are optimised for the specific
problem considered, and the systems from literature do not appear to be similarly op-
timised. It is understood that this occurs because the authors wish to ensure that the
systems have a common input data set, but this is not necessarily representative of how
each individual system would be applied in a practical application. This is illustrated
in the literature review when similar methodologies occur in multiple publications, but
their relative performance is inconsistent.

Even rarer is real experimental data to support simulation results. Nevertheless, the
few examples that do exist support the conclusion that the combination of communi-
cation and radar has great promise in providing enhancements to both functions as a
consequence of their integration, as well as peripheral benefits such as reduced power
consumption and reduced system size and weight.

It is observed that there are almost as many different metrics as there are proposals.
This adds to the difficulty in drawing specific comparisons. There may be benefit in
the development of a targeted set of metrics that are broad enough to cover all aspects
of the field, whilst at the same time providing some consistency in quantifying per-
formance. It is appreciated that this could be viewed as excessively restrictive in such
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a young field, and thus perhaps this could take the form of a test suite rather than
specific metrics. This would permit comparison on common problems of proposed
systems with other optimised systems.

This leads to a philosophical question about the direction of development in this field.
The reviewed work seeks to quantify the capabilities of their various systems, but it
could be proposed that there is a need to define the requirements towards which these
systems must be developed. A suitable test suite could be a means to define these goals
in a consistent and coherent manner.

Papers are included to consider the two fundamental approaches to this problem, that
is using radar waveforms for communication or communication waveforms for radar.
It would be hoped that a literature review could identify which of the two approaches
would give the best overall performance. Unfortunately, for the reasons noted above,
this is difficult to do. Using radar waveforms for communication appears to be limited
in applicability compared to the reverse, due to severely limited communication capac-
ity. This occurs because the focus of these systems does not permit any compromise
on sensing performance. The radar only systems used for comparison for systems in
which a communication waveform is used for sensing do not appear to be defined us-
ing existing state of the art radar. This leads to a mismatch when comparing the two
approaches.

In conclusion, this field is likely to be a fundamental component in the development
and exploitation of the future IoT environment. The existing work provides a sound
and reasonably comprehensive basis for the development of this topic, with the noted
caveats. The potential to show performance improvements in both sensing and com-
munication due to their combination is enticing and worthy of further exploration.
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Chapter 3

Index Modulation OFDM ISAC

3.1 Introduction

OFDM is a well established waveform used in 4G and 5G standards, with much of the
hardware in use supporting it. As the frequency subcarriers are orthogonal to each
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other at lower Doppler shifts, simple equalisation and sensing methods can be imple-
mented. Many propagation environments only contain users, objects, and targets that
move at low velocities, such as in dense cities, where the speed of vehicles is limited.
Hence, OFDM is likely to still play an important role in ISAC signaling in the next
wireless generations.

This chapter describes the first published part of the research undertaken, on IM-OFDM
ISAC [1]. FD IM reduces the TD PAPR of the OFDM signal, and increases the transmit
power on the activated subcarriers through power redistribution. Although the com-
munication performance of IM-OFDM has been characterised, little published work
has investigated its use for sensing. The sensing methods previously utilised function
either by inserting a separate sensing signal, or by accepting a sensing performance
equal to or lower than that of OFDM. The sensing method proposed seeks to embrace
the advantages of IM-OFDM to improve both the communication and sensing perfor-
mance relative to OFDM.

Literature reviews of OFDM ISAC, and of FD IM and IM-OFDM ISAC are presented in
Sections 2.5.1 and 2.6 of Chapter 2, and hence are not repeated here.

3.1.1 Motivation for the Proposed System

The objective is to develop an IM-OFDM ISAC system that outperforms an OFDM
ISAC system for both communication and sensing. As previously mentioned in Sec-
tion 2.6, the combination of IM and OFDM is potentially capable of improving both the
implementation and energy efficiencies, as well as the robustness to interference and
noise. These characteristics allows IM-OFDM to outperform OFDM based communi-
cation. Briefly, IM leads to an increased power on the activated subcarriers, which is
capable of improving the sensing performance. Given these promising features, IM-
OFDM is harnessed for ISAC applications.

The existing published work either inserts a radar signal into the deactivated subcar-
riers, thereby using a radar signal for sensing, or employs compressed sensing, which
leads to a lower sensing performance than OFDM ISAC.

Hence, a novel low complexity algorithm is proposed that collects observations of the
received signal to “fill in” the “holes” in the sensing data created by IM-OFDM, whilst
taking advantage of the increased signal power gleaned from activating fewer subcar-
riers. This occurs over multiple transmit frames, which delays the target estimation. As
OFDM sensing assumes low target velocities, this delay is shown to have a negligible
impact on the sensing performance of IM-OFDM.

The simulation results will demonstrate that an IM-OFDM ISAC scheme is capable of
outperforming its OFDM ISAC counterpart for both sensing and communication. The
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impact of block interleaving and of the modulation type on the sensing performance
are also discussed. Since IM-OFDM sensing removes the data from the received sig-
nal, block interleaving has no significant impact on the sensing performance, which is
validated through the simulation results.

Two modulation types are considered, PSK and QAM. As PSK maintains a constant
amplitude, the transmitted data has no significant effect on its sensing performance.
This is true, regardless of the modulation order. By contrast, varying the QAM modu-
lation order has a substantial impact on the system’s sensing performance, caused by
the increased number of possible amplitude levels, as the QAM modulation order is in-
creased. Due to this, sensing using PSK outperforms sensing with QAM at modulation
orders higher than 4, as BPSK and QPSK have the same constellations as 2-QAM and
4-QAM, respectively.

3.1.2 Contributions

TABLE 3.1: Contrasting on contributions to the literature

Topics
Papers [164] [165] [166] [116] [36] [12] [123] This work

Channel modeling
Doubly selective channel
model

X X X X

System
IM-OFDM X X X
Frequency IM X X X X X
Reduced PAPR compared
to OFDM

X X X X X X

Improved data efficiency
compared to OFDM

X X X X X

Combining multiple
observations for sensing

X

Results
BER and RMSE
improvements to OFDM
sensing whilst
maintaining throughput

X

Effect of block interleaver
on sensing RMSE

X

Effect of PSK and QAM
modulation on RMSE

X

This work’s contributions are contrasted with the literature in Table 3.1, and are de-
tailed below:

• A novel low complexity algorithm is conceived to “fill in” the “holes” in the
sensing data created by IM-OFDM, whilst taking advantage of the increased sub-
carrier power gleaned from activating fewer subcarriers. This allows IM-OFDM
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sensing to outperform OFDM, with a slight increase in delay. As OFDM sensing
assumes a low-Doppler environment, the impact of this sensing delay increase is
negligible.

• An analysis of the impact of block interleaving and QAM/PSK on sensing per-
formance.

3.2 System Model

This section presents the system model and its underlying assumptions. The system
considers point-to-point transmission between two communication devices, and mono-
static sensing of multiple targets.

It is assumed that there is no external interference during transmission. The CP is
assumed to be sufficiently long to avoid Inter-Symbol Interference (ISI), which is per-
fectly removed from the received signal at the receiver. The channel’s Doppler shifts
are less than a tenth of the subcarrier spacing, to correlate with other studies, but this
is not a limitation of this system, as a time and frequency selective channel is modeled.
For communication, integer delay indices are assumed, as discussed in Section 3.2.2.2,
along with perfect channel estimation.

For sensing, it is assumed that the self-interference between the transmit signal and
received echos is perfectly mitigated, and that there is a single LoS path between the
transmitter and each target, with the number and directions of the targets being known.
The self-interference is assumed to be mitigated by appropriate shielding, signal pro-
cessing methods, and/or an orthogonal signaling scheme (e.g. similar to TDMA). A
single LoS path is assumed, since the system operates in the mmWave band, where the
NLoS paths become attenuated to the extent that they are not significant for monostatic
sensing. The number of targets is assumed to be known, either through prior knowl-
edge, or by the use of a separate estimation algorithm, such as a generalised likelihood
ratio test [145, 146]. The directions of the targets are assumed to be estimated by a
separate method, for example by the popular MUSIC algorithm [39].

The block diagrams of the communication and sensing models are shown in Figures 3.1
and 3.2 respectively.

3.2.1 Transmitted Signal

To implement IM-OFDM, the M subcarriers of the system are partitioned into G subcar-
rier groups. Hence, each group contains M

G = MG subcarriers. For IM, MA subcarriers
are activated in each group at any given time, with MA < MG. Since the total avail-
able power is constant, additional power is allocated to the activated subcarriers when
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FIGURE 3.1: Block diagram of the communication model

FIGURE 3.2: Block diagram of the sensing model

fewer subcarriers are activated. Therefore, the ratio of power assigned to each acti-
vated subcarrier of IM-OFDM compared to an equivalent OFDM system having the
same throughput is MG

MA
.

The number of bits determining the activated subcarrier indices of a group is βG =

blog2CMA
MG
c, where b·c is the floor function, and CMA

MG
is the total number of permuta-

tions of MA in MG indices. Correspondingly, the number of possible subcarrier com-
binations used for IM within a group is CN = 2βG . The CN subcarrier combinations
are collected to form a set, expressed as CN ∈ ZCN×MA . On each of the activated
subcarrier, a Γ-PSK or Γ-QAM symbol is transmitted, with each symbol conveying
βΓ = log2(Γ) bits. Therefore, the total number of bits β transmitted per IM-OFDM
symbol is β = G (βG + MAβΓ).

In this IM-OFDM system, block interleaving is employed for distributing the activated
subcarriers from each group across the entire available bandwidth, dispersing the sub-
carriers across all groups. This minimises the probability that an entire group of subcar-
riers will experience similar fading, and hence increases the communication reliability.
Specifically, the block interleaving process is described as:

x̄∞, n[m̄GG + g] = x̄n[gG + m̄G] , (3.1)

where x̄n ∈ CM×1 is the vector of modulated data for the nth IM-OFDM FD symbol,
x̄∞, n ∈ CM×1 is the vector of modulated data after block interleaving, n = [0, ..., N −
1] is the IM-OFDM symbol index, with N being the number of IM-OFDM symbols
transmitted in a frame, m̄G = [0, ..., MG − 1] is the subcarrier index within a group, and
g = [0, ..., G− 1] is the subcarrier group index.
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After block interleaving, the IDFT is applied to x̄∞, n to determine the TD signals for
transmission, which is expressed as:

xn = F−1
M (x̄∞, n) , (3.2)

where xn ∈ CM×1 is the transmitted baseband TD signal, and F−1
M is the M-point IDFT.

Again, it is assumed that the CP is long enough to guarantee that there is no ISI be-
tween adjacent OFDM symbols. It is also assumed that it is perfectly removed from
the received signal, thereby having no detrimental effect on the system performance.
Consequently, the CP is not considered any further.

3.2.2 Channel Models and Received Signal

The transmitted signal is passed through a time and frequency selective fading channel,
as modelled in [179]. The DD representation of the fading channel is:

h̃(τ, ν) =
P−1

∑
p=0

h̃pδ(τ − τp)δ(ν− νp) , (3.3)

where τ is the delay, ν is the Doppler shift, p is the propagation path index, P is the
total number of propagation paths, τp is the delay associated with the pth path, νp is the
Doppler shift associated with the pth path, h̃p is the fading gain and path loss associated
with the pth path, and δ(·) is the Dirac delta function.

When sampled in the DD, the channel can be represented by the time-invariant fad-
ing gain and path loss h̃p, the delay index l, and the Doppler index k. The delay and
Doppler indices are defined as:

h̃p = φ̃pψ̃p , (3.4)

l = (∆ f M)τ , (3.5)

k =
N
∆ f

ν , (3.6)

where φ̃p is the fading gain associated with the pth path, ψ̃p is the path loss associated
with the pth path, and ∆ f is the subcarrier spacing.

The TD representation of the fading channel is therefore:

hm, n, p = h̃pej2πkp
nM+m−lp

MN , (3.7)

where j =
√
−1, m is the sample index, while lp and kp are the delay and Doppler

indices associated with the lth propagation path.
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The received TD signal yn ∈ CM×1 is expressed as:

yn[m] =
P−1

∑
p=0

hm, n, p xn[m− lp] + zn[m] , (3.8)

where zn is the complex AWGN, with mean µz = 0 and variance σ2
z , expressed as

N (µz, σ2
z ), and xn[m− lp] is the delayed transmitted baseband TD signal propagating

through the lth path, with xn ∈ CM×1.

When the delay indices of the propagation paths are assumed to be integers, the fading
channel and the received signal can be modelled as in (3.8). When this assumption is
discarded, the values of m, at which m − lp is an integer, no longer coincide with the
integer matrix indices. As matrices do not have fractional indices, the channel has to
be modelled differently. A portion of the fading channel is modelled in the FD, then
converted to the TD as follows:

xn[m− lp] =
1√
M

M−1

∑̄
m=0

x̄∞, n[m̄]ej2π
(m−lp)m̄

M , (3.9)

where m̄ is the subcarrier index.

The received TD signal becomes:

yn[m] =
1√
M

P−1

∑
p=0

hm, n, p

M−1

∑̄
m=0

x̄∞, n[m̄]ej2π
(m−lp)m̄

M + zn[m] . (3.10)

Equation (3.10) is more computationally demanding than equation (3.8), because for
each IM-OFDM symbol, ML IDFTs are taken, as opposed to having a single IDFT for
integer indices.

3.2.2.1 Sensing

For simplicity, having a single propagation path spanning from the source to the sens-
ing target is assumed, since the power of the scattered NLoS paths is considered negli-
gible compared to the power of the LoS paths. The fading gain φ̃p, sen and the path loss
ψ̃p, sen for the pth

sen target are:

φ̃p, sen = 1 , (3.11)

ψ̃p, sen =

√
c2

0γp

(4π)3 f 2
c R4

p, sen
, (3.12)

where (·)sen denotes a sensing variable, c0 is the speed of light, fc is the carrier fre-
quency, γp is the radar cross-section of target psen, and Rp, sen is the distance between
the sensing target psen and the transmitter. The total number of sensing targets is Psen.
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Given Rp, sen and the velocity Vp, sen of the pth
sen target, the delay τp, sen and Doppler shift

νp, sen of the pth
sen target are:

τp, sen =
2
c0

Rp, sen , (3.13)

νp, sen =
2 fc

c0
Vp, sen . (3.14)

The associated delay and Doppler indices are determined following (3.5) and (3.6).

3.2.2.2 Communication

The communication path loss is formulated as:

ψ̃p, com =

√
c2

0
(4π)2 f 2

c R2
com

, (3.15)

where (·)com denotes a communication variable, while Rcom is the distance from the
transmitter to the receiver.

The communication channel is assumed to have Pcom propagation paths, where the first
path of pcom = 0 is the LoS path, and the subsequent Pcom − 1 paths are NLoS paths.
Hence, following [179], the fading gains of the communication paths can be expressed
as:

φ̃p,com =


√

κ
κ+1 , if pcom = 0√

1
(κ+1)(Pcom−1)

ζl,com, if 0 < pcom ≤ L− 1,
(3.16)

where κ is the Rician K factor, and ζl, com is a complex Gaussian random variable having
a mean of µcom = 0 and a variance of σ2

com = 1, expressed as N (0, σ2
com).

As the signal transmitted along the LoS path is the first to arrive at the receiver, its delay
can be set to 0. The delays associated with the propagation paths for communication
are denoted as:

τp, com =

0 , if l = 0

τmax, comητ , if 0 < pcom ≤ L− 1 ,
(3.17)

where ητ is a random variable following a uniform distribution between 0 and 1, and
τmax, com is the maximum propagation path delay, defined as:

τmax, com =
Pcom

∆ f M
. (3.18)
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The Doppler shift of each communication path is:

νp,com =

νcom, if l = 0

νmax,com(ην − 0.5), if 0 < pcom ≤ L− 1,
(3.19)

where νcom is the Doppler shift of the communication receiver, νmax, com is the maximum
Doppler shift, and ην is a random variable following a uniform distribution between 0
and 1. The Doppler shift and maximum Doppler shift of the communication receiver
are:

νcom =
fc

c0
Vcom , (3.20)

νmax, com =
∆ f
N
d N

∆ f
νcome , (3.21)

where Vcom is the communication target velocity, and d·e is the ceiling function.

3.3 Object Sensing and Communication Signal Detection

This section describes the target detection and parameter estimation for sensing, and
the signal detection considered in communication. For both sensing and communica-
tion, the received TD signal yn is first converted to the FD before processing:

ȳn = FM (yn) , (3.22)

where FM is the M-point DFT.

3.3.1 Object Sensing

Following [12], when subcarrier orthogonality is assumed, the FD received signal can
be simplified to:

ȳn, sen[m̄] = x̄∞, n[m̄]
Psen−1

∑
psen=0

h̃p, sen

(
a(lp, sen)a(kp, sen)T

)
m̄, n

+ z̄n[m̄] , (3.23)

where m̄ = 0, ..., M− 1, n = 0, ..., N − 1, z̄n is the FD AWGN, while a(lp, sen) ∈ CM×1

and a(kp, sen) ∈ CN×1 are the delay and Doppler shift index steering vectors, respec-
tively, defined as:

a(lp, sen)[m̄] = e−j2π
m̄lp, sen

M , (3.24)

a(kp, sen)[n] = ej2π
nkp, sen

N . (3.25)
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Although this representation is used in this Section to describe the sensing method,
the simulations in Section 3.5 assume the channel model from Section 3.2.2, where the
subcarrier orthogonality is not assumed, and can be degraded at large velocities.

FIGURE 3.3: Example to illustrate the observation collection for M = 8, N = 4, MG =
4, MA = 1, and NCL = 5

The delay and Doppler shift information of the target can be determined from the re-
ceived signal, as long as there are signals transmitted on a sufficient number of sub-
carriers. However, IM-OFDM does not transmit signals on all subcarriers within each
time-slot, as seen in the bottom row of Figure 3.3, which leads to a lack of target in-
formation in the reflected signal. To mitigate this problem, an observation collection
matrix is constructed by collecting observations over NCL transmit frames so that most
of the missing subcarriers can be filled by signals. This is illustrated in Figure 3.3, for
an IM-OFDM system having 2 groups of 4 subcarriers, where 1 subcarrier is activated
in each group. Furthermore, each frame contains 4 IM-OFDM symbols, and 5 frames
are collected to form the time-frequency observation matrix for sensing.

To elaborate, in Figure 3.3, the top row depicts the matrix of collected observations
ȲCL ∈ CM×N filled with the newly received observations, once they become available.
The bottom row shows the individual observations of the 5 frames, each represent-
ing a time-frequency matrix ȲnCL =

(
ȳ0, nCL, sen, ȳ1, nCL, sen, ..., ȳN−1, nCL, sen

)
of a specific

frame. Prior to an observation matrix being collected, the modulated communication
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data symbols are removed from the received reflected signals by the transmitter, pro-
ducing the matrix ŪnCL ∈ CM×N , by relying on the operation expressed as:

ŪnCL = ȲnCL � X̄∞, nCL , (3.26)

where X̄∞, nCL = (x̄∞, 0, nCL , x̄∞, 1, nCL , ..., x̄∞, N−1, nCL ) are the data symbols for the nth
CL

frame, and � is the Hadamard division or element-wise division. When an element of
X̄∞, nCL is 0, the corresponding element of ŪnCL is set to 0.

Then, as a new observation matrix is collected, the matrix of collected observations
ȲCL in the top row of Figure 3.3 is updated with the new observation. If there is an
overlap between an existing and a new element of an observation, the oldest element
is retained. Once all observations over NCL frames have been collected, the delay and
Doppler indices of the targets are estimated from the matrix of collected observations
ȲCL. This is achieved, following [12], by applying the N-point DFT to the rows and the
M-point IDFT to the columns of the matrix of collected observations ȲCL, converting
the time-frequency ȲCL into the DD ỸCL ∈ CM×N :

ỸCL[l, k] =
1√
MN

P−1

∑
p=0

ψ̃p, senh̃p, sen

(
M−1

∑̄
m=0

ej2π
m̄(l−lp, sen)

M

)(
N−1

∑
n=0

ej2π
n(kp, sen−k)

N

)
+ Z̃CL[l, k] ,

(3.27)

where Z̃CL ∈ CM×N is the DD matrix of the time-frequency AWGN Z̄nCL � X̄∞, nCL

collected.

The modulus peaks of ỸCL are at ∑P−1
p=0

[
l = blp, sene, k = bkp, sene

]
in the absence of

noise, where b·e is the rounding function. Hence, the sensing algorithm estimates the
sensing delay indices l̂p, sen and Doppler shift indices k̂p, sen of the targets by selecting
the L modulus peaks of ỸCL. The estimated target range R̂l, sen and velocity V̂l, sen are
then formulated as:

R̂l, sen = l̂p, sen
c0

2∆ f M
, (3.28)

V̂l, sen =

k̂p, sen
∆ f c0
2N fc

, if k̂p, sen ≤ N
2(

k̂p, sen − N
)

∆ f c0
2N fc

, if k̂p, sen > N
2 .

(3.29)

Note that for the estimated Doppler index, a value higher than N
2 indicates a target

having a negative velocity.

When the delay and Doppler indices for a target do not coincide with an integer mul-
tiple of the estimation resolution, a finer estimation of the target delay and Doppler
indices is beneficial. Following [122, 123], the N-point DFT and M-point IDFT ma-
trices applied to ȲCL are substituted by a (N × NNML) DFT matrix FN×NNML and a
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(MNML ×M) IDFT matrix F−i
MNML×M, respectively, defined as:

FN×NNML [n, nML] =
1√
N

e−j2πn nml
NNML , (3.30)

F−i
MNML×M[m̄ML, m̄] =

1√
M

ej2πm̄ m̄ml
MNML , (3.31)

where nML = (0, 1, ..., NNML − 1), m̄ML = (0, 1, ..., MNML − 1), and NML is a resolution
refinement factor.

The resultant sensing imaging matrix is Ỹ ML ∈ CMNML×NNML . It is important to note
that the range of delay and Doppler shift that can be estimated from Ỹ ML is the same as
that from ỸCL, since the estimation range of delay and Doppler shift is defined by the
system parameters, not by the sensing algorithm. As Ỹ ML has more elements than ỸCL,
the delay and Doppler estimation resolution is increased by a factor of NML.

The target range and velocity are then estimated similarly, with M and N in (3.28) and
(3.29) replaced by MNML and NNML, respectively, yielding:

R̂l, sen = l̂p, sen
c0

2∆ f MNML
, (3.32)

V̂l,sen =

k̂p,sen
∆ f c0

2NNML fc
, if k̂p,sen ≤ NNML

2(
k̂p,sen − NNML

)
∆ f c0

2NNML fc
, if k̂p,sen > NNML

2 .
(3.33)

3.3.2 Signal Detection in Communication

Again, it is assumed that there is perfect channel estimation at the receiver. A pair of
demodulation schemes are considered, namely single-tap and MMSE demodulation.
Both schemes operate in the FD. Hence, the TD channel Hn, com ∈ CM×M is converted
to the FD as follows:

H̄n, com = FM (Hn, com) . (3.34)

The received signal in the FD ȳn can then be expressed as:

ȳn, com = H̄n, com x̄∞, com , (3.35)

where x̄∞, com is defined in (3.1).

In the context of single-tap demodulation, the communication information is detected
for each subcarrier group separately. The system firstly assumes that all of the subcarri-
ers within a group are activated, then it demodulates and remodulates the information
on each subcarrier, in an attempt to recreate the transmitted signal on the subcarrier,
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formulated as:
x̂g, n[m̄G] = M

[
M−1

(
ϕg[m̄G]]

)]
, (3.36)

where x̂g, n ∈ CMG×1 is the vector of estimated communication symbols transmitted
on the subcarriers within the gth subcarrier group, M(·) is the modulation function,
M−1(·) is the demodulation function, and ϕg ∈ CMG×1 is defined as:

ϕg[m̄G]] = ȳn, com[gMG + m̄G]
(h̄m̄G , g, n)∗

||h̄m̄G , g, n||2
, (3.37)

where h̄m̄G , g, n = H̄n, com[gMG + m̄G, gMG + m̄G], || · || is the Euclidean norm, and (·)∗

is the complex conjugate.

The differences between the received signal and the estimated transmitted signal for all
possible CN subcarrier index combinations are calculated, with the combination yield-
ing the smallest error being chosen according to:

Ĉ = arg min
∀c

MA−1

∑
m̄A=0

(
||ϕg[CN [c, m̄A]]− x̂g, n[CN [c, m̄A]]||2

−||ϕg[CN [c, m̄A]]||2
)
κg[CN [c, m̄A]] , (3.38)

where c = [0, 1, ..., CN − 1] is the subcarrier combination index in a combination, Ĉ is
the estimated activated subcarrier combination, m̄A is the activated subcarrier index,
and κg ∈ CMG×1 is defined as:

κg[m̄G] = ||h̄m̄G , g, n||2 . (3.39)

Once the activated subcarrier index combination having the smallest error is estimated,
the transmitted bits are determined based on the estimated activated subcarrier combi-
nation and the associated modulated symbols.

The MMSE demodulation is similar to single-tap demodulation, but with the channel
matrix H̄n, com replaced by H̄mmse, n, and ȳn, com replaced by ȳmmse, n, which are defined
as:

H̄mmse, n = ḠnH̄n, com , (3.40)

ȳmmse, n = Ḡnȳn, com , (3.41)

where Ḡn ∈ CM×M is given by:

Ḡn =
(

H̄H
n, comH̄n, com + N0 IM×M

)−1
H̄H

n, com , (3.42)

with N0 being the AWGN power, and IM×M the M by M identity matrix.
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Note that, for OFDM demodulation, G = M and MG = MA = 1, since all subcarriers
are activated.

3.4 System Analysis

3.4.1 Cramér-Rao Bound

According to [123], the average unbiased estimator CRB for the associated range and
velocity estimation are defined as:

σ̂2
l, R ≥

6N0

ψ̃2
p, senPavgPim(2π)2MN(M2 − 1)

(
c0

2∆ f

)2

, (3.43)

σ̂2
l, V ≥

6N0

ψ̃2
p, senPavgPim(2π)2MN(N2 − 1)

(
c0∆ f
2 fc

)2

, (3.44)

where σ̂2
l, R and σ̂2

l, V are the variance of the target range and velocity estimation errors,
respectively, Pavg is the average transmit power of the modulated communication sym-
bols before the power allocation due to IM, and Pim is the additional power allocated to
each activated subcarrier due to IM.

The CRB assumes the best case for IM-OFDM, where there is a complete set of infor-
mation of the reflected signal. As the RMSE is the metric used for sensing, the standard
deviation is utilised:

σ̂l, R ≥
√

6N0

ψ̃2
p, senPavgPim(2π)2MN(M2 − 1)

c0

2∆ f
, (3.45)

σ̂l, V ≥
√

6N0

ψ̃2
p, senPavgPim(2π)2MN(N2 − 1)

c0∆ f
2 fc

, (3.46)

where σ̂l, R and σ̂l, V are the standard deviations of the target range and velocity estima-
tion errors, respectively.

It is important to note that, as stated in [123], this CRB is an average CRB, not a true
lower bound, and it is only applicable when M and N are sufficiently large.

3.4.2 Complexity Analysis

The observation collection algorithm searches through an N × M matrix for NCL ob-
servations. The complexity of such an operation is negligible compared to the other
operations of the system, such as the IDFT and DFT utilised by OFDM-based transmit
pre-processing and receive post-processing.
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The interpolation algorithm operates using an N×NNML DFT matrix and an MNML×
M IDFT matrix during the delay and Doppler shift estimation, compared to an N × N
DFT matrix and an M×M IDFT matrix in the absence of interpolation, leading to an
increase in complexity. The complexity of the DFT and IDFT operations depends on
the specific implementation utilised, therefore no complexity order is given.

The complexity of subcarrier index activation is negligible, as it relies on a lookup table.
The activated index is estimated by a ML detector, which has a complexity order of
O (MG) [180]. Hence, IM-OFDM has a larger demodulation complexity than OFDM.

The single-tap demodulation relies on the ML detector for IM-OFDM, hence it has the
same complexity order of O (MG). The MMSE demodulation is similar to single-tap
demodulation, but with the addition of N matrix inversions applied to matrices of size
M × M. The complexity order for matrix inversions is proportional to M3 [181], but
again, it is dependent on the specific implementation utilised.

3.5 Simulation Results and Discussion

TABLE 3.2: Default variable values

Variable Value
Carrier frequency fc 40 GHz
Subcarrier spacing ∆ f 120 kHz
Number of observations collected NCL 4
Number of sensing frames simulated 2000
Minimum number of bit errors 800
Maximum number of bits simulated 4× 107

Minimum number of communication
200

frames simulated
Number of communication paths Pcom 3
Number of sensing targets Psen 1
Rician K factor κ 0 dB
Number of subcarriers M 256
Number of symbol sent per frame N 64

Integer delay and Doppler indices
Target velocity 6× 7.03 = 42.18 m/s
Target range 29× 4.88 = 141.52 m

Fractional delay and Doppler indices
Target velocity 40 m/s
Target range 140 m
Interpolation factor NML 4

Unless otherwise stated, the simulation parameters used are given in Table 3.2. The
IM-OFDM system is compared to an OFDM benchmark using QPSK modulation. Since
classic OFDM activates all the subcarriers, no block interleaving is employed.
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Three combinations of MG and MA are considered: MG = 4 and MA = 3 (4,3); MG = 2
and MA = 1 (2,1); and MG = 4 and MA = 1 (4,1). To maintain an equal throughput of
2 bits per channel use (bpcu) for the above schemes, (4,3) uses QPSK modulation, (2,1)
8-PSK, and (4,1) 64-QAM.

When the communication signal is received, it is sampled to obtain the discrete re-
ceived signal. This creates delay bins into which the received signal paths fall. As a
fractional delay index is considered to be equivalent to an integer delay index as long
as it lies within the same delay bin, only integer delay indices are considered. This
allows the simpler form of the received signal given in (3.8) to be used, which reduces
the simulation duration. This simplification is included because the performance of IM-
OFDM communication is well understood, so the focus of this work is on the sensing
behaviour.

This assumption is valid for communication as the individual path or paths the signal
has travelled through do not have to be separately identified. By contrast, this is not
the case for sensing, as each individual propagation path has to be separately identified,
because it could be associated with a separate target, as mentioned in Section 3.2.2.1.

For integer indices, the target range and velocity are set to a multiple of the approximate
range and velocity resolutions of the system. An approximation is used, as the range
and velocity resolutions are a function of c0, which is not an integer.

The communication SNR is used for sensing. This is calculated based on the path loss
for a communication target at the range shown in the table, in order to illustrate the
performance trade-offs between communication and sensing.

The proposed sensing algorithm retains the oldest information. An alternative would
be to retain the newest information. To investigate the effect of this choice, consider-
ation is given to the maximum detectable velocity, approximately 225 m/s, and the
range resolution in the absence of interpolation, approximately 4.88 m. For the system
parameters chosen, the distance travelled over 16 consecutive observations is 0.03 m.
This is expected to be insignificant relative to the more coarse resolution of the system.
Thus, it can be concluded that the choice of retaining the first or the last information
will not materially impact the accuracy of the range estimate. If the interpolation factor
is above 64, then the resolution of the system increases to a level where this choice may
be revisited.
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FIGURE 3.4: IM-OFDM(4,3) QPSK RMSE for NCL = 1, 2, 4, 8, 16 for integer indices
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FIGURE 3.5: IM-OFDM(2,1) 8-PSK RMSE for NCL = 1, 2, 4, 8, 16 for integer indices
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FIGURE 3.6: IM-OFDM(4,1) 64-QAM RMSE for NCL = 1, 2, 4, 8, 16 for integer indices
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3.5.1 Integer Indices

3.5.1.1 Varying the Number of Observations Collected

The number NCL of observations collected is varied, as shown in Figures 3.4-3.6. There
is an improvement in the RMSE vs. SNR trend as NCL is increased, which is in line
with expectations as the missing information in the matrix of collected observations is
filled in, hence increasing the accuracy of the sensing algorithm. This improvement
then stagnates above certain NCL values. The value of NCL at which this stagnation
occurs increases as the number of activated subcarriers is reduced, which is due to the
reduction of the information conveyed by using IM.

For both (4,3) and (2,1), increasing NCL beyond 4 has no significant impact on the sens-
ing performance. This is illustrated by the lines lying close to each other throughout
the communication SNR range considered, once NCL exceeds this threshold. For (4,1),
NCL has to be increased to 8 for the sensing performance to plateau. For all other results
in this section, the value of NCL will be set to 4.

As shown in Figures 3.4 and 3.6, increasing NCL has no impact on the error floor. This
occurs because, firstly, as OFDM sensing assumes relatively low target velocities, where
the Doppler shift associated with the target is less than ∆ f

10 , the target is unlikely to
have moved a significant distance whilst the observations are collected, as previously
discussed.

Secondly, the size of the sensing imaging matrix is independent of NCL. The sensing
resolution is proportional to the size of the imaging matrix. The error floor is the differ-
ence between the value output by the estimator and the target parameter value when
the noise level is no longer significant. As the output of the sensing algorithm is an
integer multiple of the system resolution, the error floor is not affected by NCL.

3.5.1.2 Default Values

Figure 3.7a shows the BER performance of the system for all the configurations consid-
ered. The configuration of (4,3) has the lowest BER at higher SNR, followed by OFDM.
This is expected, as both the (4,3) and the OFDM schemes have the same modulation

order, with the signal power on each activated subcarrier for (4,3) being
√

4
3 instead

of 1, where the latter is the case for OFDM. As the number of activated subcarriers is
reduced, the modulation order is increased to maintain the total data throughput of 2
bpcu, which erodes the overall BER performance.

Single-tap demodulation exhibits an error floor higher than 8× 10−4 for all systems,
which is unsuited for practical use. MMSE demodulation does not have an error floor
and exhibits a lower BER than single-tap demodulation at higher SNRs. The emergence
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FIGURE 3.7: BER and range RMSE for OFDM and IM-OFDM for integer indices

of an error floor for single-tap demodulation is because this algorithm only utilises the
diagonal values of the FD channel matrix. By contrast, MMSE demodulation operates
on the channel matrix prior to demodulation, as described in Section 3.3.2. Hence,
single-tap demodulation results in an inaccurate demodulation, when a significant
Doppler shift is present, which manifests itself as an error floor. This error floor may be
mitigated by utilising error correction coding techniques.

Figure 3.7b characterises the sensing performance of the systems for NCL = 4. As the
sensing performance is similar for both range and velocity estimation, only the range
RMSE is shown. The scheme (2,1) reaches the RMSE error floor at the lowest SNR,
followed by the (4,3), OFDM and (4,1) arrangements. As the number of subcarriers
activated in an IM block is decreased, the per-carrier power is increased, which in turn
increases the detection reliability. At NCL = 4, the probability of having missing infor-
mation in the imaging matrix is low for (2,1) and (4,3), but higher for the (4,1) scheme.
Hence, the performance of (4,1) is similar to that of OFDM for NCL = 4.

3.5.1.3 Effects of Block Interleaving

The subcarrier block interleaving employed for IM-OFDM separates the grouped sub-
carriers. This leads to the subcarriers within a group being spread across the available
bandwidth, shown in (3.1), as opposed to having the subcarriers within a group next to
each other, as in conventional IM-OFDM. This reduces the probability of all the subcar-
riers within a group experiencing a deep fade, which increases the activated subcarrier
index detection reliability.

Figure 3.8 shows the BER performance of the IM-OFDM systems both with (w/) and
without (w/o) block interleaving, using the OFDM performance as a benchmark. The
presence of block interleaving does not make single-tap detection viable for all systems.
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FIGURE 3.8: BER for single-tap and MMSE demodulation for OFDM and IM-OFDM
with (w/) and without (w/o) block interleaving for integer indices
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FIGURE 3.9: RMSE for OFDM and IM-OFDM for NCL = 4 with (w/) and without
(w/o) block interleaving for integer indices

The performance of the (4,3) and (2,1) schemes is degraded, when no block interleaving
is used in support of MMSE demodulation. However, the absence of interleaving does
not affect the (4,1) scheme. The performance of (4,3) is worse than that of OFDM, when
no block interleaving is employed.

When multiple subcarriers are activated within a group, a more dramatic potential vari-
ability is introduced, as the detection algorithms demodulate multiple signals at a time
in an attempt to identify the activated subcarriers. The above-mentioned advantages
of block interleaving therefore improve the BER performance attained.

Figure 3.9 shows that block interleaving has little to no effect on the sensing perfor-
mance. As the sensing algorithm has a priori knowledge of the transmitted signal, and
removes the transmitted information from the received signal, the specific ordering of
the transmitted data has no effect on the sensing performance.
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3.5.1.4 Effects of PSK and QAM Modulation on the Sensing Performance
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FIGURE 3.10: Range RMSE for modulation of 16- and 64-PSK and 16- and 64-QAM for
integer indices

The effect of the PSK and QAM and their bit per symbol throughput on the sensing
performance is shown in Figure 3.10. Increasing the modulation order has little effect
on the sensing performance of PSK, but degrades the sensing performance as the QAM
order is increased. It can also be seen that QAM reaches the RMSE error floor at a
higher SNR than PSK modulation.

Again, these trends occur due to the QAM symbols’ variable amplitude. When the data
is removed from the received sensing signal, the time-frequency matrix produced will
have noise levels that are less statistically uniform, due to the varied amplitude of the
data symbols. Once this matrix is converted to the DD, these varied noise levels reduce
the detection reliability by increasing the probability of false peaks.

These results are supported by [102], which investigates the effect of the transmit signal
randomness on the sensing performance attained. As QAM varies both the amplitude
and phase of a signal, it produces a signal for sensing that is more “random” than PSK,
which only varies the phase, but not the magnitude.

3.5.1.5 Effects of Increasing the Number of Objects on the Sensing Performance

To characterise the system’s sensing performance in more complex environments, sim-
ulations have been performed where 3 additional reflecting objects have been added
that are not desired targets. The range and velocity of these additional objects are ran-
domly chosen to be: R2 = 175.68 m, R3 = 175.68 m, R4 = 219.6 m, V2 = -14.06 m/s, V3 =
70.3 m/s, and V4 = -21.09 m/s. The sensing RMSE results recorded for a single target
and for multiple objects are shown in Figure 3.11.
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FIGURE 3.11: Sensing RMSE of the OFDM and IM-OFDM systems for one target Psen
= 1 and multiple objects Psen = 4

Although the sensing performance of all the systems is reduced when additional re-
flective objects are introduced, their relative sensing performance remains similar. The
performance reduction is due to the additional peaks in the DD image matrix corre-
sponding to the additional objects, hence requiring a smaller noise amplitude for an
erroneous target estimation.

3.5.1.6 Comparison with Partial-Activation Based OFDM
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FIGURE 3.12: BER and range RMSE of OFDM QPSK, OFDM-3/4 QPSK QPSK 16-
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The use of IM in the spatial domain is shown to result in a lower system performance
than other techniques [182]. To demonstrate the effectiveness of IM in the FD, partial-
activation based OFDM is investigated. By activating only a subset of the available
subcarriers for OFDM, the modulation order on the activated subcarriers has to be
increased to maintain the system throughput for a fair comparison. IM provides an
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additional dimension to transmit information, thereby allowing the modulation order
to remain the same as for standard OFDM. Therefore, IM-OFDM will always have the
potential to outperform OFDM partial subcarrier activation for communication and
sensing.

To illustrate this, an additional partial-activation based OFDM benchmark scheme has
been created: OFDM-3/4. This scheme employs OFDM, whilst only activating three-
quarters of the subcarriers, without employing index modulation. Since fewer subcar-
riers are used, the power on the activated subcarriers is increased by a factor of 4

3 . To
maintain the throughput of 2 bpcu, OFDM-3/4 uses QPSK, QPSK, and 16-QAM on
each group of three activated subcarriers, and it is compared to IM-OFDM(4,3) QPSK.

The BER results of MMSE demodulation are shown in Figure 3.12a. The increased
modulation order of OFDM-3/4 leads to a higher BER than that of IM-OFDM(4,3) and
OFDM for SNRs above 10 dB. The BER of partial-activation based OFDM is higher than
that of IM-OFDM for the majority of the SNR range considered.

Since partial-activation based OFDM does not transmit on all subcarriers, there is
some missing target information, similarly to IM-OFDM. Since partial-activation based
OFDM always transmits on the same subcarriers, the collection algorithm would not
“fill in” the missing information. Thus, partial-activation based OFDM would never
outperform its equivalent IM-OFDM system for sensing.

The sensing performance of partial-activation based OFDM can be improved if there
is an alternating subcarrier activation pattern, which increases the system complex-
ity. This modification arranges for partial-activation based OFDM to alternate between
multiple sets of subcarriers. For OFDM-3/4, two sets of subcarriers are considered.
This allows the system to receive full target information, once two observations are col-
lected. The range RMSE of sensing is shown in Figures 3.12b. For partial-activation
based OFDM, “no alt act” refers to the system operating without alternating activation.
By contrast, “alt act” represents the system employing alternating activation.

OFDM-3/4 operating without alternating activation reaches the RMSE error floor at a
higher SNR than OFDM, since the amplitude variation of the individual QAM sym-
bols reduces the sensing performance, despite the increased power on the activated
subcarriers. When alternating activation is used, OFDM-3/4 reaches the error floor
at the same SNR as IM-OFDM(4,3) using NCL = 2, since the amplitude variation of
16-QAM offsets the performance improvement from receiving full target information.
IM-OFDM(4,3) using NCL = 16 outperforms OFDM-3/4 employing alternating activa-
tion.

Thus, IM-OFDM is capable of outperforming partial-activation based OFDM for both
sensing and communication, even when a more complex alternating activation pattern
is employed.
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3.5.2 Fractional Indices

3.5.2.1 Varying the Interpolation Factor
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FIGURE 3.13: OFDM QPSK RMSE for NML = 1, 2, 4 for fractional indices

The effect of varying NML on the RMSE is shown in Figure 3.13 for OFDM. The trends
are similar for all the other considered systems, hence only the OFDM results are
shown. The error floor is higher than for integer indices, because there is a larger dis-
crepancy between the estimator output values and the target parameters. As NML is
increased, both the error floor and the SNR at which the error floor is reached are re-
duced. This is because the system resolution is increased as NML is increased.

3.5.2.2 Default Values

5 10 15 20 25 30 35 40

SNR in dB

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

B
it
 e

rr
o
r 

ra
te

 (
B

E
R

)

OFDM QPSK Single tap

OFDM QPSK MMSE

IM-OFDM(4,3) QPSK Single tap

IM-OFDM(4,3) QPSK MMSE

IM-OFDM(2,1) 8-PSK Single tap

IM-OFDM(2,1) 8-PSK MMSE

IM-OFDM(4,1) 64-QAM Single tap

IM-OFDM(4,1) 64-QAM MMSE

(A) BER for single-tap and MMSE demodulation

20 25 30 35 40

Communication SNR in dB

10
-1

10
0

10
1

10
2

V
e
lo

c
it
y
 R

M
S

E
 (

m
/s

)

OFDM QPSK

IM-OFDM(4,3) QPSK

IM-OFDM(2,1) 8-PSK

IM-OFDM(4,1) 64-QAM

(B) Velocity RMSE for NCL = 4 for NML = 4

FIGURE 3.14: BER and velocity RMSE for OFDM and IM-OFDM for fractional indices

Figure 3.14a shows the BER performance of the system for all the configurations con-
sidered for integer delay and fractional Doppler indices. The trends in Figure 3.14a are
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identical to those of integer indices, shown in Figure 3.7a. Switching from integer to
fractional Doppler indices has no effect on the BER of the systems.

Figure 3.14b shows the range RMSE performance of all systems for NML = 4. The
trends across the systems are the same as observed for integer indices in Figure 3.7b,
with the (2,1) scheme having the best performance, followed by the (4,3) scheme, with
the OFDM benchmark and the (4,1) scheme.

3.5.3 Cramér-Rao Bound
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FIGURE 3.15: CRB and RMSE for OFDM and IM-OFDM for NCL = 4 for NML = 4 for
fractional indices

The CRB with the RMSE results of the systems considered are shown in Figure 3.15,
for the default fractional index values. As the CRB assumes having a complete set
of information concerning the reflected signal, the system having the highest average
power on each activated subcarrier, namely (4,1), has the lowest CRB. By contrast, the
OFDM benchmark has the highest CRB. The systems (2,1), (4,3) and OFDM approach
their respective CRBs as they reach their error floors, but they then diverge from the
CRB as the SNR increases. Further, the RMSE of the (4,1) scheme does not approach its
CRB, because too few observations are collected to fully exploit the increased power of
each activated subcarrier of this IM configuration.

3.5.4 Peak to Average Power Ratio

The PAPR of the TD transmitted signals of the OFDM and IM-OFDM systems have
been calculated over 20,000 frames, with the Complementary Cumulative Distribution
Function (CCDF) of the PAPR for M = 4, 16, 64, and 256 subcarriers shown in Fig-
ure 3.16. For each frame, a vector of random bits is generated, which are then modu-
lated. The resulting TF signal is converted to the TD, and the PAPR of this TD signal is
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FIGURE 3.16: CCDF of the PAPR of all the considered systems

calculated. Although the power assigned to the activated subcarriers is increased in the
FD for IM-OFDM, this does not necessarily lead to an increase in the PAPR in the TD,
since the blank/deactivated subcarriers reduce the likelihood of a peak generated by
the IDFT used in the conversion from FD to TD. The PAPR of IM-OFDM is lower than
that of OFDM for a small number of subcarriers, but approaches the PAPR of OFDM as
the number of subcarriers is increased. Thus, the use of IM does not increase the PAPR
of OFDM, but reduces it when a small number of subcarriers is employed, and remains
unchanged when a large number of subcarriers is utilised.

3.6 Conclusions

A novel IM-OFDM ISAC solution was conceived, which outperforms OFDM ISAC by
collecting multiple sensing observations. The delay caused by the collection of multi-
ple observations has no impact on the sensing performance, as the error floors remain
constant when NCL is varied. For NCL = 4, the (4,3) scheme is shown to outperform
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TABLE 3.3: Results Summary for Default Integer Index Values

System SNR at which the SNR at which
RMSE error floor is reached 10−4 BER is reached

OFDM QPSK 31 dB 33.5 dB
IM-OFDM(4,3) QPSK 30 dB 31 dB
IM-OFDM(2,1) 8-PSK 28 dB 34.5 dB
IM-OFDM(4,1) 64-QAM 31 dB 40 dB

OFDM both in terms of sensing and communication. A summary of the results for the
default integer index scenario is shown in Table 3.3.

A range of trade-offs was characterised in terms of the subcarrier grouping, commu-
nication throughput, and the number of sensing observation collected. If a modest
sensing and communication performance improvement is deemed sufficient, the (4,3)
configuration may be recommended. If a higher sensing performance is desired at
the cost of communication performance erosion, the (2,1) or (4,1) schemes may be em-
ployed, depending on the target velocity and the required throughput. It can also be
seen that the (4,1) scheme using PSK modulation has a better sensing performance than
the other systems. As noted in the complexity analysis, the demodulation complexity
is proportional to the number of subcarriers in a group, with (2,1) having the lowest
demodulation complexity amongst the IM-OFDM systems.

Increasing the interpolation factor leads to a similar improvement in sensing perfor-
mance in all systems, albeit at the cost of increased complexity. Increasing M and N
will also increase the sensing resolution, but would require a substantial system modi-
fication.

The communication-oriented results show that OFDM waveforms require a large SNR
to attain a low BER at higher velocities. This is due to the subcarrier orthogonality
being partially compromised by the Doppler shifts. Hence, a different waveform has
to be invoked to attain satisfactory communication and sensing performance at higher
velocities.
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Chapter 4

Code Division Multiple Access
OTFS ISAC

4.1 Introduction

This chapter describes the published part of the research undertaken on CDMA-OTFS
[2]. ISAC is expected to be required in a multitude of environments, including high
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mobility scenarios. As was shown in Chapter 3, the widely implemented OFDM wave-
form suffers from a reduced performance at higher velocities, due to the large Doppler
shifts compromising the subcarrier orthogonality. Hence, the OTFS waveform is cho-
sen as it is designed to be less affected by the Doppler shift induced by large velocities.
There are many publications that investigate the communication performance of multi-
user OTFS, but few consider their sensing capabilities. Hence, CDMA is employed
to provide multi-user communication capabilities, whilst also allowing for monostatic
sensing. CDMA is chosen due to its simplicity and its ability to reduce the variability
in the transmit signal characteristics relative to OTFS, thereby aiding sensing. This is
in contrast to the other multi-user methodologies, such as the newer SCMA multi-user
method, which increases the variability in the transmit signal characteristics.

4.1.1 Literature Review

ISAC is a subject of considerable interest for future wireless generations [39,59,183,184],
as the number of wireless devices is expected to drastically increase. Since the OTFS
concept was first introduced [141, 142], its employment for ISAC [143] has been a topic
of interest. This is due in part to OTFS being less affected by Doppler shift than OFDM,
and to the DD channel being defined by the delay and Doppler shifts of the propagation
paths. This leads to the DD channel fluctuating at a slower rate than its TF and TD
counterparts. When the delay and Doppler shifts of the propagation paths are perfectly
synchronous with the system’s sampling grid, the channel can be modelled using a
sparse matrix. This can simplify the associated target parameter estimation algorithms
[144]. A literature review of OTFS ISAC is presented in Section 2.5.2 of Chapter 2, and
hence is not repeated here. Below is a literature review on work not covered in Chapter
2.

4.1.1.1 OTFS Variants

A low-complexity variant of OTFS, known as Orthogonal Time Sequency Multiplexing
(OTSM), was first introduced by Thaj et al. [185]. This waveform modulates the symbols
in the delay-sequency (sic) domain, as opposed to the DD of OTFS. This is achieved by
replacing the IDFT along the Doppler axis by the Walsh-Hadamard transform. Since
this is a purely real-valued transform, a real-valued transmitted signal can be generated
by employing a real-valued modulation scheme. The Hadamard transform is also more
computationally efficient than the DFT and the IDFT used for OTFS. However, since the
modulated waveform is constructed in the delay-sequency domain, not the DD, the
propagation paths with identical delays cannot be separated without more complex
detection methods, even if they have different Doppler shifts. Thaj et al. [185] show
that OTSM has a similar BER performance to OTFS, but it is computationally more
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efficient due to the use of the Hadamard transform. The pilot power and PAPR of
OTSM is reduced by Neelam and Sahuin [186], by superimposing the pilot symbols
on the data, and employing a low complexity iterative channel estimator. Moreover,
the BER upper bound of OTSM is determined by Sui et al. [187], and a novel vector
approximate message passing-based expectation-maximization detector is developed
to improve the BER performance of OTSM.

Doosti-Aref et al. [188] harness IM in the sequency domain, to improve both the spectral
efficiency and BER of OTSM. This method is further developed in [189], where pairs of
sequence indices of the sequency domain are determined by IM, as opposed to detect-
ing individual indices. This improves the energy efficiency of the system, and reduces
the error propagation imposed by erroneous activated index estimation.

The estimation and compensation of the In-phase and Quadrature-phase (IQ) imbal-
ance in the received signal caused by the hardware at high frequencies is investigated
for OTSM and OTFS by Neelam and Sahu [190]. The estimation is achieved by placing
two pilot symbols in the delay-sequency domain transmitted signal, and then estimat-
ing the imbalance based on these symbols in the delay-time domain. The addition of
a second pilot symbol decreases the number of indices available for data, since guard
bands are also required between the pilot symbols, in addition to the guard band be-
tween the pilot symbols and the data. The IQ compensation is implemented in the
delay-time domain. The compensation of the imbalance is improved as the pilot power
is increased. This work is then also extended to determine both the carrier frequency
offset and the channel parameters by Neelam and Sahu [191], where both integer delay
and fractional Doppler indices are considered.

The work in [190] is further extended to transmitter and receiver imbalance estimation
and compensation as well as channel estimation by the same authors [192]. A complex
pseudo noise-based training sequence is placed in the indices allocated to the pilot sym-
bols. The imaginary part of the sequence is a cyclic shift of the real part of the sequence.
The channel is estimated at discrete intervals, where the initial estimations are further
refined by linear interpolation. An iterative algorithm is conceived for estimating and
compensating the IQ imbalance.

Singh et al. [193] implement a deep learning-based detector for OTSM to compensate
for hardware impairments. This deep learning-based detector involves a convolutional
neural network, which is trained on the transmitted, received, and MMSE detector
outputs. A data augmentation scheme is then developed to further enhance the input
data to the neural network. The resultant detector has a slightly higher complexity than
an MMSE detector, whilst reducing the BER.

Reddy et al. [194] design a multi-user uplink method based on upsampled and circu-
larly shifted OFDM. These signals, when combined at the base station, are equivalent
to single-user OTFS, OTSM, or block-based single carrier signals. This is equivalent to a
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system that allocates delay indices to users, where the secondary domain of the data can
be selected simply by interchanging the matrix multiplying the modulated data. Specif-
ically, the system may opt for the IDFT for OTFS/Zak-OTFS, the Hadamard transform
for OTSM, or the identity matrix for single carrier TD schemes. The BER performance
of the OTSM method is comparable to that of the OTFS method.

Another method applying a real-valued transform to OTFS is proposed by Kalpage
et al. [195]. A modified Zak-OTFS method relying on the Discrete Cosine Transform
(DCT) is developed to reduce the PAPR of OTFS. Replacing the DFT by the DCT re-
duces both the PAPR and the complexity of the system, without eroding the BER for
the conditions considered by the authors.

4.1.1.2 Multi-user OTFS Methodologies

Surabhi et al. [196] design a multi-user OTFS system that splits the available DD indices
into multiple sub-groups, each of which is allocated to a user. The sub-groups can be
along the delay axis, the Doppler axis, or both axes. The BER of the schemes relying
on index groups along the delay or Doppler axis is lower than that of the schemes that
allocate indices for a user along two axes. The BER of this system using ML or message
passing-based detection is lower than that of OFDMA and Single Carrier Frequency-
Division Multiple Access (SC-FDMA).

Khammammetti and Mohammed [197] propose a DD index allocation method for
multi-user communications similar to that of [196], but place guard bands between
the indices assigned to users, to minimise the inter-user interference. This leads to a
simpler detector, at the cost of an eroded throughput.

Ge et al. [198] apply the DD matrix partitioning method to uplink communication, sep-
arating stationary and mobile devices. The stationary devices modulate along the delay
axis, and the mobile devices modulate along the Doppler axis. As the base station is
static, the stationary users do not experience Doppler shift. A successive interference
cancellation aided iterative turbo receiver utilising soft inputs and outputs is developed
for detecting the uplink signals. The stationary user signals are decoded, followed by
the information arriving from the mobile devices.

4.1.1.3 Sparse Code Multiple Access-OTFS

SCMA has been amalgamated in conjunction with OTFS in [199–202], relying on
NOMA for supporting a higher number of users than the number of available resources
blocks, albeit at the cost of increased inter-user interference.
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Thomas et al. [199] allocate the modulated symbols along either the delay or Doppler
axes using sparse codes. Both the uplink and downlink are considered. In the down-
link, a single pilot symbol associated with an appropriate guard band is used for chan-
nel estimation, to achieve a communication performance close to the perfect channel
estimation case. For the uplink, a sophisticated channel estimation method is devel-
oped without excessive guard band overhead, as the effect of the sparse codes on the
symbols cannot be separated from the multipath channel effects. Convolutional sparse
coding techniques are utilised for uplink channel estimation, as the pilot symbols also
rely on sparse codes in the pilot band, surrounded by guard bands.

Wen at al. [200, 201] allocate the symbols based on each user’s sparse code along the
delay and Doppler indices. The system firstly estimates the vector of superimposed
transmitted symbols from all users in the TD, then decodes the symbols gleaned from
each user in the DD employing a message passing algorithm. The system iterates be-
tween the two domains to accurately estimate the transmitted symbols.

Deka et al. [202] harness SCMA OTFS for both uplink and downlink communication,
with the sparse codes aligned either along the delay axis, or the Doppler axis. Channel
estimation is performed by embedding a pilot symbol surrounded by guard bands in
the transmitted signal. The results show a lower BER for SCMA OTFS than for power-
domain OTFS NOMA and DD index allocation OTFS for the same normalised user
load.

Although SCMA-OTFS is a promising multi-user method, the characteristics of the
transmitted signal are not optimal for sensing, since signals exhibiting a higher degree
of randomness lead to an eroded sensing performance [102]. The sparsity of the codes
is beneficial for reducing the detection and demodulation complexity, but increases the
signal variability. This issue is also observed when IM is harnessed [1].

4.1.1.4 Dense Sequence Spreading OTFS

There are also a few publications on dense sequence spreading OTFS [203–205]. In
[203], Sun et al. spread the symbols along the delay axis of the DD matrix. Two spread-
ing sequence methods are considered: a single spreading sequence used to spread each
symbol, or separate sequences used to spread each symbol. In the first case, a sequence
having good autocorrelation properties is designed. In the second case, the optimisa-
tion problem is too complex, due to the immense variety of possible sequence combi-
nations. Gold and m-sequences are used in this case. The BER of spread OTFS is shown
to be lower than that of DSSS or spread OFDM.

In Cao et al. [204], each symbol is spread along the Doppler axis using m-sequences. A
rake receiver is designed to detect the symbols. The channel is assumed to have two
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paths, each with identical delays. This novel receiver leads to a lower BER than conven-
tional MMSE detection in the limited channel conditions considered. The performance
difference is more pronounced if the gains of each path are of similar magnitude.

In Ma et al. [205], the users are assigned to groups. Each user group is allocated a
Doppler index, with each user symbol spread over the delay indices at the user group
Doppler index. The sequences utilised are cyclically orthogonal, such as the columns
or rows of a DFT matrix. The spread symbols are interleaved along the delay axis.
However, no performance comparison to OTFS is provided.

4.1.2 Contributions

Again, there is a paucity of publications on the subject of dense sequence spreading
OTFS, especially for ISAC. Hence, this work analyses the communication BER and
sensing RMSE performance of CDMA-OTFS, and contrasts them with pure OTFS. Ta-
ble 4.1 explicitly juxtaposes the novelties of the proposed system to the existing litera-
ture, which are detailed below:

• A detailed analysis of CDMA-OTFS in the context of ISAC is provided, where
both fractional delay indices and fractional Doppler indices are considered.

• An in-depth analysis of the communication BER and sensing RMSE performance
of delay only, Doppler only, and delay-Doppler sequence spreading for CDMA-
OTFS.

• This work demonstrates that Zadoff-Chu Dl-CDMA-OTFS and DD-CDMA-OTFS
are the configurations that consistently outperform pure OTFS sensing, whilst
maintaining a similar communication performance at the same throughput.

4.2 Transmit Signal Model

The block diagrams of the communication and sensing models are shown in Figures 4.1
and 4.2 respectively. For sensing, the transmit signal is reflected off the objects in the
environment, and these reflected echos are then detected by the receiver.

Sequence spreading across the delay, Doppler, or delay and Doppler indices is applied
to OTFS, relying on Gold, Hadamard, and Zadoff-Chu sequences. A sequence of length
M is used for delay-domain spreading, of length N for Doppler-domain spreading, and
of length MN for DD spreading, where M is the number of subcarriers, and N is the
number of symbols slots.
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TABLE 4.1: Contrasting contributions to the literature

Topics
Papers

[205] [199] [202] [201] [194] [196] [203] [204] [200] This work

Channel modeling
Fractional delay
indices

X

Fractional
Doppler indices

X X X X X

Sequence spreading
Sequence
spreading

X X X X X X X X X

Dense
sequences1

X X X X X

Multi-user methods
Multi-user
communication

X X X X X X X X

Resource
allocation on
delay only

X X X X X X

Resource
allocation on
Doppler only

X X X X X

Resource
allocation on
DD indices

X X X X

Code multiple
access methods

X X X X X X

Code multiple
access along
the delay only,
Doppler only,
and DD indices

X

ISAC
Code multiple
access OTFS
communication
and sensing

X

Effect of
spreading on
the sensing
RMSE
performance

X

1 Dense sequences: all or the majority of the elements
have a non-zero value, as opposed to sparse sequences

FIGURE 4.1: Block diagram of the communication model
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FIGURE 4.2: Block diagram of the sensing model

Each sequence c is power-normalised, hence:

cHc = 1 , (4.1)

where (·)H is the Hermitian/complex transpose.

The matrix C containing all of the spreading sequences utilised is:

C = (c0, c1, ..., cNmult−1) , (4.2)

where Nmult is the number of multiplexed modulated sequences.

The DD transmitted signal vector x̃ ∈ CMN×1 is expressed as:

x̃ = Cs , (4.3)

where s ∈ CNs×1 is the vector of the modulated symbols, C ∈ CMN×Ns is the spreading
matrix containing the spreading sequences, where the arrangement of the sequences
is dependent on the specific CDMA-OTFS scheme implemented. Furthermore, Ns de-
notes the number of symbols transmitted in a frame. The system throughput is βNs

MN

bpcu, where β is the number of bits per symbol. The CP is assumed to be sufficiently
long, and it is perfectly removed from the received signal at the receiver.

4.2.1 Delay Code Division Multiple Access OTFS

For Dl-CDMA-OTFS, each modulated symbol snmult, n is multiplied by a spreading se-
quence cnmult ∈ CM×1, where nmult = (0, 1, ..., Nmult − 1), and n = (0, 1, ..., N − 1).
The total number of transmitted symbols Ns = NmultN, and the maximum number of
multiplexed sequences is M, hence 1 ≤ Nmult ≤ M.

The DD transmitted signal matrix representation X̃ ∈ CM×N is:

X̃ = CS , (4.4)

where C ∈ CM×Nmult , S ∈ CNmult×N , and S[nmult, n] = snmult, n.
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The columns of X̃ are stacked to create the DD transmitted signal vector x̃:

x̃[nM : (n + 1)M− 1] = X̃[0 : M− 1, n] , (4.5)

where n = (0, 1, ..., N − 1).

The symbols can also be directly spread to form x̃, as in (4.3), where:

s[nNmult + nmult] = snmult, n , (4.6)

C = diag(C) , (4.7)

and diag(C) is the diagonal operator, which creates a matrix whose diagonal elements
are C.

As an example, for M = 4, N = 3, Nmult = 2, C ∈ CM×Nmult = C4×2, and C is:

C =

 C 04×2 04×2

04×2 C 04×2

04×2 04×2 C

 , (4.8)

where 04×2 is a 4× 2 matrix of 0.

4.2.2 Doppler Code Division Multiple Access OTFS

For Doppler Code Division Multiple Access OTFS (Dp-CDMA-OTFS), each modulated
symbol sm, nmult is multiplied by a spreading sequence cnmult ∈ CN×1, where m = (0, 1, ...,
M− 1). The total number of transmitted symbols is Ns = Nmult M, and the maximum
number of multiplexed sequences is N, hence 1 ≤ Nmult ≤ N.

The DD transmitted signal matrix representation X̃ is:

X̃ = SCT , (4.9)

where (·)T is the transpose operation, C ∈ CN×Nmult , S ∈ CM×Nmult , S[m, nmult] =

sm, nmult , and m = (0, 1, ..., M− 1).

The columns of X̃ are stacked to create the DD transmitted signal vector x̃, as shown in
(4.5). The symbols can also be directly spread to form x̃, as in (4.3), where:

s[mNmult + nmult] = sm, nmult , (4.10)

C[nM + m, mNmult : (m + 1)Nmult − 1] =

C[n, 0 : Nmult − 1] , (4.11)
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with m = (0, 1, ..., M− 1), and n = (0, 1, ..., N − 1).

As an example, for M = 4, N = 3, Nmult = 2, C ∈ CN×Nmult = C3×2, and C:

C =



C[0, 0] C[0, 1] 0 0 0 0 0 0
0 0 C[0, 0] C[0, 1] 0 0 0 0
0 0 0 0 C[0, 0] C[0, 1] 0 0
0 0 0 0 0 0 C[0, 0] C[0, 1]

C[1, 0] C[1, 1] 0 0 0 0 0 0
0 0 C[1, 0] C[1, 1] 0 0 0 0
0 0 0 0 C[1, 0] C[1, 1] 0 0
0 0 0 0 0 0 C[1, 0] C[1, 1]

C[2, 0] C[2, 1] 0 0 0 0 0 0
0 0 C[2, 0] C[2, 1] 0 0 0 0
0 0 0 0 C[2, 0] C[2, 1] 0 0
0 0 0 0 0 0 C[2, 0] C[2, 1]



. (4.12)

4.2.3 Delay Doppler Code Division Multiple Access OTFS

For DD-CDMA-OTFS, each modulated symbol snmult is multiplied by a spreading se-
quence cnmult ∈ CMN×1. The total number of transmitted symbols Ns = Nmult, and the
maximum number of multiplexed sequences is MN, hence 1 ≤ Nmult ≤ MN. The DD-
CDMA-OTFS scheme can therefore support more users by relying on a greater number
of unique spreading sequences than Dl-CDMA-OTFS and Dp-CDMA-OTFS.

The symbols are directly spread to form x̃, as in (4.3):

x̃ =
Nmult−1

∑
nmult=0

cnmult snmult = Cs , (4.13)

where s ∈ CNmult , C ∈ CMN×Nmult , and C = C.

4.3 Channel Model

In this section, the channel models are introduced. The generalised TD, TF, and DD
channel models are described in Section 4.3.1. The communication channel parameters
are presented in Section 4.3.2, while the sensing channel parameters are discussed in
Section 4.3.3.
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4.3.1 Generalised Channel Model

It is assumed that there is no external interference during transmission. The transmit-
ted signal is passed through a time-varying and frequency-selective fading channel, as
modelled in [179]. The DD representation of the fading channel is:

h̃(τ, ν) =
P−1

∑
p=0

h̃pδ(τ − τp)δ(ν− νp) , (4.14)

where τ is the delay, ν is the Doppler shift, p = [0, 1, ..., P− 1] is the propagation path
index, and P is the total number of propagation paths. Furthermore, τp is the delay
associated with the pth path, νp is the Doppler shift associated with the pth path, h̃p is
the fading gain and path loss associated with the pth path, and δ(·) is the Dirac delta
function.

When sampled in the DD, the channel can be represented by the time-invariant param-
eter h̃p, the delay index l, and the Doppler index k. The delay and Doppler indices are
defined as:

l = (∆ f M)τ , (4.15)

k =
N
∆ f

ν , (4.16)

where ∆ f is the subcarrier spacing.

The TD representation of the fading channel is:

hm, n, p = h̃pej2πkp
nM+m−lp

MN , (4.17)

where j =
√
−1, lp is the delay index associated with the pth propagation path, and kp

is the Doppler index associated with the pth propagation path.

The TD channel matrix Hn ∈ CM×M is:

Hn[m, bm− lpcM] =
P−1

∑
p=0

hm, n, p , (4.18)

where b·cM is the modulo M operator.

When the delay indices are assumed to be integers, the TD received signal y ∈ CM×1 is

yn = Hnxn + z , (4.19)

where xn ∈ CM×1 is the TD transmitted signal, and z is the complex TD AWGN, with
mean µz = 0 and variance σ2

z , expressed as N (µz, σ2
z ).
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When the integer delay index assumption is discarded,
(
m− lp

)
is not an integer for

m = (0, 1, ..., M− 1). As matrices do not have fractional indices, the channel must to
be modelled differently. A portion of the fading channel is modelled in the TF and then
converted to the TD as follows:

yn[m] =
1√
M

P−1

∑
p=0

hm, n, p

M−1

∑̄
m=0

x̄n[m̄]ej2π
(m−lp)m̄

M

+zn[m] , (4.20)

where x̄ ∈ CM×N is the TF transmitted signal, and m̄ = [0, 1, ..., M− 1].

The TF channel matrix H̄n ∈ CM×M is:

H̄n = FM HnFH
M , (4.21)

where FM is the M-point DFT and FH
M is the M-point IDFT.

The DD channel matrix H̃ ∈ CMN×MN is:

H̃ =
(
FN ⊗FH

M

)
H̄X

(
FH

N ⊗FM

)
, (4.22)

where ⊗ is the Kronecker product, and

H̄X = diag (H̄n) =


H̄0 0M×M · · · 0M×M

0M×M H̄1 · · · 0M×M
...

...
. . .

...
0M×M 0M×M · · · H̄N−1

 . (4.23)

4.3.2 Communication Channel Parameters

Integer delay indices, fractional Doppler indices, and Rician fading are assumed for
communication. There are Pcom propagation paths. The first path pcom = 0 is the LoS
path, and the remaining Pcom − 1 paths are NLoS paths. The fading gain h̃p, com of the
pcom

th propagation path is:

h̃p, com =


√

κcom
κcom+1 , if pcom = 0√

1
(κcom+1)(Pcom−1)

ζp, com, if pcom > 0 ,
(4.24)

where κcom is the Rician K factor, and ζp, com is a complex Gaussian random variable
with mean µcom = 0 and variance σ2

com = 1, expressed as N (µcom, σ2
com).
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The integer delay index lp, com is:

lp, com =


0, if pcom = 0

pcom % Lcom, if pcom > 0 & Pcom ≥ Lcom

bLcomητ, come, if pcom > 0 & Pcom < Lcom,

(4.25)

where Lcom is the number of delay taps, pcom = [0, 1, ..., Pcom − 1], % is the remain-
der or modulus operator, ητ, com is a random variable following a uniform distribution
between 0 and 1, and b·e is the rounding function.

If Pcom < Lcom, no pair of propagation paths will have the same delay index, yielding:
lp1, com 6= lp2, com, where p1 = [0, 1, ... Pcom − 1], p2 = [0, 1, ... Pcom − 1], and p1 6= p2.

The fractional Doppler index kp, com is:

kp, com =

kcom, max, if pcom = 0

b2kcom, max (ην, com − 0.5)e, if pcom > 0 ,
(4.26)

where ην, com is a random variable following a uniform distribution between 0 and 1,
and kcom, max is the maximum integer Doppler index:

kcom, max = d fcNVcom

∆ f c0
e , (4.27)

with Vcom representing the velocity of the communication receiver, fc is the carrier fre-
quency, c0 is the speed of light, and d·e is the ceiling function.

4.3.3 Sensing Channel Parameters

The delay and Doppler indices for sensing, lp, sen and kp, sen respectively, are:

lp, sen =
2∆ f MRp, sen

c0
, (4.28)

kp, sen =
2 fcNVp, sen

∆ f c0
, (4.29)

where Rp, sen is the range of the psen
th path, Vp, sen is the velocity of the psen

th path,
psen = [0, 1, ..., Psen − 1], and Psen is the number of sensing propagation paths.

As monostatic sensing is assumed, the transmitted signal is reflected from the target to
the sensing receiver attached or adjacent to the transmitter, hence a factor of 2 is present
in (4.28) and (4.29). It is assumed that the self-interference between the transmit signal
and received echos is perfectly mitigated by appropriate shielding, signal processing
methods, and/or an orthogonal signaling scheme (e.g. similar to TDMA). The first Pt
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propagation paths are LoS paths associated with each sensing target, and the remaining
Pn paths are NLoS paths. The total number of sensing propagation paths Psen is:

Psen = Pt + Pn . (4.30)

The fading gain h̃pt, sen of the pt
th target is:

h̃pt, sen =

√
κsen

κsen + 1

√
ψ̃2

pt
, (4.31)

where κsen is the sensing Rician K factor, and ψ̃2
pt

is the power gain associated with the
pt

th LoS path, defined as:

ψ̃2
pt

=
c2

0σpt

(4π)3 f 2
c R4

p, sen
, (4.32)

where σpt is the radar cross-section of the pt
th target.

The fading gain h̃pn, sen of the pn
th NLoS path is:

h̃pn, sen =

√
1

Pn(κsen + 1)
ζpn, sen min

∀pt

(√
ψ̃2

pt

)
, (4.33)

where ζpn, sen is a complex Gaussian random variable with mean µsen = 0 and variance
σ2

sen = 1, expressed as N (µsen, σ2
sen).

The NLoS power is set relative to the smallest value of ψ̃2
pt

, which is associated with
the weakest target signal. The smallest value of ψ̃2

pt
is used to ensure that no NLoS

paths have an average power higher than
√

1
Pn(κsen+1)

relative to any of the targets. As
the system is operating in the mmWave band, the NLoS reflections are assumed, on
average, to be weaker than the LoS signals.

The range and velocity of the NLoS paths, Rpn, sen and Vpn, sen, are:

Rpn, sen = Rn, maxητ, sen , (4.34)

Vpn, sen = 2Vn, max (ην, sen − 0.5) , (4.35)

where ητ, sen and ην, sen are random variables following a uniform distribution between
0 and 1, and:

Rn, max = 4
√

κsen max
∀pt

(
Rpt, sen

)
, (4.36)

Vn, max =
∆ f c0

4 fc
, (4.37)

The fourth root of κsen is present in (4.36) as the power gain is inversely proportional to
R4, as seen in (4.32). A maximum range is fixed, because the reflected signals having
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NLoS paths associated with delays larger than the maximum in (4.36) are assumed to
not significantly interfere, due to the high attenuation associated with a greater range.

4.4 Received Signal Processing

4.4.1 Communication Data Detection

The DD received signal ỹ ∈ CMN×1 can be represented as:

ỹ = H̃x̃ + z̃ , (4.38)

where and z̃ is the complex-valued AWGN in the DD.

MMSE demodulation is applied at the receiver, with perfect channel estimation as-
sumed. The vector of estimated symbols ŝ ∈ CNs×1 is formulated as:

ŝ = G̃
H

ỹ , (4.39)

where G̃ is:
G̃ =

(
H̃CCH H̃

H
+ N0 IMN×MN

)−1
H̃C , (4.40)

where N0 is the AWGN power, and IMN×MN is the MN × MN identity matrix. The
estimated symbols are then demodulated to obtain the estimated bits.

4.4.2 Sensing Target Parameter Estimation

For sensing, the number of targets is assumed to be known, either through prior knowl-
edge, or by the use of a separate estimation algorithm, such as a generalised likelihood
ratio test [145, 146]. The directions of the targets are assumed to be estimated by a
separate method, for example by the popular MUSIC algorithm [39].

A two step sensing method is applied. The first step utilises a data cancellation-based
method to estimate the integer indices of the targets. The accuracy of this step is lim-
ited by the system parameters. The second step employs ML detection to estimate the
fractional component of the indices estimated in step 1. The resolution of the fractional
index estimation is a separate system parameter NML.

The first step is a modified data cancellation method adapted from [144]. The DD re-
ceived signal can be represented as in (4.38), or as:

ỹ = X̃X h̃ + z̃ , (4.41)
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where h̃ ∈ CMN×1 is the vector containing the propagation path gains at the associated
delay-Doppler indices, and X̃X ∈ CMN×MN is an expanded matrix of the DD transmit-
ted signal matrix X̃:

X̃X[l1 + Mk1, l2 + Mk2] =

X̃[l1 − l2 + M, kdi f f ]e
j2πk2(l1−l2)

MN , if l1 − l2 < 0

X̃[l1 − l2, kdi f f ]e
j2πk2(l1−l2)

MN , if l1 − l2 > 0 ,
(4.42)

where l1 and l2 = [0, 1, ..., M− 1], k1 and k2 = [0, 1, ..., N − 1], and:

kdi f f =

k1 − k2 + N, if k1 − k2 < 0

k1 − k2, if k1 − k2 > 0 .
(4.43)

The estimated channel parameter vector ĥ is calculated as follows:

ĥ = X̃
H
X ỹ . (4.44)

The indices at which the Pt peak amplitudes of ||ĥ||2 occur are the estimated integer
delay and Doppler indices l̂dc

pt
and k̂dc

pt
of the first step, where || · || is the Euclidean

norm.

The ML second step used for fractional index estimation applies ML estimation to the
indices adjacent to the Pt delay and Doppler integer indices gleaned from the first step.
The delay indices lml

pt
and Doppler indices kml

pt
considered for the pt

th target are:

lml
pt

= l̂dc
pt

1(2NML+1)×1 +
nl

NML
, (4.45)

kml
pt

= k̂dc
pt

1(2NML+1)×1 +
nk

NML
, (4.46)

where 1(2NML+1)×1 is a [(2NML + 1)× 1] vector of 1, nl =
[
− NML, −NML + 1, ..., 0, ...,

NML − 1, NML
]
, nk =

[
− NML, −NML + 1, ..., 0, ..., NML − 1, NML

]
, and NML is the

interpolation or resolution refinement factor.

The ML algorithm creates a set of equivalent channels Ĥ lml
pt

, kml
pt

, with a gain of 1, for the

sets lml
pt

and kml
pt

. The gain is set to 1 since no channel gain estimation is performed.
The algorithm calculates the peak associated with each combination, and determines
the indices l̂ml

pt
and k̂ml

pt
estimated by selecting the combination with the largest peak,

following [122]:

(l̂ml
pt

, k̂ml
pt

) = arg max
∀lml

pt
, kml

pt

||x̃H ĤH
lml
pt

, kml
pt

ỹ||2

x̃H ĤH
lml
pt

, kml
pt

Ĥ lml
pt

, kml
pt

x̃
, (4.47)

where ỹ is the DD received signal vector.
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The indices l̂ml
pt

and k̂ml
pt

are then used to calculate the target range R̂pt, sen and velocity
V̂pt, sen, following [1]:

R̂pt, sen =
l̂ml
pt

c0

2M fs
, (4.48)

V̂pt, sen =
k̂ml

pt
∆ f c0

2N fc
. (4.49)

4.5 Cramér-Rao Bound

Following [206], the average unbiased estimator CRBs for the associated range and
velocity estimation are defined as:

σ̂2
l, R ≥

N0

Pavg|h̃pt, sen|2π2MN(M− 1)2

(
c0

2∆ f

)2

, (4.50)

σ̂2
l, V ≥

N0

Pavg|h̃pt, sen|2π2MN(N − 1)2

(
c0∆ f
2 fc

)2

, (4.51)

where σ̂2
l, R and σ̂2

l, V are the variance of the target range and of the velocity estimation
errors, respectively, while Pavg is the average power of the transmitted signal.

As the RMSE is the metric used for sensing, the standard deviation is utilised:

σ̂l, R ≥
√

N0

Pavg|h̃pt, sen|2π2MN(M− 1)2

c0

2∆ f
, (4.52)

σ̂l, V ≥
√

N0

Pavg|h̃pt, sen|2π2MN(N − 1)2

c0∆ f
2 fc

, (4.53)

where σ̂l, R and σ̂l, V are the standard deviations of the target range and velocity estima-
tion errors, respectively.

It is important to note that this CRB is an average CRB, not a true lower bound.

4.6 Computational Complexity Analysis

This section quantifies the additional complexity introduced by CDMA-OTFS to the
modulation and communication demodulation compared to OTFS, and the complexity
of the target parameter estimation methods.



114 Chapter 4. Code Division Multiple Access OTFS ISAC

4.6.1 Additional Modulation and Demodulation Complexity Compared to
OTFS

In (4.3), the modulation relies on a multiplication of an (MN × Ns) matrix by an (Ns ×
1) vector. The computational complexity of this operation is on the order of O(MNNs),
for all the CDMA-OTFS schemes.

For Dl-CDMA-OTFS, Ns = NmultN, 1 ≤ Nmult ≤ M, hence the complexity at the mini-
mum and maximum throughputs is O(MN2) and O(M2N2), respectively.

For Dp-CDMA-OTFS, Ns = Nmult M, 1 ≤ Nmult ≤ N, hence the complexity at the
minimum and maximum throughputs is O(M2N) and O(M2N2), respectively.

For DD-CDMA-OTFS, Ns = Nmult, 1 ≤ Nmult ≤ MN, hence the complexity at the
minimum and maximum throughputs is O(MN) and O(M2N2), respectively.

The computational complexity of all the CDMA-OTFS schemes is the same for the same
throughput. Modulating using (4.4) for Dl-CDMA-OTFS and (4.9) for Dp-CDMA-OTFS
leads to the same complexity.

For MMSE demodulation, there is an additional matrix multiplication required in
(4.40), where the channel matrix (MN × MN) is multiplied by the spreading matrix
(MN × Ns). This multiplication can be performed once, with the resulting matrix
used three times in (4.40). The complexity of the multiplication is on the order of
O(M2N2Ns).

4.6.2 Complexity of the Sensing Methods

There are MN × MN operations required for the creation of the expanded matrix of
the DD transmitted signal (4.42), hence the complexity is O(M2N2). The complexity of
the matrix multiplication of the data cancellation method (4.44) is O(MN×MN× 1) =

O(M2N2), since an (MN×MN) matrix is multiplied by an (MN× 1) vector. The total
complexity of this algorithm is therefore O(2M2N2).

The computational complexity of (4.47) for fractional index estimation is O(2MN). This
operation is repeated (2NML + 1)2 times, hence the total complexity of the ML fractional
index estimation is O(2MN(2NML + 1)2).

4.6.3 Discussions

The additional complexity imposed on the modulation by CDMA-OTFS is comparable
to that of SCMA OTFS schemes, as both involve the spreading of symbols across the
available resources. There exist certain matrix multiplication methods having reduced
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complexity for sparse matrices, so the additional complexity of SCMA OTFS may be re-
duced, depending on the spreading matrix structure. Other multi-user methods, such
as directly allocating DD indices to users [196–198], may have a lower modulation com-
plexity, depending on their modulation structure.

The additional demodulation complexity of CDMA-OTFS is much lower than that
of DD index allocation, because the properties of the dense sequences chosen for
CDMA-OTFS allow for a relatively simple demodulation, due to their desirable cross-
correlation properties. Although no correlation operations are harnessed for communi-
cation detection and demodulation, the low cross-correlation of the sequences mitigates
inter-user/inter-symbol interference. This trend becomes more pronounced when per-
fectly orthogonal sequences having zero-cross-correlation are employed. DD index al-
location requires more complex demodulation methods, for example, iterative methods
such as successive interference cancellation, in order to mitigate the inter-symbol and
inter-user interference.

4.7 Simulation Results and Discussions

This section discusses the BER results and sensing RMSE results of both multi-user
CDMA-OTFS and single-user OTFS. The single-user OTFS system assigns a single sym-
bol to each DD resource, hence transmitting MN symbols in a frame. In the legend,
“Gold” refers to Gold sequence spreading, “Had” refers to Hadamard sequence spread-
ing, and “ZC” refers to Zadoff-Chu sequence spreading.

4.7.1 Communication BER Results

TABLE 4.2: Communication simulation parameters

Variable Value
Carrier frequency fc 40 GHz
Subcarrier spacing ∆ f 120 kHz
Number of communication delay taps Lcom 3
Number of communication propagation paths Pcom 3
Rician K factor κcom 0 dB
Number of subcarriers M 64
Number of symbols sent per frame N 64
Communication receiver velocity 200 m/s
Minimum number of bit errors 600
Maximum number of bits simulated 1× 107

The simulation parameters used are shown in Table 4.2. The BER of QPSK Gold,
Hadamard, and Zadoff-Chu sequence spreading for Dl-CDMA-OTFS, Dp-CDMA-
OTFS, and DD-CDMA-OTFS is portrayed in Figure 4.4 for Nmult = 1. The BER of
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FIGURE 4.3: BER of QPSK Hadamard sequences 1 and 31 spreading for Nmult = 1 for
Dl-CDMA-OTFS and Dp-CDMA-OTFS, Hadamard sequences 1 and 2047 spreading

for DD-CDMA-OTFS, and of OTFS QPSK

OTFS QPSK is also shown in Figure 4.4. At the minimum throughput, all system con-
figurations relying on the three sequences have similar BER performances. The BER of
CDMA-OTFS for Nmult = 1 is much lower than that of OTFS, albeit at a large cost of
throughput, which is reduced by a factor of 64 for Dl-CDMA-OTFS and Dp-CDMA-
OTFS, and a factor of 4096 for DD-CDMA-OTFS.

The performance of Hadamard sequences for Nmult = 1 depends on the specific
Hadamard sequence selected, as shown in Figure 4.3. When the first Hadamard
sequence of the Hadamard matrix is selected (Hadamard sequence 1), the BER for
CDMA-OTFS is higher than that of OTFS, as this sequence is a vector of 1.

The BER of QPSK Gold, Hadamard, and Zadoff-Chu sequence spreading for Nmult = 32
for Dl-CDMA-OTFS and Dp-CDMA-OTFS, Nmult = 2048 for DD-CDMA-OTFS, and of
OTFS QPSK is shown in Figure 4.5 for a throughput of 1 bpcu for CDMA-OTFS. For 1
bpcu, the Zadoff-Chu sequence outperforms OTFS for all spreading configurations, as
Zadoff-Chu sequences are resistant to delay and Doppler interference. The BER of Gold
sequence spreading is similar to that of OTFS for all spreading configurations, with the
BER of Gold DD-CDMA-OTFS slightly lower than that of OTFS at high Eb/N0. This is
because the length of the Gold sequences for DD-CDMA-OTFS is longer than for Dl-
CDMA-OTFS and Dp-CDMA-OTFS. The BER performance of Hadamard Dl-CDMA-
OTFS and Dp-CDMA-OTFS is similar to OTFS for the majority of the Eb/N0 range, but
its BER is slightly higher at larger Eb/N0, as Hadamard sequences are vulnerable to
multi-path interference. The BER of Hadamard DD-CDMA-OTFS is higher than that
of OTFS, since the spreading sequence experiences multi-path interference in both the
delay and Doppler domains.

The BER of QPSK Gold, Hadamard, and Zadoff-Chu sequence spreading for Nmult = 64
for Dl-CDMA-OTFS and Dp-CDMA-OTFS, Nmult = 4096 for DD-CDMA-OTFS, and of
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FIGURE 4.4: BER of QPSK Gold, Hadamard, and Zadoff-Chu sequence spreading for
Nmult = 1 for Dl-CDMA-OTFS, Dp-CDMA-OTFS, and DD-CDMA-OTFS, and of OTFS

QPSK

OTFS QPSK is shown in Figure 4.6, for a throughput of 2 bpcu. At 2 bpcu, the perfor-
mance of Gold sequences is poor, as their lack of orthogonality leads to increased inter-
symbol interference. The BER of Zadoff-Chu sequences is almost identical to OTFS.
The BER for 2 bpcu is higher than for a throughput of 1 bpcu, as the sequences ex-
perience a small amount of inter-symbol interference, despite their orthogonality. The
performance of Hadamard sequences is similar to the half throughput case of 1 bpcu,
as the sequences experience little inter-symbol interference due to their orthogonality
to each other.
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FIGURE 4.5: BER of QPSK Gold, Hadamard, and Zadoff-Chu sequence spreading for
Nmult = 32 for Dl-CDMA-OTFS and Dp-CDMA-OTFS, Nmult = 2048 for DD-CDMA-

OTFS, and of OTFS QPSK

4.7.2 Sensing RMSE Results

The simulation parameters used are shown in Table 4.3. The range and velocity RMSE
of QPSK OTFS are shown in Figure 4.7 for NML = 1, 4, and 8, Rt = 500 m, Vt = 200
m/s, and Pn = 0 NLoS paths. The RMSE is dominated by the integer index estimation
at Eb/N0 below −18 dB, but by the fractional index estimation at higher Eb/N0. As
NML is increased, the system resolution is increased, which leads to a potentially lower
error floor, as seen in Figure 4.7a.

In Figure 4.7b, the closest fractional index to the target velocity is unchanged for NML =
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FIGURE 4.6: BER of QPSK Gold, Hadamard, and Zadoff-Chu sequence spreading for
Nmult = 64 for Dl-CDMA-OTFS and Dp-CDMA-OTFS, Nmult = 4096 for DD-CDMA-

OTFS, and of OTFS QPSK

TABLE 4.3: Sensing simulation parameters

Variable Value
Carrier frequency fc 40 GHz
Subcarrier spacing ∆ f 120 kHz
Number of sensing targets Pt 1
Rician K factor κsen 10 dB
Number of subcarriers M 64
Number of symbols sent per frame N 64
Number of frames simulated per Eb/N0 4000
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FIGURE 4.7: Range and velocity RMSE of OTFS QPSK for NML = 1, 4, and 8, Rt = 500
m, Vt = 200 m/s, and Pn = 0 NLoS paths

4 and 8, hence the error floor is identical. As NML is increased, the fractional index
detection algorithm becomes more sensitive to AWGN, which leads to the RMSE of the
estimate reaching the error floor at higher Eb/N0 than for NML = 4. All subsequent
results use NML = 8.

In Figure 4.7b, the error floor is higher than the CRB, but in Figure 4.7a, the error floor is
lower than the CRB for NML = 8. This is due to the discrete properties of the estimator.
The target parameter estimator outputs a value from a discrete set, whereas the CRB
assumes a continuous set. Hence, when the discrete estimator output is close to the
target parameter value, the sensing error can be smaller than the CRB in the Eb/N0

range considered. At higher Eb/N0, the CRB will reduce further, below the error floor.

As similar trends are observed for range and velocity estimation, only the range RMSE
results will be presented.

The range RMSE of QPSK Gold, Hadamard, and Zadoff-Chu sequence spreading are
shown in Figure 4.8 for Nmult = 64 for Dl-CDMA-OTFS and Dp-CDMA-OTFS, Nmult =

4096 for DD-CDMA-OTFS, and of OTFS QPSK for NML = 8, Rt = 500 m, Vt = 200
m/s, and Pn = 0 NLoS paths.

For most of the CDMA-OTFS systems, the Eb/N0 at which the RMSE is dominated by
the fractional index estimation error is 1 dB lower than for OTFS, except for Hadamard
Dl-CDMA-OTFS, Gold and Zadoff-Chu Dp-CDMA-OTFS, where it is 2dB lower than
for OTFS. This is because the spreading codes distribute the signal over multiple in-
dices, thereby creating a more uniform transmitted signal compared to OTFS. It has
been shown [102] that more deterministic signals lead to a superior sensing perfor-
mance.

The range RMSE of QPSK Gold, Hadamard, and Zadoff-Chu sequence spreading are
shown in Figure 4.9 for Nmult = 64 for Dl-CDMA-OTFS and Dp-CDMA-OTFS, Nmult =
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FIGURE 4.8: Range RMSE of QPSK Gold, Hadamard, and Zadoff-Chu sequence
spreading for Nmult = 64 for Dl-CDMA-OTFS and Dp-CDMA-OTFS, Nmult = 4096
for DD-CDMA-OTFS, and of OTFS QPSK for NML = 8, Rt = 500 m, Vt = 200 m/s,

and Pn = 0 NLoS paths

4096 for DD-CDMA-OTFS, and of OTFS QPSK for NML = 8, Rt = 200 m, Vt = 110
m/s, and Pn = 7 NLoS paths.

For most of the CDMA-OTFS systems, the Eb/N0 at which the RMSE is dominated by
the fractional index estimation error is 1 dB lower than for OTFS, except for Zadoff-Chu
Dp-CDMA-OTFS and Gold DD-CDMA-OTFS, where it is at the same Eb/N0 as OTFS.
As the velocity is decreased, the sensing performance advantage of CDMA-OTFS is
slightly decreased, as the distortion caused by the Doppler shifts of the propagation
paths is reduced.
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FIGURE 4.9: Range RMSE of QPSK Gold, Hadamard, and Zadoff-Chu sequence
spreading for Nmult = 64 for Dl-CDMA-OTFS and Dp-CDMA-OTFS, Nmult = 4096
for DD-CDMA-OTFS, and of OTFS QPSK for NML = 8, Rt = 200 m, Vt = 110 m/s,

and Pn = 7 NLoS paths

4.8 Correlation-based CDMA-OTFS Sensing

As the spreading sequences used also possess good autocorrelation properties, the use
of a correlation-based sensing method was also investigated. The correlation operation
is:

Ỹ imag[m1, n1] =
M−1

∑
m=0

N−1

∑
n=0

(
X̃[m, n]

)∗
Ỹ [bm−m1cM, bn− n1cN ] , (4.54)

where Ỹ imag ∈ CM×N is the imaging matrix, X̃ ∈ CM×N is the DD transmit signal
matrix, Ỹ ∈ CM×N is the DD received signal matrix, m1 = [0, 1, ..., M− 1] and n1 = [0,
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FIGURE 4.10: Block diagram of the CDMA-OTFS correlation-based sensing model

TABLE 4.4: Sensing simulation parameters for CDMA-OTFS

Variable Value
Carrier frequency fc 40 GHz
Subcarrier spacing ∆ f 120 kHz
Number of sensing targets Pt 1
Number of subcarriers M 64
Number of symbols sent per frame N 64
Number of frames simulated per Eb/N0 4000
Target range Rt 500 m
Target velocity Vt 200 m/s
Number of NLoS paths Pn 0
Resolution refinement factor NML 8

1, ..., N− 1] are the lag/offset indices, (·)∗ is the complex conjugate operation, and b·cA

is the modulo operator.

Due to the nature of the effective channel matrix, a circular shift is applied for each
lag/offset. Hence, the modulo operator is present. A block diagram of this sensing
system is shown in Figure 4.10.

The simulation parameters are shown in Table 4.4. The RMSEs of QPSK Gold,
Hadamard, and Zadoff-Chu sequence spreading for Nmult = 64 for Dl-CDMA-OTFS
and Dp-CDMA-OTFS, Nmult = 4096 for DD-CDMA-OTFS, and of OTFS QPSK are
shown in Figures 4.11 and 4.12, for range and velocity respectively. It can be seen
that the various CDMA-OTFS schemes do not outperform OTFS. Hence, these results
were not included in the published work [2], and this sensing method was not pursued
further.

4.9 Conclusions

Three different configurations of CDMA-OTFS were introduced. The multi-user com-
munication performance of Zadoff-Chu CDMA-OTFS is similar to that of single user
OTFS at an equal throughput. When fewer users are present, the multi-user through-
put is diminished, and Zadoff-Chu CDMA-OTFS has a lower BER than single user
OTFS. The communication performance of Zadoff-Chu sequences is similar for all three
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FIGURE 4.11: Range RMSE of QPSK Gold, Hadamard, and Zadoff-Chu sequence
spreading for Nmult = 64 for Dl-CDMA-OTFS and Dp-CDMA-OTFS, Nmult = 4096

for DD-CDMA-OTFS, and of OTFS QPSK

TABLE 4.5: Eb/N0 at which a BER of 10−4 is reached for CDMA-OTFS at half load
relative to OTFS

Configuration
Sequence

Gold Hadamard Zadoff-Chu

Dl-CDMA-OTFS 0 dB 0 dB −0.5 dB
Dp-CDMA-OTFS 0 dB 0 dB −2 dB
DD-CDMA-OTFS −1 dB +4 dB −2 dB
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FIGURE 4.12: Velocity RMSE of QPSK Gold, Hadamard, and Zadoff-Chu sequence
spreading for Nmult = 64 for Dl-CDMA-OTFS and Dp-CDMA-OTFS, Nmult = 4096 for

DD-CDMA-OTFS, and of OTFS QPSK

TABLE 4.6: Eb/N0 at which a BER of 10−4 is reached for CDMA-OTFS at full load
relative to OTFS

Configuration
Sequence

Gold Hadamard Zadoff-Chu

Dl-CDMA-OTFS N/A 0 dB 0 dB
Dp-CDMA-OTFS N/A 0 dB 0 dB
DD-CDMA-OTFS N/A +3 dB 0 dB
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FIGURE 4.13: Comparison of relative performance of different configurations and se-
quences relative to OTFS for communication and sensing
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TABLE 4.7: Eb/N0 at which the RMSE is dominated by fractional index estimation
error relative to OTFS at full load, for a target velocity of 200 m/s

Configuration
Sequence

Gold Hadamard Zadoff-Chu

Dl-CDMA-OTFS −1 dB −2 dB −1 dB
Dp-CDMA-OTFS −2 dB −1 dB −2 dB
DD-CDMA-OTFS −1 dB −1 dB −1 dB

TABLE 4.8: Eb/N0 at which the RMSE is dominated by fractional index estimation
error relative to OTFS at full load, for a target velocity of 110 m/s

Configuration
Sequence

Gold Hadamard Zadoff-Chu

Dl-CDMA-OTFS −1 dB −1 dB −1 dB
Dp-CDMA-OTFS −1 dB −1 dB 0 dB
DD-CDMA-OTFS 0 dB −1 dB −1 dB

CDMA-OTFS spreading configurations. Gold and Hadamard sequences do not consis-
tently outperform single user OTFS communication. The communication performance
of the different configurations relative to OTFS at the normalised half and full load are
summarised in Tables 4.5 and 4.6, respectively, and illustrated in Figure 4.13.

The three CDMA-OTFS spreading configurations outperform pure OTFS sensing for
all the velocities considered. Hadamard sequences lead to a superior sensing perfor-
mance for Dl-CDMA-OTFS at high velocities, but the three sequences have a similar
performance at lower velocities. Gold sequences increase the sensing performance of
Dp-CDMA-OTFS at high velocities, whereas Zadoff-Chu sequences lead to the simi-
lar sensing performance as pure OTFS at lower velocities. The sensing performance
of DD-CDMA-OTFS is similar for all three sequence types at high velocities, but Gold
sequences lead to an inferior sensing performance at low velocities. The sensing per-
formance of the different configurations relative to OTFS at full load are summarised
in Tables 4.7 and 4.8, for target velocities of 200 m/s and 110 m/s respectively, and also
illustrated in Figure 4.13.

Following these results, Zadoff-Chu Dl-CDMA-OTFS and DD-CDMA-OTFS are the
configurations that consistently outperform pure OTFS sensing, whilst maintaining a
similar communication performance at the same throughput.

The added modulation complexity of CDMA-OTFS is similar to other OTFS multi-user
methodologies, but the demodulation complexity of CDMA-OTFS is lower than that
of some other OTFS multi-user methodologies. CDMA-OTFS sensing can also con-
sistently outperform OTFS sensing whilst not requiring any additional complexity for
target parameter estimation. Hence, CDMA-OTFS is a computationally more attractive
multi-user approach for OTFS ISAC than the alternatives in the literature.
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A correlation-based method for CDMA-OTFS sensing was utilised. In contrast to the
data cancellation method, the correlation-based method leads to CDMA-OTFS sens-
ing having an inferior performance compared to OTFS sensing. Having identified this
shortcoming, further work on correlation-based CDMA-OTFS has been deferred to per-
mit the prioritising of more promising schemes.

Although OTFS is more resilient to Doppler shifts than OFDM, its implementation
would require modifications to the existing systems, due to the presence of the Sym-
plectic Discrete Fourier Transform (SDFT), as shown in Figures 4.1 and 4.2. The SDFT
based OTFS may be viewed as an OFDM precoding scheme. Ideally, a waveform im-
posing a lower implementation complexity, while retaining the advantages of OTFS,
would be preferred for ISAC.
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Chapter 5

Coded Soft-MMSE AFDM ISAC

5.1 Introduction

This chapter describes the third part of the research undertaken, on iterative soft-MMSE
and channel decoding aided AFDM, which has been published [3], with the exception
of Section 5.6. AFDM is a generalised form of OFDM, which can be tuned to exhibit
similar characteristics to OTFS. These similarities to OTFS allow AFDM to mitigate the
effects of large Doppler shifts, and to separate propagation paths by their associated



130 Chapter 5. Coded Soft-MMSE AFDM ISAC

delays and Doppler shifts, whilst reducing the implementation costs, due to AFDM’s
similarity to OFDM. Hence, AFDM is an attractive alternative to OTFS, especially for
ISAC. As AFDM is a novel waveform, there is a paucity of publications considering iter-
ative equalisation and decoding methods. This turbo architecture allows for improved
communication performance, and may be leveraged to improve the sensing capabili-
ties of the system. Hence, a study of such an architecture for AFDM is performed, with
comparisons to OFDM and multiple OTFS configurations. Multiple OTFS configura-
tions are investigated as OTFS is a two dimensional waveform, whereas AFDM is a
single dimension waveform, which leads to there being no consensus on the best OTFS
and AFDM configurations to implement for a fair comparison.

5.1.1 Literature Review

AFDM is a novel chirp-based waveform [149], and it may be deemed reminiscent of
OFDM, where the DFT is replaced by the DAFT. The DAFT is a generalised transform,
with the DFT being a specific form of the DAFT. It is characterised by two chirp pa-
rameters, namely chirp parameter 1 (c1) and chirp parameter 2 (c2), which can be flex-
ibly tuned for optimising the diversity and correlation properties of the signal. Other
forms of OFDM utilising the DAFT [150] or chirps [151, 152] have been proposed, but
these still lead to propagation paths being separable only by delay, not Doppler shift.
By contrast, the DAFT utilised in AFDM is specifically configured to ensure that the
propagation paths are separable by both delay and Doppler shift, similar to OTFS
schemes [141,142]. This allows AFDM to achieve full diversity, like OTFS. The commu-
nication performance of AFDM has also been shown to be similar to that of OTFS [149].
However, the maximum Doppler shift must be known at the transmitter to configure
the DAFT. AFDM also requires a prefix to be added, the CPP, similarly to the OFDM
CP. The CPP reduces to a CP if the value of c1 for the DAFT meets certain conditions.
The correct configuration of the DAFT allows the AFD channel matrix to be sparse,
similar to the OTFS DD channel matrix, but with a different structure.

The similarities between OFDM and AFDM have led to research in many areas of com-
munication [207], such as satellite communication [208], secure transmission [209,210],
and DFT-based AFDM [211]. The DFT-based AFDM may be viewed as a precoded
OFDM scheme, to align its implementation more closely to that of OFDM [211].

A literature review of AFDM ISAC is presented in Section 2.5.3 of Chapter 2, and hence
is not repeated here. Below is a literature review on work not covered in Chapter 2.
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5.1.1.1 Spectral Efficiency

AFDM has been shown to possess a higher spectral efficiency than OTFS when con-
ventional pilot symbol-based channel estimation is employed [155, 156, 212]. This is
due to the lower number of guard symbols required by AFDM compared to OTFS, as
AFDM is a single-domain waveform, whereas OTFS requires guard symbols along both
the delay and Doppler domains. However, this spectral efficiency improvement is not
seen when other pilot methods are harnessed [161, 213]. For example, when superim-
posed pilot symbols are considered, this spectral efficiency improvement is no longer
observed [161], but superimposed symbols require more complex detection methods
for mitigating the interference between pilot and data symbols.

5.1.1.2 Peak to Average Power Ratio

As a drawback, AFDM suffers from high PAPR, as its structure is similar to OFDM, but
it can be reduced by adjusting c2 of the DAFT [214]. This creates a DAFT with mul-
tiple groups of c2 values within the transform. The authors show that increasing the
number of chirp parameter groups decreases the PAPR. This variability in the trans-
mit DAFT leads to a higher BER, when the receiver does not know which c2 values
have been employed. Reddy et al. [215] propose to reduce the PAPR by applying µ-law
companding and decompanding in the TD, prior to transmission and after reception re-
spectively. This µ-law companding reduces the PAPR of AFDM to a greater extent than
the method in [214], with no substantial impact on the BER for moderate companding.

5.1.1.3 Index Modulation

As for OTFS and OFDM, there has also been keen interest in the combination of AFDM
and IM [216–220]. Standard IM applied to AFDM has been shown to slightly reduce the
BER of AFDM [216] for both coded and uncoded transmission. This combination has
been extended to a multi-antenna scenario in [217], where the transmission from each
antenna is shifted by a fixed delay. The addition of IM is shown to reduce the BER of
AFDM in this scenario, albeit at the expense of additional complexity. As expected, the
BER of the cyclic transmission method decreases as the number of transmit antennas is
increased.

Applying IM to the DAFT parameters has also been proposed [218]. The values of
c2 within groups are varied based on the input bits, in a similar manner to standard
IM. This method is shown to result in a lower BER than standard AFDM-IM for ML
detection. Another innovative IM scheme relies on Walsh-Hadamard sequence based
spreading [219]. This is applied on a per-group basis of chirp subcarriers, and it is
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shown to lead to a lower BER than both AFDM and standard AFDM-IM for a given
throughput at sufficiently high SNRs.

5.1.1.4 Sparse Code Multiple Access

The employment of spreading sequences has also been investigated in multi-user com-
munication. Multi-user SCMA aided AFDM is proposed in [221], for both uplink and
downlink communications. The authors develop a SCMA codebook design to simplify
the input-output relationship in the AFD, thereby allowing for a simpler receiver. The
detector proposed for coded transmission iterates between a linear MMSE receiver and
a Low-Density Parity-Check (LDPC) decoder, whose performance is enhanced by the
addition of orthogonal approximate message passing. The uncoded and coded AFDM-
SCMA schemes are shown to consistently outperform the equivalent OFDM schemes
in both uplink and downlink transmission. The equivalent OTFS schemes are shown
to have a similar performance to their AFDM counterparts.

5.1.1.5 Iterative Equalisation and Channel Coding

Due to the relative novelty of AFDM, there is a paucity of publications investigating
the benefits of iterative equalisation and channel coding on the performance of AFDM.
Nonetheless, a low complexity iterative linear-MMSE-based equalisation method is
proposed for AFDM in [222]. The authors first determine the optimum DAFT chirp
parameter values to minimise the BER when MMSE equalisation is employed. An it-
erative TD MMSE method is developed to reduce the complexity of soft linear-MMSE
detection. The authors show that the proposed chirp parameter selection method al-
lows the system to reach the BER lower bound. This advantage becomes more apparent
when the propagation channel is doubly selective. The proposed iterative TD MMSE
method is shown to have a slightly higher BER than iterative linear-MMSE. The per-
formances of AFDM and OTFS are similar to each other for both equalisation methods.
Soft-MMSE has also been utilised to improve the BER performance of AFDM in wide-
band channels [223].

Channel coding has also been investigated in [216,224]. Xu et al. [224] develop a multi-
block unitary transform-based approximate message passing algorithm for AFDM un-
der fractional delay and Doppler indices. Fractional delay indices are scarcely covered
in the AFDM literature. This algorithm is conceived to mitigate the energy dispersion
effects of the fractional channel indices on the received signal. The proposed algorithm
is shown to exhibit a higher iterative gain, illustrated by “empirical” EXIT chart analy-
sis, and a lower BER than the Gaussian approximate message passing benchmark. This



5.1. Introduction 133

algorithm also allows AFDM to exhibit a lower BER than OTFS, since AFDM only ex-
periences interference in a single dimension, as opposed to two dimensions for OTFS.
Channel coding was not the focus of the contributions of [216] and [224].

The only currently published work that considers the combination of iterative equali-
sation and channel coding for AFDM communication is [221]. The soft-MMSE method
implemented is specifically designed for SCMA, and hence is not generally applicable
to AFDM systems.

5.1.2 Motivation and Contributions

TABLE 5.1: Comparison of contributions from the literature

Topics
Papers [156] [216] [217] [221] [158] [222] [224] This work

System overview
Doubly selective
channel

X X X X X X X X

Channel coding X X X X
Comparison between
AFDM, OTFS and
OFDM

X X X X X X

Receive signal
processing

Iterative detection X X X X X X
Soft-MMSE X X X
URC code assisted
decoding

X

Iterative soft-MMSE
and RSC decoding

X

Performance analysis
EXIT chart and
trajectory analysis

X X

Scalable numerology for
AFDM and OTFS
configurations

X X X

Respective application
domains of AFDM and
OTFS configurations
are identified

X

As discussed above, AFDM has attracted substantial interest due to its similarity in
implementation to OFDM, whilst allowing for comparable performance to OTFS. Al-
though some publications consider coded AFDM and soft-MMSE, there is no in-depth
comparison of coded AFDM to its equivalent OTFS counterpart. Hence, the current
work addresses this knowledge gap. Table 5.1 boldly contrasts the novelties of the
proposed system to the existing literature. The specific contributions of this work are
detailed below:
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TABLE 5.2: OFDM, OTFS and AFDM configurations

OFDM AFDM 1 OTFS 1 AFDM 2 OTFS 2 OTFS 3

Dimension M N̈1 = MN MN M M2N2 = M MN
Subcarrier
spacing

∆ f ∆ f1 =
∆ f
N ∆ f ∆ f ∆ f2 = N2∆ f ∆ f1

Bandwidth M∆ f N̈1∆ f1 = M∆ f M∆ f M∆ f M2∆ f2 = M∆ f M∆ f1 =
M∆ f

N
Duration T 1

∆ f1
= NT NT T N2

∆ f2
= T N

∆ f1
= N2T

Delay
resolu-
tion

1
M∆ f

1
M∆ f

1
M∆ f

1
M∆ f

1
M∆ f

N
M∆ f

Doppler
resolu-
tion

∆ f
N

∆ f
N

∆ f
N ∆ f ∆ f ∆ f

N2

Throughput BS BS BS BS BS
BS
N

Complexity
per block

M MN MN M M MN

References [124, 208,
215, 216,

218]

[149,
155–157,
161, 210,
212, 217,
222–225]

[149,155–
157, 161,
207, 211,
212, 222,
223, 225]

[124, 207,
208, 211,
215, 216,

218]

[217] [210, 221,
224]

• Firstly, a parametric study of the communication performance of OFDM, AFDM
and OTFS in doubly selective fading is performed for both coded and uncoded
transmission. Multiple OTFS and AFDM configurations, defined in Table 5.2, are
investigated, since the existing publications tend to compare AFDM to OTFS with
different subcarrier spacings and/or bandwidths [156,210,217]. M is the number
of OFDM subcarriers, N is the number of symbol slots, N̈ is the number of AFDM
chirp subcarriers, ∆ f is the subcarrier spacing, T is the symbol period, and BS is
the number of bits per symbol. OTFS 1 is the original OTFS configuration of [141,
142] whose subcarrier spacing and number of subcarriers are identical to OFDM.
The AFDM 1 scheme of [149,155,156] is equivalent to OTFS 1, where both schemes
share the same matrix dimension. Furthermore, OTFS 2 [217] and AFDM 2 [157,
161, 222] have the same matrix dimension as a single OFDM symbol. These five
configurations utilise the same bandwidth. The last configuration, OTFS 3 [210,
221, 224], has the same matrix dimension as OTFS 1, but its subcarrier spacing is
identical to that of AFDM 1.

• Secondly, a soft-MMSE equalisation method that is applicable to OFDM, AFDM
and OTFS in an iterative turbo receiver architecture is proposed, that exchanges
extrinsic information between the demapper and the channel decoder. Soft-
MMSE refers to the holistic MMSE solution that updates its MMSE weighting
matrix based on both the channel condition and the a priori probabilities gleaned
from the channel decoder. EXIT chart analysis is performed to investigate the
performance of RSC-coded OFDM, AFDM and OTFS. Moreover, URC coding is
harnessed in order to improve the decoding convergence.
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• It is demonstrated that for low-complexity transceivers having high coding rates,
AFDM configurations exhibit a lower BER than their OTFS counterparts. Hence
AFDM is better suited to low-complexity systems than OTFS at significant veloc-
ities.

5.2 Transmit Signal Model

The data bit vector bD ∈ CRcBS N̈Ξ×1 is encoded to produce the transmit bit vector b ∈
CBS N̈Ξ×1, where Rc is the channel coding rate, BS = log2(Γ) is the number of bits per
symbol, Γ is the modulation order, N̈ is the number of AFDM chirp subcarriers, and Ξ
is the number of transmission blocks within a frame. A transmission block refers to a
set of N̈ symbols (or equivalent for other waveforms) sent by the transmitter, and the
channel parameters are assumed to be constant for the Ξ transmission blocks within a
frame.

The transmit bits b are then interleaved using a random interleaver, where the inter-
leave pattern is generated by a random number generator following a normal distri-

bution, in order to generate
∞
b. When URC coding is employed in conjunction with

another coding method, a second interleaving operation is performed after URC en-
coding using a second random interleaver. The block diagrams of RSC-AFDM and
RSC-URC-AFDM are shown in Figures 5.1 and 5.2, respectively.
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Π
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FIGURE 5.1: Block diagram of RSC-AFDM
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FIGURE 5.2: Block diagram of RSC-URC-AFDM
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The interleaved bits
∞
b are modulated using PSK or QAM to form the AFD transmit

signal ẍ ∈ CN̈Ξ×1. ẍ is then converted to the TD:

xξ = AH
N̈ ẍξ , (5.1)

where xξ ∈ CN̈×1 is the TD transmit signal for the ξth transmit block, ξ = [0, 1, ..., Ξ− 1]

is the block index, and AN̈ is the N̈ × N̈ DAFT, defined as:

AN̈ = Λc2 F N̈Λc1 , (5.2)

where F N̈ is the N̈ × N̈ DFT, c1 and c2 are the chirp parameters 1 and 2, and:

Λc = diag(e−j2πc(n̈)2
) , (5.3)

where n̈ = [0, 1, ..., N̈ − 1] is the AFDM chirp subcarrier index, and diag(v) generates
a square diagonal matrix whose diagonal elements are the elements of v.

Following the conditions outlined in [156], c1 is set to:

c1 =
2(k̈max + kν) + 1

2N̈
, (5.4)

where k̈max is the maximum AFDM Doppler index, defined in (5.18) further below, and
kν is the AFDM guard for fractional indices.

Furthermore, c2 is set to a small arbitrary irrational number:

c2 =
1

92π
. (5.5)

Detailed information on the basic concepts of the DAFT and of AFDM can be found
in [156].

5.3 Channel and Received Signal Model

It is assumed that there is no external interference during transmission, that the CPP for
AFDM and the CP for OTFS and OFDM are perfectly removed, and that their lengths
are in excess of the maximum channel delay-spread.

The transmitted signal is passed through a typical time-varying and frequency-
selective fading channel used in the OTFS literature, as modelled in [179]. The TD
representation of this channel for OTFS is:

hm, n, p, ξ = h̃pej2πk̃p
ξMN+nM+m−l̃p

MN , (5.6)
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where j =
√
−1, p = [0, 1, ..., P− 1] is the propagation path index, P is the total number

of propagation paths, m = [0, 1, ..., M− 1] denotes the OTFS subcarrier index, M is the
number of OTFS subcarriers, n = [0, 1, ..., N − 1] is the OTFS symbol slot index, N
is the number of OTFS symbol slots, h̃p is the fading gain and path loss, while l̃p and
k̃p are the OTFS delay and Doppler indices associated with the pth propagation path
respectively, defined as:

l̃p = (∆ f M) τp , (5.7)

k̃p =
N
∆ f

νp , (5.8)

where ∆ f is the OTFS subcarrier spacing, τp is the delay associated with the pth path,
and νp is the Doppler shift associated with the pth path.

This representation assumes integer delay indices, as the delay resolution is assumed
to be sufficiently large. The propagation path variables are assumed to be constant over
the Ξ transmission blocks. The equivalent AFDM channel is attained upon substituting
MN with N̈ and ∆ f with ∆̈ f . Hence, the TD representation of the channel for AFDM
is:

hn̈, p, ξ = h̃pej2πk̈p
ξN̈+n̈− ¨lp

N̈ , (5.9)

where l̈p and k̈p are the AFDM delay and Doppler indices associated with the pth prop-
agation path respectively:

l̈p =
(
∆̈ f N̈

)
τp , (5.10)

k̈p =
νp

∆̈ f
, (5.11)

where ∆̈ f is the AFDM subcarrier spacing.

Therefore, in order to have consistent delay and Doppler indices between (5.7)-(5.8)
and (5.10)-(5.11), N̈ = MN, n̈ = nM + m, and ∆̈ f = ∆ f

N .

Each index can be decomposed into its integer- and fractionally-spaced counterparts,
e.g.:

k̃p = k̃p + δk̃p , (5.12)

where the k̃p = bk̃pe is the integer part of the index, δk̃p = k̃p − k̃p is the fractional
component, and b·e is the rounding function.
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Using this notation, the TD channel representations in (5.6) and (5.9) can be respectively
rewritten as:

hm, n, p, ξ =

(
h̃pej2πk̃p

nM+m−l̃p
MN

)
ej2πδk̃pξ , (5.13)

hn̈, p, ξ =

(
h̃pej2πk̈p

n̈− ¨lp
N̈

)
ej2πδk̈pξ . (5.14)

It can be readily seen that when the fractional component of the Doppler indices is 0,
the channel does not vary with respect to the block index ξ. When δkp is non zero, the
additional blocks impose a phase shift to the TD channel.

The channel is specifically defined for OTFS and AFDM for explicit clarity, since multi-
ple OTFS and AFDM configurations are considered, as shown in Table 5.2. Once again,
it can be seen that AFDM is equivalent to OTFS when N̈ = MN, n̈ = nM + m, and
∆̈ f = ∆ f

N . The OTFS TD channel representation is also directly applied to OFDM, as
OTFS and OFDM utilise the same system parameters.

5.3.1 Propagation Path Parameter Generation

The first path p = 0 is the LoS path, while the remaining P− 1 paths are NLoS paths.
The fading gain and path loss h̃p is:

h̃p =


√

κ
κ+1 , if p = 0√

1
(κ+1)(P−1)

ζp, if p > 0 ,
(5.15)

where κ is the Rician K factor, and ζp is a complex Gaussian random variable with mean
µh = 0 and variance σ2

h = 1, expressed as N (µh, σ2
h ).

The delay index lp is:

lp =

0, if p = 0

b(DT − 1)ηle, if p > 0,
(5.16)

where DT is the number of delay taps, and ηl is a random variable obeying a uniform
distribution between 0 and 1.

The number of delay taps DT defines the maximum delay index, and hence the maxi-
mum propagation path delay. No pair of propagation paths will have the same delay
index, yielding: lp1 6= lp2 , where p1 = [0, 1, ... P− 1], p2 = [0, 1, ... P− 1], and p1 6= p2.

The fractional Doppler index kp is:

kp = b2kmax (ηk − 0.5)e, (5.17)
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where ηk is a random variable following a uniform distribution between 0 and 1, and
kmax is the maximum integer Doppler index, defined as:

kmax = b 1
∆̈ f

fcV
c0
e = b N

∆ f
fcV
c0
e , (5.18)

where V is the velocity of the communication receiver, fc is the carrier frequency, and
c0 is the speed of light. The equality holds when equivalent AFDM and OTFS configu-
rations are compared.

5.3.2 Channel Matrix and Received Signal Definition

The TD channel matrix for block ξ, Hξ ∈ CN̈×N̈ , is formulated as:

Hξ [n̈, bn̈− l̈pcN̈ ] =
P−1

∑
p=0

hn̈, p, ξ , (5.19)

where b·cN̈ is the modulo N̈ operator.

For OTFS, the hn̈, p, ξ is replaced by hm, n, p, ξ , with nM + m instead of n̈, N̈ substituted
by MN, and the OTFS delay and Doppler indices utilised.

The TD received signal for block ξ, yξ ∈ CN̈×1, is:

yξ = Hξ xξ + zξ , (5.20)

where zξ is the AWGN for block ξ, with mean µz = 0 and variance N0, expressed as
N (µz, N0), and N0 is the noise power.

The AFD received signal for block ξ, ÿξ ∈ CN̈×1, is:

ÿξ = AN̈yξ = AN̈ Hξ AH
N̈ ẍξ + AN̈zξ ,

ÿξ = Ḧξ ẍξ + AN̈zξ , (5.21)

where Ḧξ is the AFD equivalent channel:

Ḧξ = AN̈ Hξ AH
N̈ . (5.22)

5.4 Soft-MMSE Detection

Soft-MMSE equalisation [226] is applied at the receiver, with perfect channel estimation
assumed. Due to the interleaving applied to the coded bits, the channel decoder’s a
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posteriori Log-Likelihood Ratios (LLRs) Lρ,δ are interleaved to generate the soft-MMSE
a priori LLRs Lα,µ.

For each transmit block ξ, a transmit symbol estimate ε{ẍξ} is formulated using the
soft-MMSE a priori LLRs Lα,µ

ξ for the ξth transmit block as:

ε{ẍξ [n̈]} =
Γ−1

∑
γ=0

sγP
(
ẍξ [n̈] = sγ

)
,

=
Γ−1

∑
γ=0

sγ

exp
(

∑BS−1
β=0 bγ

βL
α,µ
ξ [n̈BS + β]

)
∏BS−1

β=0

(
1 + exp

(
Lα,µ

ξ [n̈BS + β]
)) , (5.23)

where P (a = b) denotes the probability of a = b, sγ is the modulated symbol corre-
sponding to the integer value γ, γ = [0, 1, ..., Γ− 1] is the modulation index, β = [0, 1,
... BS− 1] is the index of bits in a symbol, and exp(·) is the natural exponential function.

A diagonal matrix E of the squared magnitude of ε{ẍξ} is then generated as:

E = diag
(
ε{ẍξ} ⊗ ε{ẍξ}∗

)
, (5.24)

where ⊗ is the element-wise multiplication, and (·)∗ is the complex conjugate opera-
tion.

The AFDM MMSE matrix G̈ξ for the ξth transmit block is:

G̈ξ =
(

Ḧ∗ξ (RSX + E) ḦT
ξ + N0 I N̈×N̈

)−1
Ḧ∗ξ , (5.25)

where (·)T is the transpose operation, I N̈×N̈ is the N̈ × N̈ identity matrix, and RSX is
the covariance matrix of the transmit symbols, which is set to I N̈×N̈ , since the average
transmit symbols power is normalised to 1.

The soft-MMSE transmit signal estimate
µ
x is expressed:

µ
x[n̈] =

((
ÿξ

)T
g̈ξ, n̈ − ιξ, n̈

) (µ

hξ, n̈

)∗
|
µ

hξ, n̈|2
, (5.26)

where |·| is the magnitude operator, g̈ξ, n̈ is the n̈th column of G̈ξ , ιξ, n̈ is the interference
imposed upon the n̈th symbol by the other N̈− 1 symbols in the ξth transmit block, and
µ

hξ, n̈ is:
µ

hξ, n̈ =
(
ḧξ, n̈

)T g̈ξ, n̈ . (5.27)
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The interference imposed upon the n̈th symbol by the other N̈ − 1 symbols in the ξth

transmit block ιξ, n̈ is:

ιξ, n̈ =
N̈−1

∑
n̈2=0, n̈2 6=n̈

ε{ẍξ [n̈2]}
(
ḧξ, n̈2

)T g̈ξ, n̈ . (5.28)

The equivalent soft-MMSE AWGN noise power
µ

N0, ξ for each symbol is expressed as:

µ

N0, ξ [n̈] =
1

|
µ

hξ, n̈|
+ (E[n̈, n̈]− 1) . (5.29)

The approximate maximum probability metric
µ

d µ
m, γ

describing the probability of the

transmit symbol ẍ[
µ
m] being sγ can then be generated using

µ
x[

µ
m] and

µ

N0, ξ :

µ

d µ
m, γ

= −

∣∣∣∣µx[
µ
m]− sγ

∣∣∣∣2
µ

N0[
µ
m]

+
BS−1

∑
β=0

bγ
βL

α,µ
ξ [b̈] , (5.30)

where b̈ = [0, 1, ..., N̈BS − 1] is the bit index within the transmit block ξ,
µ
m = b b̈

BS
c, and

b·c is the floor function.

TABLE 5.3: Lookup table for the Jacobian algorithm

Value of |d1 − d2| Value of Θ (|d1 − d2|)
|d1 − d2| > 3.7 0

2.25 < |d1 − d2| ≤ 3.7 0.05
1.5 < |d1 − d2| ≤ 2.25 0.15
1.05 < |d1 − d2| ≤ 1.5 0.25
0.7 < |d1 − d2| ≤ 1.05 0.35
0.43 < |d1 − d2| ≤ 0.7 0.45
0.2 < |d1 − d2| ≤ 0.43 0.55
|d1 − d2| ≤ 0.2 0.65

The soft-MMSE a posteriori LLRsLρ,µ
ξ for the ξth transmit block are then calculated using

the Approx-Log-MAP algorithm from [226, 227]:

Lρ,µ
ξ [b̈] = jac

(
µ

d µ
m, γ

)
sγ∈Sbξ =1

− jac
(

µ

d µ
m, γ

)
sγ∈Sbξ =0

, (5.31)

where jac(·) is the Jacobian function:

jac (d1, d2) = max (d1, d2) + Θ (|d1 − d2|) , (5.32)
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where max is the maximum function that returns the highest value, and Θ (|d1 − d2|)
is an additional term whose value is specified by Table 5.3 [228, 229].

The soft-MMSE a posteriori LLRs for the Ξ transmit blocks Lρ,µ are de-interleaved to
produce the channel decoder’s a priori LLRs Lα,δ.

5.5 Simulation Results

TABLE 5.4: Simulation parameter values

Parameter OFDM AFDM 1 OTFS 1 AFDM 2 OTFS 2 OTFS 3
Modulation order Γ 2
Number of propagation
paths P

4

Number of delay taps DT 5
Communication receiver
velocity V

150 m/s

Rician K factor κ 0 dB
Carrier frequency fc 38.5 GHz
Maximum propagation
delay τmax

10.4167 µs

AFDM guard for
fractional indices kν

N/A 1 N/A 1 N/A N/A

Set 1
Number of subcarriers 32 512 32 32 8 32
Number of symbol slots 16 N/A 16 N/A 4 16
Subcarrier spacing 15 kHz 15

16 kHz 15 kHz 15 kHz 60 kHz 15
16 kHz

Set 2
Number of subcarriers 16 128 16 16 8 16
Number of symbol slots 8 N/A 8 N/A 2 8
Subcarrier spacing 30 kHz 15

4 kHz 30 kHz 30 kHz 60 kHz 15
4 kHz

Set 3
Number of subcarriers 8 32 8 8 4 8
Number of symbol slots 4 N/A 4 N/A 2 4
Subcarrier spacing 60 kHz 15 kHz 60 kHz 60 kHz 120 kHz 15 kHz

Set 4
Number of subcarriers 4 8 4 4 2 4
Number of symbol slots 2 N/A 2 N/A 2 2
Subcarrier spacing 120 kHz 60 kHz 120 kHz 120 kHz 240 kHz 60 kHz

The simulation parameters are shown in Table 5.4. The number of subcarriers refers
to OFDM-type subcarriers for OFDM and OTFS, and to chirp subcarriers for AFDM.
Different random interleavers are generated for each frame. The same interleaver is
utilised across transmission blocks within a frame, and the interleaver length is 10 000
bits.

The five configurations outlined in Table 5.2 are characterised by simulations. OFDM
is configured to match OTFS 1, with multiple symbol slots. AFDM 1 is equivalent to
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OTFS 1, hence it possesses a smaller subcarrier spacing than OFDM and OTFS 1, to en-
sure that the same frequency resources are utilised. The duration of AFDM 2 is equal to
that of a single OFDM symbol, and has the same subcarrier spacing as OFDM. OTFS 2 is
the configuration that is equivalent to AFDM 2. OTFS 3 has the same matrix dimension
and subcarrier spacing as AFDM 1, hence it has a lower bandwidth. OTFS 3 is included
since some references utilise this OTFS configuration to compare with AFDM.

Four parameter value groups are investigated, named Set 1, 2, 3, and 4. The matrix
dimensions of OFDM, OTFS 1, and AFDM 1 are divided by 4 every time the Set index
is increased. The values of the base variables defined in Table 5.2 are, for each Set:

• Set 1: M = 32, N = 16, ∆ f = 15 kHz.

• Set 2: M = 16, N = 8, ∆ f = 30 kHz.

• Set 3: M = 8, N = 4, ∆ f = 60 kHz.

• Set 4: M = 4, N = 2, ∆ f = 120 kHz.

5.5.1 Uncoded BER
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FIGURE 5.3: BER of uncoded BPSK AFDM 1 and 2, OFDM, and OTFS 1, 2 and 3

The BERs of uncoded BPSK AFDM 1 and 2, OTFS 1, 2, and 3, and OFDM utilising hard-
MMSE are shown in Figure 5.3. The BER of OFDM using single tap FD equalisation,
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denoted as “FDE”, is also shown. Hard-MMSE refers to the MMSE equalisation that
outputs bit estimates (hard values), as opposed to LLRs (soft values). For Set 1, the
BERs of the AFDM and OTFS configurations are similar to each other. The BER of
hard-MMSE OFDM is higher than that of AFDM and OTFS, with the BER of “FDE”
OFDM remaining above 0.3 for the Eb/N0 range considered.

When the Set index is increased, the dimension of the configurations is reduced, and the
BERs of the AFDM configurations do not increase to the same extent as the BERs of their
OTFS counterparts at high Eb/N0. AFDM 1 is the counterpart to OTFS 1, and AFDM 2
is the counterpart to OTFS 2. OTFS 3 has no direct counterpart, and it is included
to illustrate how a non-equivalent configuration may result in an unfair comparison
between OTFS and AFDM. OTFS 3 has the same subcarrier spacing and dimension as
AFDM 1, which results in OTFS 3 possessing a smaller bandwidth than AFDM 1.

It can be observed from Figure 5.3 that for Set 1, associated with the largest matrix di-
mension, AFDM 1 and OTFS 1 exhibit a similar BER, while the BER of AFDM 2 is com-
parable to that of OTFS 2. However, as the matrix dimension is reduced from that of Set
1 to Set 4, the AFDM configurations gradually start to outperform their OTFS counter-
parts. This is because to AFDM’s diversity gain only presenting a significant advantage
when the codeword differences are small, for small matrix dimensions. Therefore, Set
4 is utilised for the majority of the following results, as it is the parameter Set for which
AFDM exhibits the most substantial BER improvement over OTFS.

5.5.2 EXIT Chart Analysis
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FIGURE 5.4: EXIT chart of Set 4 hard- and soft-MMSE BPSK AFDM 1 and 2, OFDM,
and OTFS 1 and 2 for 0 dB Eb/N0

The EXIT charts of Set 4 hard- and soft-MMSE BPSK AFDM 1 and 2, OTFS 1, 2, and 3,
and OFDM for 0 dB Eb/N0 are shown in Figure 5.4. For hard-MMSE, the a posteriori
mutual information remains constant when the a priori mutual information varies. In
contrast, the a posteriori mutual information is increased when the a priori mutual infor-
mation is increased for soft-MMSE. This demonstrates that the soft-MMSE method is
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capable of improving the performance compared to hard MMSE. The EXIT curves of
AFDM 1 and OTFS 1 are similar to each other, indicating a similar performance. The
EXIT curve of AFDM 2 has a steeper gradient than that of OTFS 2, which suggests that
AFDM 2 has a superior detection capability to OTFS 2. The EXIT curve of soft-MMSE
OFDM is at a higher ordinate value than that of hard-MMSE OFDM, but maintains
the same 0 gradient, which indicates that soft-MMSE OFDM cannot provide an itera-
tion gain. The EXIT curve of soft-MMSE OFDM is also at a lower ordinate value than
those of AFDM and OTFS. The lack of gradient in the soft-MMSE OFDM EXIT curve is
due to the lack of correlation between the OFDM subcarriers, when no AFDM or OTFS
precoding is implemented.
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FIGURE 5.5: EXIT chart and trajectory of Set 4 RSC- (square) and RSC-URC-coded
(diamond) BPSK AFDM 1, OFDM, and OTFS 1 for 4 dB Eb/N0

The EXIT charts and trajectories of Set 4 RSC- and RSC-URC-coded BPSK AFDM 1,
OTFS 1 and OFDM for soft-MMSE are shown in Figure 5.5, for 4 dB Eb/N0. The trajec-
tories of AFDM 1 and OTFS 1 are similar, which reflects the general trend of approx-
imately similar performance between AFDM and OTFS. Due to the flat EXIT chart of
soft-MMSE OFDM, there is little iterative gain is attained for RSC coding.

The trajectories of RSC coding reach their end points in 1 or 2 iterations for AFDM 1
and OTFS 1. At a coding rate of 0.9, the minimum a posteriori mutual information is 0.9,
which only leaves room for modest iteration gain. Hence, the RSC coded AFDM 1 and
OTFS 1 trajectories approach the ideal (1, 1) point of perfect convergence.
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When URC is harnessed, the EXIT chart performance of soft-MMSE is improved for all
three waveforms for Rc = 0.5, which leads to a higher iterative gain for RSC coding, as
the trajectory end point is closer to the ideal (1, 1) point. This is a benefit of the URC
increasing the open tunnel. A greater number of iterations is required to reach the (1, 1)
point when URC is employed, but this phenomenon no longer persists at higher coding
rates, as shown in Figure 5.5b for Rc = 0.9, as the initial a posteriori mutual information
is very high (0.9). The performance of RSC-URC-OFDM remains lower than that of
RSC-URC-AFDM 1 and RSC-URC-OTFS 1.

5.5.3 Comparison of RSC and RSC-URC AFDM
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FIGURE 5.6: BER of Set 4 RSC- and RSC-URC-coded BPSK AFDM 1 and 2

The BERs of Set 4 RSC- and RSC-URC-coded BPSK AFDM 1 and 2 are shown in Fig-
ure 5.6, for Rc = 0.5 and 0.9. “RSC-AFDM 1 it” refers to RSC-AFDM relying on a single
iteration, and “RSC-URC-AFDM 2/4 it” refers to RSC-URC-AFDM having 2 inner and
4 outer iterations. For RSC-URC coding, the inner iterations are between URC decod-
ing and soft-MMSE equalisation. The outer iterations are between the RSC decoder
and the combined URC-equaliser block.

As expected, increasing the coding rate increases the BER for both AFDM configura-
tions and for both coding methods. The BER of RSC-AFDM 1 is lower than that of
RSC-AFDM 2 at high Eb/N0 and for a sufficiently high number of iterations, following
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the trend for uncoded hard-MMSE AFDM simulated with the Set 4 variable values. The
BER difference is accentuated when the coding rate is increased, as fewer errors can be
corrected at high coding rates. The BER of RSC-URC-AFDM 1 is lower than that of
AFDM 2 for both coding rates and for the specific number of inner and outer iterations
considered.

For RSC coding, increasing the number of iterations from 1 to 2 drastically reduces the
BER for both coding rates. By contrast, increasing the number of iterations from 2 to 4
no longer significantly improves the BER for a coding rate of 0.5, but slightly lowers it
for a coding rate of 0.9. This result is consistent with the EXIT chart based prediction,
where the trajectory end point is reached within a low number of iterations. The drastic
BER reduction of RSC coding as the number of iterations increases is indeed expected
as an explicit benefit of having iteratively improved extrinsic LLRs.

The BER of RSC-URC coding is higher for both coding rates than that of stand-alone
RSC coding when a similar complexity is considered, which is a plausible reflection
of the fact that RSC-URC can only improve the BER at an increased complexity. To
elaborate, at a coding rate of 0.5, the BER of RSC-URC coding decreases as the number
of outer iterations is increased up to 8. Further increase in the number of iterations
does not significantly improve the BER performance. Again, RSC-URC is capable of
outperforming RSC coding at the lower coding rates, but only at higher numbers of
iterations. This is consistent with the EXIT chart predictions, where the trajectory end
point for RSC-URC is only reached at a higher number of iterations than for RSC cod-
ing, but it is closer to the ideal (1, 1) point. At a coding rate of 0.9, the BER of RSC-URC
is higher than that of RSC coding, even when a higher number of outer iterations is
utilised. This is also shown in the EXIT chart results, where the addition of URC does
not significantly impact the EXIT curve gradient of soft-MMSE equalisation at this cod-
ing rate. At small matrix dimensions, high code rates and many outer iterations, the
BER of RSC-URC coding becomes unstable at high Eb/N0, as shown in Figure 5.6d.

5.5.4 BER of RSC-coded OFDM, AFDM, and OTFS

The BERs of Set 4 RSC-coded BPSK AFDM 1 and 2, OFDM, and OTFS 1, 2, and 3
are shown in Figure 5.7, for coding rates of 0.5, 0.7, and 0.9, and for Itouter = 2. For
all coding rates, OFDM has the highest BER trend, as its subcarrier orthogonality is
partially compromised at the high velocity considered.

For all coding rates, the BER of AFDM 1 is generally lower than that OTFS 1 and
OTFS 3. The BER difference is accentuated at Rc = 0.9. The BER of AFDM 2 is similar
to that of OTFS 1 and OTFS 3 at Rc = 0.5, but gradually diverges as the coding rate
is increased. For all coding rates, OTFS 2 has a higher BER than AFDM 2, and OFDM
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FIGURE 5.7: BER of Set 4 RSC-coded BPSK AFDM 1 and 2, OFDM, and OTFS 1, 2, and
3 for Itouter = 2

exhibits a higher BER than OTFS 2. AFDM 1, OTFS 1, and OTFS 3 have the larger ma-
trix dimensions, hence they combat the effect of the channel and AWGN better than
the other configurations, albeit at the expense of increased complexity. The AFDM con-
figurations have a lower BER than their OTFS counterparts due to AFDM possessing
higher degrees of freedom.

5.5.5 BER of RSC-URC coded OFDM, AFDM, and OTFS

The BERs of Set 4 RSC-URC-coded BPSK AFDM 1 and 2, OFDM, and OTFS 1, 2, and
3 are shown in Figure 5.8, for coding rates of 0.5, 0.7, and 0.9, and for Itinner = 2, and
Itouter = 2 and 8. For all coding rates and number of outer iterations, OFDM has the
highest BER trend.

For Rc = 0.5, the BER of AFDM 1, OTFS 1 and OTFS 3 are similar to each other, with
OTFS 2, AFDM 2, and OFDM exhibiting a higher BER. For Itouter = 2, increasing Rc in-
creases the relative BER difference of the configurations. AFDM 1 has the lowest BER,
followed by OTFS 1 and 3, then AFDM 2, OTFS 2, and OFDM. Recall that AFDM 1,
OTFS 1, and OTFS 3 have the larger matrix dimensions, hence they combat the effect
of the channel and AWGN better, albeit at the expense of increased complexity. Fur-
thermore, AFDM 2 and OTFS 2 have lower matrix dimensions, which leads to a higher
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FIGURE 5.8: BER of Set 4 RSC-URC-coded BPSK AFDM 1 and 2, OFDM, and OTFS 1,
2, and 3 for Itinner = 2

BER, but a lower complexity. At the high velocity considered, the subcarrier orthogo-
nality of OFDM is partially compromised, leading to higher BERs. These trends follow
those observed for uncoded transmissions in Figure 5.3d.

When the number of outer iterations is increased to Itouter = 8, the relative difference
in BER between the configurations is reduced. The BER trends of AFDM 1, OTFS 1,
and OTFS 3 are similar to each other. Observe that AFDM 2, OTFS 2, and OFDM have
similar BER trends to each other for Rc = 0.5 and 0.7, with a higher BER than AFDM 1,
OTFS 1, and OTFS 3. At Rc = 0.9, the BER of AFDM 2 is higher than that of AFDM 1,
OTFS 1, and OTFS 3, but lower than that of OTFS 2 and OFDM. This is an explicit
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benefit of AFDM’s higher degrees of freedom than those of OTFS and OFDM, which
effects the BER performance at low matrix dimensions.

5.5.6 Effect of the Matrix Dimensions on the BER of RSC-URC coded
OFDM, AFDM, and OTFS
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FIGURE 5.9: BER of Set 1, 2, 3, and 4 RSC-URC-coded BPSK AFDM 1 and 2, OFDM,
and OTFS 1, 2 and 3 for Rc = 0.9 and Itinner = 2 and Itouter = 8 iterations

The BERs of RSC-URC-coded BPSK AFDM 1 and 2, OFDM, and OTFS 1, 2 and 3 are
shown in Figure 5.9 for Rc = 0.9 and Itinner = 2 and Itouter = 8 iterations, for the variable
values of Set 1, 2, 3 and 4. When the Set index is reduced, the dimension of the system
configurations is increased. As the matrix dimensions are increased, the BER trends of
the AFDM and OTFS configurations converge, since the effect of the matrix dimensions
is diminished.

5.5.7 Eb/N0 gain of RSC-URC Coding Relative to Uncoded Transmission

The Eb/N0 gains of Set 4 RSC-URC-coded BPSK AFDM 1 and 2, OFDM, and OTFS 1
and 2 relative to uncoded transmission for Rc = 0.5 to 0.9 and Itinner = 2 and Itouter = 8
iterations at a BER of 10−3 is shown in Figure 5.10. The effective throughput in bpcu for
each code rate is also shown. As expected, the Eb/N0 gain reduces as the coding rate
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FIGURE 5.10: Eb/N0 gains of Set 4 RSC-URC-coded BPSK AFDM 1 and 2, OFDM, and
OTFS 1 and 2 relative to uncoded transmission for Rc = 0.5 to 0.9 and Itinner = 2 and

Itouter = 8 iterations at a BER of 10−3

increases, since fewer errors can be corrected at higher coding rates. The Eb/N0 gain is
largest for the configurations with the worst uncoded BER performance, as the coding
allows the OTFS and OFDM configurations to overcome the higher diversity gain of
AFDM.

5.5.8 Summary Table of the Communication BER Results

TABLE 5.5: Eb/N0 in dB at which a BER of 10−4 is achieved for Rc = 0.9, for RSC
coding and RSC-URC coding

Coding AFDM 1 OTFS 1 AFDM 2 OTFS 2 OTFS 3 OFDM
RSC Itouter = 2 8.5 10 10.4 12 9.9 N/A

RSC-URC, Itouter = 2 9.8 11.5 11.8 N/A 11.5 N/A
RSC-URC, Itouter = 8 10.2 10 11.4 N/A 10 N/A

The Eb/N0 at which a BER of 10−4 is achieved for Rc = 0.9 and different coding types
and number of iterations are summarised in Table 5.5. For the lower complexity RSC
coding and RSC-URC coding with Itouter = 2, AFDM 1 reaches a BER of 10−4 at a lower
Eb/N0 than the other configurations.

5.6 Sensing

Monostatic sensing functionality has been employed using a single pilot symbol in a
pilot block. The pilot block is transmitted before the data blocks, with the pilot symbol
placed in the first element of the transmit symbol vector. The power of the pilot symbol
is N̈ for AFDM and MN for OTFS. The delay and Doppler indices for the pt

th target
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are:

l̃pt =
2∆ f MRpt

c0
, (5.33)

k̃pt =
2 fcNVpt

∆ f c0
, (5.34)

l̈pt =
2∆̈ f N̈Rpt

c0
, (5.35)

k̈pt =
2 fcVpt

∆̈ f c0
, (5.36)

where Rpt is the range of the pt
th target and Vpt is the velocity of the pt

th target.

A scalar of 2 is present in (5.33)-(5.36) because the signal is reflected by the target to the
receiver in the monostatic sensing considered. It is assumed that the self-interference
between the transmit signal and received echos is perfectly mitigated by appropriate
shielding and/or signal processing methods.

For AFDM, a circular correlation operation is performed in the AFD on the received
pilot block:

ÿimag[n̈1] =
N̈−1

∑̈
n=0

(
ẍpi[n̈]

)∗ ÿpi[bn̈− n̈1cN̈ ] , (5.37)

where ÿimag ∈ CN̈×1 is the imaging vector, ẍpi ∈ CN̈×1 is the transmitted pilot block,
and ÿpi ∈ CN̈×1 is the received pilot block.

An equivalent circular correlation operation is applied in the DD for OTFS. The Pt mag-
nitude peaks of the ÿimag are the estimates of the Pt target integer delay and Doppler
indices.

A channel matrix is constructed utilising the estimated delay and Doppler indices, and
the data in the data blocks are decoded. Two scoring methods are harnessed to deter-
mine the accuracy of the channel data: (1− BER) and− log(BER). The weights of each
channel estimate are then normalised to calculate the weighted RMSE.

TABLE 5.6: Sensing parameter values

Parameter Value
Number of targets Pt 1
System parameter Set 3
Target range ≈ 312.5 + 0.001 m
Target velocity ≈ 233.8 + 0.001 m/s

The simulation parameters for the preliminary sensing results are shown in Table 5.6.
The range and velocity values are integer multiples of the resolutions of the configura-
tions, with a shift of 0.001 added. This addition is present as the RMSE figures utilise
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a logarithmic axis. If the range and velocity values were exact multiples of the range
and velocity resolutions, the RMSE at higher SNRs would be 0, and hence could not be
shown on the graphs.
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FIGURE 5.11: RMSE of Set 3 RSC-coded BPSK AFDM 1 for Rc = 0.5 and Itouter = 0, 1,
2, 3, and 4 iterations for the (1− BER) scoring method

The range and velocity RMSEs of Set 3 RSC-coded BPSK AFDM 1 for Rc = 0.5 and
Itouter = 0, 1, 2, 3, and 4 iterations are shown in Figure 5.11 for the (1− BER) scoring
method. Itouter = 0 indicates that no decoding has been employed. The decoding has
no impact on the integer index RMSE performance as the system reaches the RMSE
error floor at an Eb/N0 of 2 dB, at which the BER is still approximately 2× 10−1, an
inadequate level for communication (shown in Figure 5.6a).
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FIGURE 5.12: RMSE of Set 3 RSC-coded BPSK AFDM 2 for Rc = 0.5 and Itouter = 0, 1,
2, 3, and 4 iterations for the (1− BER) scoring method

The range and velocity RMSEs of Set 3 RSC-coded BPSK AFDM 2 for Rc = 0.5 and
Itouter = 0, 1, 2, 3, and 4 iterations are shown in Figures 5.12 and 5.13, for the (1− BER)

and − log(BER) scoring methods, respectively. Neither scoring improves the perfor-
mance of the sensing method, despite the RMSE reaching the error floor at 7 and 8
dB Eb/N0 for range and velocity, which corresponds to a BER of 10−5 or lower in Fig-
ure 5.6b. The AFDM 2 RMSE floor is reached at a higher Eb/N0 than AFDM 1 as there
is less power in the pilot symbol, due to the smaller matrix dimension of AFDM 2.
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FIGURE 5.13: RMSE of Set 3 RSC-coded BPSK AFDM 2 for Rc = 0.5 and Itouter = 0, 1,
2, 3, and 4 iterations for the − log(BER) scoring method

As the integer index resolutions of Set 3 AFDM 1 and 2 are quite poor (≈ 312.5 m for
AFDM 1 and 2,≈ 58.4 m/s for AFDM 1, and≈ 233.8 m/s for AFDM 2), an incorrect es-
timate leads to a large error, hence the weighting based on decoding has no significant
impact on the performance.
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FIGURE 5.14: RMSE of Set 3 RSC-coded BPSK AFDM 1 and 2 and OTFS 1 and 2 for
Rc = 0.5

The range and velocity RMSEs of Set 3 RSC-coded BPSK AFDM 1 and 2 and OTFS 1
and 2 for Rc = 0.5 and no decoding are shown in Figure 5.14. Both AFDM 1 and
OTFS 1 reach the range RMSE floor at the same Eb/N0. AFDM 2 and OTFS 2 reach
the range RMSE error floor at the same Eb/N0, but AFDM 2 reaches the velocity RMSE
floor at 8 dB Eb/N0, compared to the 7 dB for OTFS 2. However, further research
work is required to identify whether the velocity estimation performance of AFDM 2 is
consistently worse than that of OTFS 2 in diverse scenarios.

OTFS 1 maintains a high velocity RMSE for a target velocity of ≈ 233.8 m/s. This ve-
locity is equivalent to a Doppler index of 4, but because OTFS 1 has N = 4 possible
Doppler indices, the maximum Doppler index is 3. As AFDM is a single dimensional
waveform, it does not impose individual limitations on delay and Doppler indices, but
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rather on their combination. Hence, AFDM 1 can estimate this velocity, which demon-
strates its enhanced flexibility relative to OTFS 1. The velocity RMSE performance of
OTFS 1 is comparable to that of AFDM 1 when a lower target velocity is simulated,
denoted as “OTFS 1 V = 116.9 m/s”.

The RMSE at lower Eb/N0 is different for AFDM and OTFS, which illustrates the effect
of the difference in the number of dimensions between the two waveforms. For Set 3
OTFS 1, M = 8 and N = 4, hence there is a higher number of possible range estimates
than velocity estimates, which leads to a larger range RMSE at lower Eb/N0 values. By
contrast, AFDM 1 only has a single dimension of N̈ = 32, hence the range and velocity
RMSEs are closer to each other at lower Eb/N0 values. A similar relative RMSE trend
is present for OTFS 2 and AFDM 2. In both cases, the RMSE at low Eb/N0 values is
excessive, hence this RMSE difference has no significant impact on the integer index
estimation performance of these systems.

5.7 Conclusions

TABLE 5.7: Eb/N0 in dB at which a BER of 10−4 is achieved for RSC-URC coding,
Rc = 0.9, Itinner = 2, and Itouter = 8 iterations

Set index AFDM 1 OTFS 1 AFDM 2 OTFS 2 OTFS 3 OFDM MMSE
Set 1 6.6 6.9 6.7 6.85 6.8 10.2
Set 2 6.7 6.8 7 7 7.2 10.8
Set 3 6.8 6.9 10.2 10 7 11.4
Set 4 10.2 10 11.4 N/A 10 N/A

FIGURE 5.15: Eb/N0 in dB at which a BER of 10−4 is achieved for RSC-URC coding,
Rc = 0.9, Itinner = 2, and Itouter = 8 iterations
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Iterative soft-MMSE equalisation in conjunction with both RSC and RSC-URC cod-
ing has been conceived for AFDM, and both the BER and EXIT chart performance
have been compared to that of OFDM and different OTFS configurations. The results
recorded for Rc = 0.9 and different variable Sets are summarised in Table 5.7 and Fig-
ure 5.15. The AFDM configurations are shown to exhibit a lower BER at high Eb/N0

than their equivalent OTFS counterparts, at lower matrix dimension, at high coding
rates, and at low iteration number. This is because AFDM possesses higher degrees
of freedom than OTFS, since AFDM is a one-dimensional waveform, whereas OTFS is
two-dimensional. When the number of iterations is increased, the BER performance of
the AFDM configurations and their equivalent OTFS configurations are shown to be
similar. At the communication receiver velocity considered (150 m/s), both AFDM and
OTFS tend to outperform OFDM, for both coded and uncoded transmission. Given
that the RSC BER performance fails to improve beyond two iterations, this solution is
recommended for low-complexity transceivers. By contrast, if the extra complexity of
the RSC-URC aided transceiver is affordable, an extra Eb/N0 gain of 1.8 dB may be
attained at a BER of 10−5 and a code rate of 0.5.

The sensing results show that AFDM has a comparable integer index estimation RMSE
performance to that of OTFS, with a greater sensing flexibility. Scoring the estimates by
decoding the reflected data does not impact the integer index estimation, likely due to
the poor resolution of the systems considered. Further work is required to test whether
the scoring methods may improve the performance of fractional index estimation. As
shown in (5.13) and (5.14), the fractional Doppler index imposes a cumulative phase
shift on the fading gain as the block index ξ is increased. A fractional index estimation
method may utilise an estimated fading gain to curve fit the phase change over the
received blocks, to determine the average phase change per block, and therefore the
fractional Doppler index.
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Chapter 6

Conclusions and Further Work

6.1 General Conclusions

The modern understanding of ISAC, using digital signal processing, dates back to the
1960s. The requirement for ISAC has become more apparent in recent years as the
spectrum has become more congested due to the increase in wireless devices and the
data they produce. The number of connected devices is expected to increase from 19
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billion in 2019 to 30 billion in 2030 [12]. In addition, the capabilities of each device
will continue to expand, which will in turn increase the volume of data transmitted
and received by each device. A large proportion of these devices will also be required
to sense the locations of other devices, and objects both animate and inanimate. This
expanding demand has been recognised by the introduction of specific policies to pro-
mote this integration, and the applications for this technology are anticipated to be
wide ranging [13], with many applications being critical for the maintenance of social
and environmental standards. Conveniently, this has also become more viable due to
improvements in technology, and similarities brought about by the convergence of the
sensing and communication protocols.

The motivation of the work described in this Thesis is to investigate different communi-
cation waveforms, and characterise their performance when used for both communica-
tion and sensing. This then enables the identification of the relevant trade-offs between
communication and sensing performance, which in turn aids in determining the con-
ditions in which these different waveforms could be utilised. Since each application
will have a different balance of requirements between communication and sensing, it
is anticipated that no one single waveform will be optimal for all applications.

The waveform scheme that has been implemented for current 5G wireless communi-
cation is OFDM. The first component of the work was to quantify the communication
and sensing performance of the existing implementation as a baseline, and then to con-
sider the relative performance of IM-OFDM. FD IM reduces the TD PAPR of the OFDM
signal, and increases the transmit power on the activated subcarriers through power re-
distribution. The communication performance of IM-OFDM has been previously char-
acterised, but little published work has investigated its use for sensing. The sensing
methods previously utilised function either by inserting a separate sensing signal, or
by accepting a sensing performance equal to or lower than that of OFDM. A novel IM-
OFDM ISAC solution was conceived, which outperforms OFDM ISAC by collecting
multiple sensing observations. The delay caused by the collection of multiple obser-
vations has no impact on the sensing performance, as the error floors remain constant
when the number of collected observations is varied. For four collected observations,
the IM-OFDM(4,3) scheme is shown to outperform OFDM both in terms of sensing and
communication.

A range of trade-offs was characterised in terms of the subcarrier grouping, commu-
nication throughput, and the number of sensing observation collected. If a modest
sensing and communication performance improvement is deemed sufficient, the IM-
OFDM(4,3) configuration may be recommended. If a higher sensing performance is
desired at the cost of communication performance erosion, the IM-OFDM(2,1) or IM-
OFDM(4,1) schemes may be employed, depending on the target velocity and the re-
quired throughput. It has also been shown that the IM-OFDM(4,1) scheme using PSK
modulation has a better sensing performance than the other systems. As noted in the
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complexity analysis, the demodulation complexity is proportional to the number of
subcarriers in a group, with IM-OFDM(2,1) having the lowest demodulation complex-
ity amongst the IM-OFDM systems. Increasing the interpolation factor leads to a sim-
ilar improvement in sensing performance in all systems, albeit at the cost of increased
complexity. Increasing the number of subcarriers and the number of symbol slots will
also increase the sensing resolution, but would require a substantial system modifica-
tion.

The OTFS waveform was chosen for investigation next as it is designed to be less af-
fected by the Doppler shift induced by large velocities compared to OFDM. As sensing
will inevitably involve the detection of moving objects, this robustness will be benefi-
cial for ISAC in applications where relative velocities are high. There are many publi-
cations that investigate the communication performance of multi-user OTFS, but few
consider their sensing capabilities. Hence, CDMA was employed to provide multi-user
communication capabilities, whilst also allowing for monostatic sensing. CDMA was
chosen due to its simplicity and its ability to reduce the variability in the transmit sig-
nal characteristics relative to OTFS, thereby aiding sensing. This is in contrast to the
other multi-user methodologies, such as the newer SCMA multi-user method, which
increases the variability in the transmit signal characteristics.

Three different configurations of CDMA-OTFS were introduced. The multi-user com-
munication performance of Zadoff-Chu CDMA-OTFS is similar to that of single user
OTFS at an equal throughput. When fewer users are present, the multi-user through-
put is diminished, and Zadoff-Chu CDMA-OTFS has a lower BER than single user
OTFS. The communication performance of Zadoff-Chu sequences is similar for all three
CDMA-OTFS spreading configurations. Gold and Hadamard sequences do not consis-
tently outperform single user OTFS communication. The three CDMA-OTFS spread-
ing configurations outperform pure OTFS sensing for all the velocities considered.
Hadamard sequences lead to a superior sensing performance for Dl-CDMA-OTFS at
high velocities, but the three sequences have a similar performance at lower veloci-
ties. Gold sequences increase the sensing performance of Dp-CDMA-OTFS at high
velocities, whereas Zadoff-Chu sequences lead to the similar sensing performance as
pure OTFS at lower velocities. The sensing performance of DD-CDMA-OTFS is similar
for all three sequence types at high velocities, but Gold sequences lead to an inferior
sensing performance at low velocities. Following these results, Zadoff-Chu Dl-CDMA-
OTFS and DD-CDMA-OTFS are the configurations that consistently outperform pure
OTFS sensing, whilst maintaining a similar communication performance at the same
throughput.

The added modulation complexity of CDMA-OTFS is similar to other OTFS multi-user
methodologies, but the demodulation complexity of CDMA-OTFS is lower than that
of some other OTFS multi-user methodologies. CDMA-OTFS sensing can also con-
sistently outperform OTFS sensing whilst not requiring any additional complexity for
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target parameter estimation. Hence, CDMA-OTFS is a computationally more attractive
multi-user approach for OTFS ISAC than the alternatives in the literature.

A correlation-based method for CDMA-OTFS sensing was also implemented. In con-
trast to the data cancellation method, the correlation-based method leads to CDMA-
OTFS sensing having an inferior performance compared to OTFS sensing. Having
identified this shortcoming, further work on correlation-based CDMA-OTFS has been
deferred to permit the prioritising of more promising schemes.

The next scheme investigated was iterative soft-MMSE and channel decoding aided
AFDM. AFDM is a generalised form of OFDM, which can be tuned to exhibit similar
characteristics to OTFS. These similarities to OTFS allow AFDM to mitigate the effects
of large Doppler shifts, and to separate propagation paths by their associated delays
and Doppler shifts. Hence, AFDM is an attractive alternative to OTFS, especially for
ISAC. As AFDM is a novel waveform, there is a paucity of publications considering iter-
ative equalisation and decoding methods. This turbo architecture allows for improved
communication performance, and may be leveraged to improve the sensing capabili-
ties of the system. Hence, a study of such an architecture for AFDM was performed,
with comparisons to OFDM and multiple OTFS configurations. Multiple OTFS config-
urations were investigated as OTFS is a two dimensional waveform, whereas AFDM
is a single dimension waveform, thus there was no consensus on the best OTFS and
AFDM configurations to implement for a fair comparison.

Iterative soft-MMSE equalisation in conjunction with both RSC and RSC-URC coding
has been utilised for AFDM, and both the BER and EXIT chart performance have been
compared to that of OFDM and different OTFS configurations. The results recorded
for Rc = 0.9 and different variable Sets are summarised in Table 5.7 and Figure 5.15.
The AFDM configurations are shown to exhibit a lower BER at high Eb/N0 than their
equivalent OTFS counterparts, at lower matrix dimension, at high coding rates, and at
low iteration number. This is because AFDM possesses higher degrees of freedom than
OTFS, since AFDM is a one-dimensional waveform, whereas OTFS is two-dimensional.
When the number of iterations is increased, the BER performance of the AFDM con-
figurations and their equivalent OTFS configurations are shown to be similar. At the
communication receiver velocity considered (150 m/s), both AFDM and OTFS tend to
outperform OFDM, for both coded and uncoded transmission. Given that the RSC BER
performance fails to improve beyond two iterations, this solution is recommended for
low-complexity transceivers. By contrast, if the extra complexity of the RSC-URC aided
transceiver is affordable, an extra Eb/N0 gain of 1.8 dB may be attained at a BER of 10−5

and a code rate of 0.5.

The sensing results show that AFDM has a comparable integer index estimation RMSE
performance to OTFS, with a greater sensing flexibility. Scoring the estimates by de-
coding the reflected data does not impact the integer index estimation, likely due to the
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poor resolution of the simulated systems.

6.2 Further Work

The section introduces the further work that may be undertaken. Some preliminary
results are shown for IM-OTFS communication in Section 6.2.1, and future directions
for IM-OTFS ISAC are discussed. Future research ideas for the systems presented in
Chapters 3-5 are proposed in Section 6.2.2. Finally, suggestions for experiments and
experimental validations are presented in Section 6.2.3.

6.2.1 Index Modulation-OTFS

          Output

IDFT

DFT

Channel

IM
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Binary 
Source

MOD

DEM IM
-1
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ISDFT

FIGURE 6.1: Block diagram of the IM-OTFS communication model

IM is applied to OTFS in the DD in a similar manner to IM-OFDM, but without block
interleaving. As OTFS is a two-dimensional waveform, IM can be applied along either
the delay or Doppler domains, or both. This is in contrast to the IM-OFDM system
in Chapter 3, where IM is only applied along the subcarriers. A block diagram of the
system is shown in Figure 6.1. The communication channel model from Chapter 4 is
adopted, with similar MMSE equalisation, whilst the IM demodulation algorithms are
those presented in Chapter 3.

TABLE 6.1: Communication simulation parameters for IM-OTFS

Variable Value
Carrier frequency fc 40 GHz
Subcarrier spacing ∆ f 120 kHz
Number of communication delay taps Lcom 3
Number of communication propagation paths Pcom 3
Rician K factor κcom 0 dB
Number of subcarriers M 16
Number of symbols sent per frame N 16
Communication receiver velocity ≈ 168.634 m/s
Minimum number of bit errors 600
Maximum number of bits simulated 1× 108
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4 DD index activation.

The simulation parameter are shown in Table 6.2. IM(a, b, c) refers to IM with each
DD group containing a delay indices, b Doppler indices, and activating c indices at a
time in the group. As can be seen, IM does not offer any significant communication
performance improvement over OTFS. Further work is required to improve the per-
formance of IM-OTFS, for example through the addition of interleaving in the delay
and/or Doppler domains.

In Chapter 3, the collection algorithm could be implemented with minimal complexity
thanks to the subcarrier orthogonality of OFDM. As there is no orthogonality between
DD elements in OTFS, it would be more difficult and complex to implement an equiv-
alent collection algorithm for OTFS sensing, to harness the additional power on the
activated subcarriers. Hence, a novel algorithm needs to be developed.

6.2.2 Further Development of the Presented Systems

Further work will include investigating how the communication performance of all
the systems may be improved by the inclusion of error correction codes, as noted in
Section 3.5.1.2. The use of error correction codes, such as LDPC in [216,221,224,230–237]
and RSC in [238, 239] and Chapter 5, has been shown to improve the performance of
OFDM, OTFS, and AFDM. A full analysis of the relative performance of the systems
presented, considering the complexity of the coding and decoding methods, would
quantify the trade-offs between the different coding methods.

The combination of channel coding and spreading [230], such as CDMA, and the re-
lated trade-offs, could also be investigated. The optimal channel coding to spreading
ratio is likely to change depending on the conditions, and the waveform. The rela-
tive performance of channel coded CDMA-aided OFDM, AFDM, and OTFS should
be investigated. The effect of varying the ratio of channel coding to spreading on the
transmit signal characteristics for sensing is also of interest. As shown in Section 4.8,
correlation-based CDMA-OTFS sensing does not outperform OTFS sensing, but this is
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likely due to the multiplexing of many different spreading sequences masking the good
correlation properties of the individual sequences. If fewer sequences are multiplexed,
and channel coding is harnessed, the good autocorrelation properties may be exploited
to improve the sensing performance utilising a correlation approach.

Future work could also be extended to the combination of channel coding and spread-
ing for IM-OFDM. As IM only activates a subset of the subcarriers, which is dependent
on the input data, this would render detection and demodulation more complex than
standard channel coding and spreading. It would be of interest to observe whether
channel coding would mitigate the communication benefits of IM-OFDM, or accentu-
ate them. As the IM introduces an additional variable, a more in-depth analysis is re-
quired to find the optimal set of parameters for sensing and communication. IM for the
spreading sequences could also be utilised [219]. This would compromise the potential
multi-user capabilities introduced by spreading, but could improve the communication
performance.

Decision-directed detection should also be investigated, utilising iterative exchange of
information between the communication and sensing algorithms. This would allow the
communication and sensing algorithms to share information with each other, in order
to improve their respective performances. For example, embedded pilot symbols [113,
160] in conjunction with decision-direction methods can be utilised for bistatic sensing.
The pilot is first used to estimate the channel/environment, then the communication
data is estimated. The system iterates between these two operations, exchanging soft-
information between them, until it converges to an output. Hence, the estimated data
is also utilised to refine the channel/environment estimate, thereby possibly improving
the achievable sensing resolution.

Additional work could consider SCMA-OTFS ISAC, as there is much interest in the
employment of sparse codes for multi-user systems [199–202,240–243]. The sparsity of
these codes is expected to reduce the sensing performance. At full load, the transmit
signal from a BS will not be sparse, due to the addition of the many different sparse
code. The sparsity will reduce the sensing performance when the system is not at full
load, and this variable sparsity will need to be mitigated. As the DD elements of OTFS
are not orthogonal to each other, the collection algorithm from Chapter 3 cannot be
directly applied. A more sophisticated method will therefore need to be developed.

Target tracking could also be considered. In practical systems, the targets and objects in
the environment do not appear and disappear at random, but move gradually. Hence,
the computational overhead can be reduced by introducing tracking methods, instead
of repeating the target parameter estimation at small intervals. Kalman filters, and
their extended versions, can be used for tracking [244–247], but they assume an esti-
mation error centered around the true target parameter value. This is not the case for
the systems presented in this thesis, where the estimators only output estimates from
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a discrete set, based on the system resolution. Hence, other tracking methods may
be more appropriate for these systems, such as track-after-scan [248, 249], or particle
filters [250, 251].

Further work is required on AFDM sensing to test whether the scoring methods may
improve the performance of fractional index estimation. The fractional Doppler index
imposes a cumulative phase shift on the fading gain as the block index ξ is increased.
A fractional index estimation method may utilise an estimated fading gain to curve fit
the phase change over the received blocks, to determine the average phase change per
block, and therefore the fractional Doppler index.

LEO satellite ISAC [114, 133, 134, 174–176, 208] is another promising research area that
has gained traction, due to the proliferation of LEO satellite constellation in recent
years. Satellite communication is likely to service the last populated areas where con-
ventional coverage is too expensive to implement. As with many other areas, the com-
bination of sensing and communication is also of interest, as satellites have a bird’s eye
view of the environment, which a ground vehicle could never replicate. This different
point of view could supplement the environment information from other sources, as
long as there is no obstruction between the satellite and the surface.

Harnessing RIS for ISAC is another popular research direction [41, 104, 129–132, 170–
173, 179, 252, 253]. RIS has the capability to increase the coverage area of a system, and
also to allow for NLoS sensing, which is of particular interest in dense environments,
e.g. cities and inside large open buildings. The coverage is increased by the RIS acting
as relays, which in more complex devices, can also correct distortions in the transmit
signal. Due to the unpredictable nature of NLoS echoes, sophisticated algorithms need
to be developed to leverage the increased sensing capability afforded by RIS. A direct
connection between the RIS and the transmitter, e.g. a BS, can mitigate some of the
complexity, by providing the BS with information pertaining to the RIS.

6.2.3 Experimental Validation

The theoretical studies presented and referenced above are routinely used to quantify
comparative performance between different ISAC schemes. However, the usefulness
of a given scheme can only be fully quantified in a commercial application by suitable
experimentation in a realistic manner. Wireless communication networks had relied
heavily on in-field testing both for development and validation, particularly in the early
years, with specialised institutional facilities developed in countries hosting most of
the early developers. This reliance has diminished in significance as improvements
in simulation have combined with larger available reference data sets, with testing of
new systems moving to community testbeds, but the widening gap between theoretical
studies and experimental validation is considered a cause for concern ( [254]).
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Communication performance predicted by these studies have been shown to correlate
reasonably well with experimental results, provided simulation assumptions are realis-
tic. However, sensing is not so easily correlated, since sensing simulation assumptions
are necessarily simplistic and limited compared to the complex and varied real envi-
ronment. Thus, experimental studies are still routinely used for sensing validation,
ranging from simple arrangements that seek to mimic the simulation assumptions, to
more complex systems embedded in urban environments (e.g. [91, 114, 255, 256]. In a
similar manner, the work described in Chapters 3 and 4 have shown improvements
in sensing performance for the novel implementations, and these are thus valid candi-
dates for inclusion in future testing programmes.

An example of a simplifying assumption is modeling targets as points. In practice, tar-
gets have a variety of sizes, shapes, and materials, which all affect how the reflected
signal is distorted. For example, a large non-uniform object may introduce distortions
that seem similar to delay and/or Doppler spreads. This may lead some sensing algo-
rithms astray, especially those that aim to determine fractional delay and/or Doppler
indices. Fractional index estimation methods rely on smaller variations in the signal,
which in a theoretical model are exact, but are blurred in practice. Quantifying this sen-
sitivity in real-world environment will be necessary before such methods can be widely
implemented.
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