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Gravitational waveform modeling in self-force theory has reached a mature stage in recent years,
with fast and accurate models emerging at both adiabatic (0PA) and first post-adiabatic (1PA)
orders in a multiscale expansion. Here, we provide a gauge-invariant 1PA waveform-generation
framework that involves no direct calculation of the (gauge-dependent) self-force. To achieve this,
we recast the multiscale framework in a pseudo-Hamiltonian form, working on the six-dimensional
phase space intrinsic to the multiscale expansion. We characterize the gauge freedom on phase space
and show how a localization procedure avoids nonlocal-in-time effects in the 1PA dynamics. We find
a conservative Hamiltonian structure can be naturally embedded into the complete, dissipative 1PA
pseudo-Hamiltonian dynamics, giving rise to natural definitions of the conserved energy, angular
momentum, and radial and polar actions. As a byproduct, we clarify that the on-shell value of the
conservative Hamiltonian is equal to the mechanical energy historically predicted by the first law of
binary black hole mechanics.
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I. INTRODUCTION

Over the past two decades, a successful paradigm
of gravitational-wave source modelling has emerged [1]:
post-Newtonian theory [2] is combined with data from
numerical relativity [3] to build fast surrogate [4], phe-
nomenological [5], and effective-one-body (EOB) [6, 7]
models that are able to rapidly generate accurate wave-
form templates for most currently observable compact
binaries. However, systematic modeling errors are al-
ready a limiting factor for analysis of signals in regions
of parameter space where fast models are not well cal-
ibrated [8], and these systematics will become more se-
vere for the next generation of detectors [9–14]. This is
especially true for asymmetric binaries in which one ob-
ject is much smaller than the other [1]; for such systems,
post-Newtonian theory has limited accuracy [15] and nu-
merical relativity simulations become intractable [16].

The prime examples of asymmetric binaries are
extreme-mass-ratio inspirals (EMRIs), which are key tar-
gets for space-based detectors such as LISA [17]. In
parallel with the development of models based on post-
Newtonian theory and numerical relativity, fast and ac-
curate EMRI models based on self-force theory [18, 19]
have been developed [20–26]. These models, which are
formulated in terms of small-mass-ratio expansions, are
unlike the prevailing modeling paradigm in that their
mechanism for rapid waveform generation follows from
a first-principles method of solving the Einstein equa-
tions, rather than requiring a secondary layer of effective
or surrogate modeling.1

This native waveform-generation framework is facil-
itated by the quasi-periodicity and separation of time
scales in an asymmetric binary: the system exhibits tri-
periodicity on the fast, orbital time scale, with three
distinct periods of motion that slowly evolve over the
much longer radiation-reaction time scale. This quasi-
periodicity makes it possible to formulate the small-mass-
ratio expansion of the Einstein equations in a multiscale
form [19, 37–41], which divides the problem into triperi-
odic field equations on the fast, orbital time scale, cou-
pled to ordinary differential equations (ODEs) governing
the system’s time evolution [19, 38, 40]. The fast-time

1 However, surrogates based on self-force waveforms have never-
theless been devised for small-mass-ratio systems [27, 28]. EOB
models, which capture information about the test-particle limit
by construction [29–31], have also incorporated information from
self-force theory [32–35], particularly when targeting EMRIs [36].

field equations can be solved on a grid of binary param-
eter values as an offline step. The online waveform gen-
eration then comprises a rapid evolution through the bi-
nary phase space, which can be performed with sufficient
speed for gravitational wave data analysis [20, 21].
Our overarching aim in this paper is to cast this mul-

tiscale construction in a (pseudo)-Hamiltonian form.

A. Multiscale waveform generation

In the multiscale framework, the waveform inherits the
quasi-periodicity of the binary dynamics. Each spherical-
harmonic mode of the waveform is then a sum of oscilla-
tory factors with slowly varying amplitudes [19]:2

hlm =
∑
k∈Z2

[
ε̊h

(1)
lmk(̊πi)

+ ε2̊h
(2)
lmk(̊πi, δMA) +O(ε3)

]
e−ikiφ̊

i

, (1)

where ε := 1 counts powers of the small mass ratio. Here
φ̊i = (φ̊r, φ̊θ, φ̊ϕ) represent the radial, polar, and az-
imuthal phases of the smaller, secondary object’s orbit
around the primary black hole, and the mode numbers
ki = (kr, kθ, kϕ) are divided into the azimuthal mode
number kϕ = m and k = (kr, kθ). π̊i = (p̊, e̊, ι̊) are a
set of three independent, slowly evolving orbital param-
eters (semi-latus rectum p̊, eccentricity e̊, and maximum
inclination ι̊), and δMA = (δM, δS) are small, evolving
corrections to the primary black hole’s mass and spin; we
suppress dependence on the black hole’s constant, back-
ground mass and spin M and S. The waveform’s time
dependence is then governed by a set of simple ODEs
describing the orbit,

dφ̊i

dt
= Ωi

(0)(̊πk) + εΩi
(1)(̊πk, δMA) +O(ε2), (2)

dπ̊i
dt

= ε
[
F

(0)
i (̊πk) + εF

(1)
i (̊πk, δMA) +O(ε2)

]
, (3)

alongside evolution equations for the perturbations of the
primary black hole parameters,

dδMA

dt
= εF

(1)
A (̊πk) +O(ε2). (4)

Here and throughout this paper, we assume a nonspin-
ning secondary; see Refs. [40, 42–44], for example, for the
addition of secondary spin.
The accuracy of the multiscale waveform is typically

assessed by changing to “slow time” t̃ := εt as the in-
dependent variable in Eqs. (2)–(4). Doing so, we imme-
diately see the orbital phases (and hence the waveform

2 Our notation here differs from Ref. [19] in two ways: φ̊i is de-
noted φi in Ref. [19], and π̊i is denoted piφ there.
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phases) admit an asymptotic expansion of the form

φ̊i =
1

ε

[
φ̊i
(0)(t̃) + εφ̊i

(1)(t̃) +O(ε2)
]
. (5)

A leading-order approximation to the evolution, com-

prising Ωi
(0) and F

(0)
i , is referred to as adiabatic (0PA);

this suffices to capture the leading-order phase φ̊i
(0). An

approximation that includes subleading terms through

to Ωi
(n), F

(n)
i , and F

(n)
A is referred to as an nth post-

adiabatic order (nPA) approximation; this captures the
phase through to φ̊i

(n).

Note that in Eqs. (2)–(4), numerical labels correspond
to the post-adiabatic order at which terms enter. In
Eq. (1), on the other hand, numeric labels correspond to
the order at which the Einstein equations are solved. The
latter corresponds to the common ‘nSF’ order counting:
from the solution to the first-order field equation (linear
in ε), one can calculate the first-order self-force; from the
solution to the second-order field equation (quadratic in
ε), one can calculate the second-order self-force; and so
on.

Work toward a 0PA model for fully generic, precess-
ing and eccentric orbits around a Kerr black hole is well
underway [15, 45, 46], and such a model should soon be
available as part of the open-source FastEMRIWaveforms
software package [21]. However, we can see from Eq. (5)
that a 0PA model incurs significant, O(ε0) errors in the
phases φ̊i, implying 1PA precision is required for EMRI
science [24].

As of this writing, 1PA models are much more limited
than 0PA ones: the most generic 1PA model available is
restricted to quasicircular orbits of a spinning secondary
around a slowly spinning primary [22, 47]. One of our
goals in this paper is to help expedite the construction of
1PA models for more generic binary configurations.

B. Pseudo-Hamiltonian methods, balance laws,
and conserved quantities

At 0PA order in the multiscale expansion, a ‘pseudo-
Hamiltonian’ description [48, 49] of the 1SF dynamics
proved to be a powerful tool in streamlining the formal-
ism and deriving practical, efficient formulas for the or-
bital evolution.3 Unlike an ordinary Hamiltonian, which
is a simple function on phase space and is restricted to
conservative dynamics, the pseudo-Hamiltonian is a func-
tion of multiple points in phase space, or of a point and
a curve in phase space, and it encodes the complete dy-
namics, including all dissipative effects. Our overarching
aim in this paper is to extend the pseudo-Hamiltonian
description to 1PA order.

3 Here we follow Ref. [50]’s terminology in distinguishing between
a Hamiltonian and a pseudo-Hamiltonian.

The pseudo-Hamiltonian formalism was particularly
advantageous in simplifying derivations of 0PA ‘balance
laws’. Here by ‘balance law’ we mean a practical formula

for F
(0)
i in terms of field amplitudes at the black hole

horizon and future null infinity, regardless of whether the
combination of field amplitudes has a physical or geo-
metrical interpretation as a flux (though see Ref. [51] for
work on establishing such an interpretation). These bal-
ance laws have been a key tool in building 0PA waveform
models. Their derivation has been based on an important

simplification: the forcing function F
(0)
i can be calculated

solely from the dissipative first-order-in-ε self-force [37].

This in turn implies F
(0)
i can be computed from the

radiative, time-antisymmetric modes of the first-order-

in-ε metric perturbation [52]. As a consequence, F
(0)
i

can be computed directly from the solution to the first-
order Teukolsky equation [53] (see also [54, 55]), without
requiring the reconstruction of the complete first-order
metric perturbation [56–59] or the extraction of the reg-
ular field that exerts the complete (conservative plus dis-
sipative) first-order self-force [18, 60].

The original derivation of F
(0)
i in terms of Teukol-

sky mode amplitudes, in Ref. [53], did not utilize a
pseudo-Hamiltonian. However, Ref. [49] showed the
pseudo-Hamiltonian formalism enables a radically sim-
plified derivation. Specifically, deriving a ‘balance law’
for the Carter constant K is far simpler when using a
pseudo-Hamiltonian method (while the evolution of E
and Lz can be derived equally straightforwardly from

other methods [55]). The forcing function F
(0)
i (̊πj) for

π̊i is then obtained from the relationship between π̊i and
Pi = (E,Lz,K); see, e.g., Ref. [19] for that relationship.
We expect similar simplifications to arise at 1PA or-

der. Calculating the 1PA functions Ωi
(1) and F

(1)
i re-

quires the complete first-order self-force but only the dis-
sipative part of the second-order self-force [19, 37]. It
might therefore be possible to compute the necessary
second-order contributions directly from a solution to the
second-order Teukolsky equation, in analogy with the re-
sults at 0PA [61]. The pseudo-Hamiltonian framework
offers a powerful tool for investigating this possibility.
Our work in this paper should lay the necessary ground-
work for that investigation.
A pseudo-Hamiltonian formalism is also a natural set-

ting to explore the gauge freedom in the multiscale ex-
pansion of the Einstein equations. The simple wave-
form structure (1) emerges from a clean separation, at
the level of the orbital equations of motion (2)–(3), be-
tween the system’s oscillatory behavior and its secular
evolution. At the level of the orbit, the separation is
achieved by transforming to action-angle-type variables
using the method of (near-identity) averaging transfor-
mations [19, 40, 62–64]. These transformations are best
understood in terms of the orbital phase space, which is
a symplectic manifold that can be studied with (pseudo-
)Hamiltonian methods. A primary goal of this paper is
to clarify how the multiscale expansion meshes with a
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pseudo-Hamiltonian description on phase space and to
characterize the multiscale framework’s gauge freedom
on that space (which, we emphasise, is distinct from
the usual freedom to perform small diffeomorphisms on
spacetime). Our discussion of this gauge freedom com-
plements and extends the recent analysis in Ref. [40].

In our study of phase-space gauge freedom, we high-
light the utility of action-angle-type variables as a means
of localizing the pseudo-Hamiltonian. The pseudo-
Hamiltonian is constructed from the metric perturbation
sourced by the particle, which generically depends on the
particle’s entire past history [18, 65]. This leads to a
pseudo-Hamiltonian that is a nonlocal-in-time function
on phase space, akin to the nonlocal Hamiltonian en-
countered in post-Newtonian theory [66–71]. However,
using action-angle variables, together with the stationary
phase approximation, allows us to eliminate this nonlocal
character, in a manner reminiscent of Ref. [68].

This localization also allows us to easily construct an
ordinary Hamiltonian for the conservative dynamics, in
turn allowing us to identify the mechanical energy and
angular momentum, which had not (to our knowledge)
been highlighted previously in self-force theory. Our re-
sult for the 1SF conservative Hamiltonian is equivalent
to earlier ones [48, 50], but we believe our method of
deriving it is illuminating. In particular, we derive it
consistently within the complete, dissipative dynamics,
through 1PA order, showing how it is embedded within
the full 1PA evolution equations. Along the same lines,
we also explain how to define and work with gauge-
invariant action variables in the presence of dissipation.

Our analysis additionally makes contact with long-
standing questions related to the first law of binary
black hole mechanics [48, 71–78]. Specifically, we em-
phasise that the on-shell value of the 1SF Hamiltonian
is precisely the binding energy predicted by the first
law [79, 80], which was used to complete the fourth-
post-Newtonian-order conservative binary dynamics [81]
and inform EOB [82], among other applications; see the
review in [1]. The first-law binding energy is also cur-
rently used as a core input for the only extant 1PA wave-
form model [22, 83]. However, numerical calculations of
the Bondi mass suggest that the binding energy defined
from the Bondi mass differs slightly from the first-law
value [84], and there has been lingering uncertainty as
to whether the first-law binding energy is valid in the
presence of dissipation and whether it satisfies a balance
law equivalent to the Bondi mass-loss formula [85]. Re-
cent [86] and forthcoming [87] work establish that, in fact,
the binding energy defined from the Bondi mass must
disagree with the first-law binding energy, and that the
energy-balance arguments used in 1PA waveform genera-
tion must consequently be modified. Our analysis further
illuminates this breakdown of energy-balance arguments,
which we return to in the Conclusion.

By enabling computations of the 1SF mechanical en-
ergy, angular momentum, and radial and polar actions,
we also bring self-force theory into a form more similar to

other standard approaches to the two-body problem, par-
ticularly post-Newtonian, post-Minkowskian, and EOB
theory.

Finally, our derivation of the complete 1PA dynamics
in terms of invariant action angles allows us to reformu-
late the waveform generation scheme (1)–(4) directly in
terms of invariant quantities that are geometrically de-
fined on the binary phase space.

C. Outline

We begin in Sec. II with descriptions of self-force the-
ory at second order and the multiscale expansion of the
Einstein equations. Our summary differs from prior ver-
sions in that it is adapted to a phase-space description
of the two-body problem. It also provides a more satis-
factory treatment of the primary black hole’s evolution.
In Sec. III we formulate the 1PA dynamics in pseudo-
Hamiltonian form. Our formulation differs from prior
ones [48–50] in order to better mesh with the multiscale
expansion of the field equations. Section IV explores the
gauge freedom on phase space within the class of gauges
compatible with a multiscale expansion, and in that class
of gauges it derives a local pseudo-Hamiltonian descrip-
tion of the dynamics, eliminating nonlocal phase-space
dependence. Section V shows how a conservative 1SF
Hamiltonian structure is embedded in the full 1PA dy-
namics, with a natural conserved energy, angular mo-
mentum, and action variables. Section VII highlights two
useful gauge choices and summarizes the gauge-invariant
1PA waveform generation. Some technical details are rel-
egated to appendices.

Throughout the paper, we use geometric units with
G = c = 1 and a mostly positive metric signature (− +
++).

II. SECOND-ORDER SELF-FORCE THEORY
AND 1PA WAVEFORM GENERATION

Before presenting the pseudo-Hamiltonian formalism,
we summarize self-force theory at second perturbative
order. We begin with a modified version of the theory’s
self-consistent formulation [38, 88, 89]. Although this
contains a large amount of review material, it provides
an essential update to the self-consistent formulation by
recasting it in a phase-space description. It additionally
provides a robust justification for the multiscale expan-
sion of the Einstein equations. We conclude the section
by outlining that multiscale expansion and the resulting
1PA waveform-generation framework.
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A. Self-consistent self-force in a phase-space
formulation

1. A particle coupled to gravity

As usual in self-force calculations, we consider the sec-
ondary, orbiting mass µ as the source of perturbations
on the background Kerr metric gαβ of the primary black
hole, of mass M , leading to a metric of the form

gαβ = gαβ + εh
(1)
αβ + ε2h

(2)
αβ +O(ε3). (6)

At least through second perturbative order, the sec-
ondary can be treated as a point particle [90], and

the perturbations h
(n)
αβ diverge at its position. How-

ever, assuming the secondary is nonspinning, it obeys
the geodesic equation in a different, effective metric that
is smooth at its position [91–94]:

g̃αβ = gαβ + εh
R(1)
αβ + ε2h

R(2)
αβ +O(ε3), (7)

where the regular perturbations h
R(n)
αβ are smooth, and

where g̃αβ satisfies the vacuum Einstein equation [95].
Explicitly, the particle’s trajectory, which we write in
coordinates as xαp , satisfies the geodesic equation

ũβ∇̃β ũ
α = O(ε3). (8)

Here the four-velocity ũα := dxαp /dτ̃ , proper time τ̃ , and

covariant derivative ∇̃α are all defined with respect to
the effective metric g̃αβ .

Equation (8) can be equivalently written as the equa-
tion of an accelerated curve in the background space-
time [89],

uβ∇βu
α = −1

2
Pαµ

(
gµ

β − hR β
µ

)(
2∇γh

R
δβ −∇βh

R
γδ

)
uγuδ

=: fα, (9)

omitting the order symbol O(ε3) for brevity. Here uα :=
dxαp /dτ , and proper time τ , the covariant derivative ∇α,
and index raising are all defined with respect to gαβ and
its inverse gαβ . Pαβ := gαβ+uαuβ projects orthogonally
to the trajectory, and the right-hand side of the equation,
which we have denoted fα, is referred to as the self-force
(per unit mass µ). For clarity, we will always use gαβ ,
rather than the inverse of g̃αβ , to raise indices, and gαβ

to lower them. We have also defined hRαβ :=
∑

n ε
nh

R(n)
αβ

as the total regular field.
Just as the particle’s trajectory is geodesic in the effec-

tive metric, its stress-energy tensor is also that of a point
mass in the effective metric, referred to as the Detweiler
stress-energy tensor [90, 96]:

Tαβ =
1

µ

∫
γ

p̃αp̃β
δ4(xµ − xµp (τ̃))√

−g̃
dτ̃. (10)

Here we have introduced the particle’s momentum

p̃α := µ g̃αβ ũ
β (11)

and g̃ as the determinant of g̃αβ . We deliberately write
Tαβ in terms of momentum p̃α rather than four-velocity
ũα in order to introduce the particle’s eight-dimensional
(8D) mechanical phase space (the spacetime manifold’s
cotangent bundle), on which (xαp , p̃α) are cotangent co-
ordinates [97]. The particle’s trajectory γ, which is inte-
grated along in Eq. (10), is then a phase-space trajectory,

γ := {(xαp (τ̃), p̃α(τ̃))|τ̃ ∈ R}. (12)

Since the phase space is a cotangent bundle, it is auto-
matically a symplectic manifold with the canonical sym-
plectic form dxαp ∧ dp̃α [97].

The metric perturbations h
(n)
αβ necessarily depend on

the particle’s trajectory that sources them. In the tra-
ditional self-consistent expansion [88], one treats each of

the metric perturbations h
(n)
αβ as functionals of the exact,

ε-dependent trajectory satisfying Eq. (9), without ever
series-expanding the trajectory in powers of ε. Here, we
specifically treat them as functions of the phase-space

trajectory: h
(n)
αβ = h

(n)
αβ (x

µ; γ). If we consider the exact
metric as a function of xµ, ε, and γ, then the expansion
in Eq. (6) represents an expansion in powers of ε at fixed
values of both the spacetime coordinates and the phase-
space trajectory. This differs slightly (but meaningfully)
from traditional descriptions of the self-consistent formu-
lation, where xαp (τ) and all its τ derivatives would be held
fixed in the small-ε expansion.

To obtain more concrete equations for h
(n)
αβ , we impose

the Lorenz gauge condition,

∇βh̄
αβ = 0, (13)

where h̄αβ := hαβ − 1
2gαβg

µνhµν is the trace-reversed
metric perturbation, and we have introduced the total

field hαβ :=
∑

n ε
nh

(n)
αβ . We will recall the motivation for

this gauge-fixing momentarily. First, we note that the
Einstein equation

Gαβ [g + h] = 8πTαβ , (14)

when gauge fixed and expanded in powers of the field
hαβ , takes the form [88]

− 1

2
Eαβ [h̄] + δ2Gαβ [h, h]

+ δ3Gαβ [h, h, h] + . . . = 8πTαβ , (15)

where we have used the background, vacuum field equa-
tion Gαβ [g] = 0, and we have defined

Eαβ [h̄] := □h̄αβ + 2Rα
µ
β
ν h̄µν . (16)

The first term in Eq. (15) is the linearized Einstein tensor
in the Lorenz gauge, δ2Gαβ is quadratic in the pertur-
bation, and so on. The quantities □ := gµν∇µ∇ν and
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Rαµβν are the d’Alembertian and Riemann tensor of the
background metric.

Equation (15) is referred to as a relaxed Einstein equa-
tion because it can be solved for any Tαβ , meaning in par-
ticular that it can be solved for any particle trajectory γ.
This contrasts with the ordinary, non-gauge-fixed Ein-
stein equation, which constrains matter degrees of free-
dom by virtue of the Bianchi identity. Since Eq. (15)
is defined for all γ, we are able to define the expansion

hαβ =
∑

n ε
nh

(n)
αβ (x

µ; γ) for all γ. This in turn implies
that we can equate coefficients of explicit powers of ε
in Eq. (15), dividing it into a sequence of equations for

subsequent h
(n)
αβ :

Eαβ [h̄
(1)] = −16πT

(1)
αβ , (17)

Eαβ [h̄
(2)] = −16πT

(2)
αβ + 2δ2Gαβ [h

(1), h(1)]. (18)

Here

T
(1)
αβ =

1

µ

∫
γ

p̃αp̃β
δ4(xµ − xµp (τ̃))√

−g
dτ̃, (19)

T
(2)
αβ = − 1

2µ

∫
γ

p̃αp̃β h
γδ
R(1)gγδ

δ4(xµ − xµp (τ̃))√
−g

dτ̃ (20)

are the coefficients in the expansion of the Detweiler
stress-energy tensor (10) at fixed γ, which follows from
the expansion of

√
−g̃.

Due to the divergence of h
(1)
αβ on the particle’s world-

line, the quadratic source δ2Gαβ in Eq. (18) is highly
singular and does not have a unique definition as a dis-
tribution. However, Ref. [90] provided a canonical dis-
tributional definition of δ2Gαβ such that the retarded
solution to Eq. (18) yields the correct, physical metric.
We implicitly adopt that definition here.

2. Retarded solution

The retarded solution to the first-order field equa-
tion (17) can be written in terms of a retarded Green’s
function,

hppαβ(x; γ) =
1

µ

∫
γ

Gret
αβ

α′β′
(x, x′)p̃α′ p̃β′dτ̃, (21)

with primed quantities evaluated at x′µ = xµp (τ̃). For
convenience, we have adopted the convention

□Ḡret
αβ

α′β′
+ 2Rα

µ
β
νḠret

µν
α′β′

= −16πδα
′

α δ
β′

β

δ4(xρ − x′ρ)√
−g

,

(22)
where a bar denotes trace reversal on the unprimed in-
dices. From this point onward, we emphasize that ar-
guments after a semicolon, such as γ, denote a nonlocal
functional dependence on a function of time.

Traditionally, a solution of the type (21) has been taken

to be the entirety of h
(1)
αβ . However, during the binary’s

evolution, the primary black hole evolves due to absorp-
tion of radiation. As discussed in Ref. [38], this implies
we should add to hppαβ a perturbation hBH

αβ representing
the linear contribution from the black hole’s evolution.
We then write the complete solution to Eq. (17) as

h
(1)
αβ(x; γ, δMA) = hppαβ(x; γ) + hBH

αβ (x; δMA). (23)

Here δMA = (δM, δS) are the evolving corrections to the
black hole’s mass and spin introduced in Eq. (1). They
are functions of advanced time v along the horizon, and
they are exact, as opposed to being the linear terms in a
small-ε expansion, meaning

δMA :=MBH
A −MA, (24)

where MBH
A are the black hole’s physical parameters and

MA are the parameters of the background metric gαβ .
The parameters evolve according to the instantaneous
flux of energy and angular momentum across the horizon:

dMBH
A

dv
=
dδMA

dv
= FA(v, ε), (25)

with fluxes FA that are constructible from the metric
perturbation hαβ on the horizon using formulas from
Refs. [98, 99], for example.
Reference [38] provided one prescription for construct-

ing hBH
αβ . However, that method suffers from some con-

ceptual shortcomings. In Appendix A we present a more
satisfactory construction, leading to

hBH
αβ (x; δMA) =

1

16π

∫
Γ

(
Gret

αβ
α′β′

∇γ′δgα′β′

− δgα′β′∇γ′Gret
αβ

α′β′
)
dΣγ′

, (26)

where Γ is a timelike surface surrounding the horizon (the

‘stretched horizon’ [100]), and dΣγ′
is its surface element

induced from gαβ . The ‘source’ δgαβ is
∂gαβ

∂MA
δMA in the

Lorenz gauge, as described in Appendix A. Equation (26)
mirrors (21), representing the metric perturbation as an
integral over the entire past history of the black hole’s
worldtube.
At second order, the retarded solution to the field equa-

tion (18) takes an analogous form:

h
(2)
αβ(x; γ, δMA)

=

∫
Gret

αβ
α′β′

(
T

(2)
α′β′ −

1

8π
δ2Gα′β′ [h(1), h(1)]

)
dV ′,

(27)

with dV ′ =
√
−g′d4x′. This solution automatically in-

cludes appropriate terms quadratic in δMA. Because
δMA is the exact difference between the physical and

the background black hole parameters, h
(2)
αβ should not

include another linear contribution (which would be pro-
portional to some δ2MA).
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3. Singular and regular fields

So far we have only described the physical, retarded
metric perturbations, while the particle’s trajectory is
governed by the regular field hRαβ .

At first order, we can write the regular field h
R(1)
αβ in

terms of the Detweiler-Whiting decomposition of the re-
tarded Green’s function [65, 91],

Gret
αβα′β′ = GS

αβα′β′ +GR
αβα′β′ . (28)

The singular Green’s function, GS
αβα′β′ , satisfies Eq. (22),

is symmetric,

GS
αβα′β′(x, x′) = GS

α′β′αβ(x
′, x), (29)

and is singular at coincidence, xµ = x′µ. The regular two-
point function, GR

αβα′β′ , is a homogeneous solution to the

wave equation (22) and is smooth at coincidence. From
GR

αβα′β′ and GS
αβα′β′ , we define the Detweiler-Whiting

singular and regular fields,

h
S(1)
αβ (x; γ) :=

1

µ

∫
γ

GS
αβ

α′β′
(x, x′)p̃α′ p̃β′dτ̃ ′, (30)

hR,pp
αβ (x; γ) :=

1

µ

∫
γ

GR
αβ

α′β′
(x, x′)p̃α′ p̃β′dτ̃ ′, (31)

along with the total regular field

h
R(1)
αβ = hR,pp

αβ + hBH
αβ . (32)

Note that hBH
αβ contributes only to the first-order regu-

lar field, not to h
S(1)
αβ . This follows from first-principles

derivations of the equations of motion [65], which show

that the particle’s trajectory is governed by h
R(1)
αβ =

h
(1)
αβ − h

S(1)
αβ , with h

S(1)
αβ given by Eq. (30).

At second order, there is no known Green’s function
decomposition of the retarded solution into appropriate
singular and regular fields. However, local definitions of

h
S(2)
αβ and h

R(2)
αβ are known, derived from the method of

matched asymptotic expansions [95, 101]. This allows

one to calculate h
R(2)
αβ using a puncture scheme. We de-

fine a puncture field h
P(2)
αβ that (i) agrees with h

S(2)
αβ up to

order |xα−xαp |2 in a local expansion around the particle,
and (ii) is made to go to zero at some finite distance from
the particle, such that it has compact support around xαp .
Explicit covariant expressions for the puncture are given
in Ref. [101]. The residual field

h
R(2)
αβ := h

(2)
αβ − h

P(2)
αβ (33)

is then the retarded solution to

Eαβ [h
R(2)] = −16πS

eff(2)
αβ (34)

where

S
eff(2)
αβ := T

(2)
αβ − 1

16π

(
2δ2Gαβ [h

(1), h(1)]− Eαβ [h
P(2)]

)
(35)

is referred to as the effective source. The puncture can-
cels the singularity in the physical source, leaving an

S
eff(2)
αβ that is integrable at xαp . In terms of this source,

we have

h
R(2)
αβ (x; γ, δMA) =

∫
Gret

αβ
α′β′

S
eff(2)
α′β′ dV

′. (36)

Note that h
P(2)
αβ depends on h

R(1)
αβ and therefore on δMA.

In the equation of motion (9), we can readily replace

h
R(2)
αβ with h

R(2)
αβ . This follows from

h
P(2)
αβ − h

S(2)
αβ = O

(∣∣xα − xαp
∣∣2) , (37)

which implies

h
R(2)
αβ

∣∣
γ
= h

R(2)
αβ

∣∣
γ

and ∂µh
R(2)
αβ

∣∣
γ
= ∂µh

R(2)
αβ

∣∣
γ
. (38)

Second-order self-force theory has almost exclusively
been formulated in terms of punctures and residual
fields [95, 96, 102], and all concrete calculations at second
order have been based on this approach [38, 39, 84, 103];
no direct integration of Eq. (18) has been attempted.

4. Symmetric and radiative fields

To derive practical formulas for the 0PA forcing func-

tions F
(0)
i (̊πk) in Eq. (3) in terms of asymptotic mode

amplitudes, one typically begins by expressing F
(0)
i (̊πk)

in terms of the radiative piece of the Green’s func-
tion [49, 53–55].
In analogy with Eq. (28), we can write [65]

Gret
αβα′β′ = Gsym

αβα′β′ +Grad
αβα′β′ , (39)

where

Grad
αβα′β′ :=

1

2
Gret

αβα′β′ −
1

2
Gadv

αβα′β′ (40)

is antisymmetric, satisfying

Grad
αβα′β′(x, x′) = −Grad

α′β′αβ(x
′, x), (41)

and

Gsym
αβα′β′ :=

1

2
Gret

αβα′β′ +
1

2
Gadv

αβα′β′ (42)

is symmetric, satisfying

Gsym
αβα′β′(x, x

′) = Gsym
α′β′αβ(x

′, x). (43)

Gsym
αβα′β′ satisfies the Green’s-function equation (22) and

is singular at coincidence, while Grad
αβα′β′ is a homoge-

neous solution to Eq. (22) and is smooth at coincidence.
GR

αβα′β′ can likewise be decomposed into symmetric
and radiative pieces,

GR
αβα′β′ = GR,sym

αβα′β′ +Grad
αβα′β′ , (44)
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where GR,sym
αβα′β′ := Gsym

αβα′β′ −GS
αβα′β′ satisfies

GR,sym
αβα′β′(x, x

′) = GR,sym
α′β′αβ(x

′, x). (45)

In flat spacetime, GR,sym
αβα′β′ vanishes, and GR

αβα′β′ reduces

to Grad
αβα′β′ .

These decompositions imply

h
R,rad(1)
αβ = h

rad(1)
αβ = hrad,ppαβ + hrad,BH

αβ . (46)

Similarly,

h
R,rad(2)
αβ = h

rad(2)
αβ , (47)

or

h
R,rad(2)
αβ :=

∫
Grad

αβ
α′β′

S
eff(2)
α′β′ dV

′,

=

∫
Grad

αβ
α′β′

×
(
T

(2)
α′β′ −

1

8π
δ2Gα′β′ [h(1), h(1)]

)
dV ′.

(48)

Equation (46) follows immediately from the fact that the
radiative part of GR

αβα′β′ is identical to the radiative part

of Gret
αβα′β′ . Equation (47) follows from the fact that∫

Grad
αβ

α′β′
Eα′β′ [hP(2)]dV ′ = 0. (49)

To derive Eq. (49), first integrate by parts and use the

fact that Grad
αβ

α′β′
is a homogeneous solution to obtain

the identity∫
Grad

αβ
α′β′

Eα′β′ [hP(2)]dV ′

=
1

16π

∫
∂V

(
Grad

αβ
α′β′

∇γ′h
P(2)
α′β′

− h
P(2)
α′β′ ∇γ′Grad

αβ
α′β′

)
dΣγ′

, (50)

where ∂V is the boundary of the spacetime (e.g., the

boundary of the Kerr exterior). Since h
P(2)
αβ has spatially

compact support around the particle, the integral on the
right-hand side of Eq. (50) only receives a contribution
from points in the far future and infinite past, where

the support of h
P(2)
αβ intersects the initial surface in the

infinite past or the final surface in the infinite future.
Since Grad

αβ
α′β′

decays with separation, the integral con-
tributes nothing when the field point xα is not at asymp-
totically early or late times. Hence, the source Eαβ [h

P(2)]
in Eq. (34) contributes nothing to the radiative field, and
we obtain Eq. (49) and finally Eq. (48).

In a spacetime with a time-reflection symmetry, the
retarded and advanced Green’s functions are also related
by [52]

T Gret
αβα′β′ = Gadv

αβα′β′ , (51)

where T denotes time reversal. In Schwarzschild (and
all other static spacetimes), time reversal corresponds to
t → −t. In Kerr (and other stationary, axisymmetric
spacetimes [104, 105]), it corresponds to t → −t, ϕ →
−ϕ. In each case, this reversal is an isometry of the
background spacetime. Equation (51) implies

T Grad
αβα′β′ = −Grad

αβα′β′ , (52)

T Gsym
αβα′β′ = +Gsym

αβα′β′ (53)

in these spacetimes.

5. Summary and nonlocality on phase space

Second-order self-force theory can be summarized as
the field equations (17)–(18) coupled to the particle’s
equation of motion (9) and the black hole’s evolution
equation (25). Since the field equations (17)–(18) are
constraint-preserving [92], the ‘matter’ equations (9)
and (25) (which are analogous to conservation of stress-
energy) suffice to enforce the gauge condition (13).
As emphasized in early literature on the self-consistent

expansion [88], the gauge condition ∇βh̄αβ = 0 imposed

on the full metric perturbation does not imply ∇βh̄
(n)
αβ =

0 for each n. Instead, we should consider

∇βh̄αβ := Zα(x, ε; γ, δMA) (54a)

= εZ(1)
α (x; γ, δMA)

+ ε2Z(2)
α (x; γ, δMA) +O(ε2) (54b)

and set each Z
(n)
α (x; γ, δMA) = 0. Our phase-space

formulation clarifies precisely what is being held fixed
in these expansions: we hold xαp (τ̃, ε), p̃α(τ̃, ε), and
δMA(v, ε) fixed, never expanding their ε dependence, but
we do expand time derivatives dnxαp /dτ̃

n, dnp̃α/dτ̃
n, and

dnδMA/dv
n in powers of ε at fixed (xαp , p̃α, δMA). This

is effectively an order reduction, ensuring that the par-
ticle’s acceleration does not depend on itself and higher
time derivatives, for example. However, in our scheme it
is a simple consequence of the guiding principle that all
quantities are to be expanded for small ε while holding
the mechanical degrees of freedom (γ, δMA) fixed. The
“matter” equations (9) and (25) can then be derived di-

rectly from the gauge conditions Z
(n)
α = 0 evaluated on

the particle’s trajectory and the black hole’s horizon.
The coupled equations (17)–(18), (9), and (25) are a

mix of partial differential equations (PDEs) for the field

degrees of freedom (h
(n)
αβ ) and ODEs for the ‘matter’ de-

grees of freedom (xαp , p̃α, and δMA). In Eqs. (21), (26),
and (27), we ‘integrate out’ the field degrees of freedom,
expressing them as functionals of the matter degrees of
freedom. The matter equations of motion (9) and (25)
then become integro-differential, meaning the dynamics
on phase space becomes nonlocal in time.4 In Sec. IV we

4 We loosely refer to the ten-dimensional space spanned by xα
p ,
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will show how this dynamics becomes localized.
Here we restricted our summary to the Lorenz gauge.

We will continue to assume the use of this gauge for con-
creteness. However, the equation of motion (9), and cor-
responding definitions of the regular field, is known to
hold in all gauges used in practice [94, 106–109]. The
decomposition of the Green’s function also straightfor-
wardly extends to other gauges in which the gauge-
fixed field equations share the same principal part [95]
(though the decomposition is not known in the radiation
gauge [110], which is the most widely used gauge for GSF
calculations in Kerr spacetime [57, 111, 112]). We will, in
any case, ultimately arrive at gauge-invariant formulas.

Similarly, we have assumed a Kerr background, which
is our primary interest. However, most of the material
in this section is equally valid in any globally hyperbolic
vacuum background, and much of our later analysis will
apply in any such background spacetime that is also sta-
tionary and in which the geodesic equation is integrable.
In contexts other than the black hole binary problem,
δMA can be replaced by self-consistently evolving cor-
rections to any other background parameters.

B. Multiscale expansion through 1PA order

The self-consistent framework is useful for deriving
governing equations in self-force theory (equations of mo-
tion, punctures, etc.). It also provides a useful starting
point for other expansions because it is valid in any vac-
uum background spacetime and on all spatial and tem-
poral scales. However, it has never been numerically im-
plemented except in a scalar-field problem [113–115]. In-
stead, most practical implementations have been based
on a multiscale framework. Here we review the frame-
work as presented in Refs. [40, 84]; see also Refs. [38, 39]
for more detailed explications of special cases.

1. Orbital motion

The multiscale expansion of the Einstein equations,
and the waveform-generation scheme it leads to, begins
with a choice of global time s. One typically chooses s
to be a hyperboloidal-type time, such that slices of con-
stant s penetrate the future horizon and extend to future
null infinity [38, 39, 116]. For simplicity, we assume this
s reduces to Boyer-Lindquist time t along the particle’s
worldline, to advanced time v along the horizon, and re-
tarded time u at future null infinity. The slices can be
everywhere spacelike or contain null segments [38, 39].
Our spacetime coordinates are then xα = (s, xi), and we

p̃α, and δMA as a phase space. However, unlike the 8D space
spanned by xα

p and p̃α, it is not (to our knowledge) a symplectic
manifold.

write the spacetime manifold as M = R × Σ, where xi

are coordinates on Σ. We ultimately work on the cotan-
gent bundle of Σ as a 6D phase space (which is again a
symplectic manifold because it is a cotangent bundle).
One must consider the field equations and equations

of motion together, as a coupled problem. But it is
useful to begin with the orbital motion; the multiscale
ansatz for the metric is then motivated by the existence
of phase-space coordinates (φ̊i, π̊i) for which the parti-
cle’s orbital equations take the form (2)–(3). These co-
ordinates cleanly separate the dynamics into fast, peri-
odic variables φ̊i and slow, adiabatic variables π̊i. Ref-
erence [84] shows how to find such coordinates, begin-
ning with the method of osculating geodesics [117–119]
and then applying the method of near-identity averaging
transformations [62].
We first introduce a quasi-Keplerian parametriza-

tion of the motion in terms of orbital elements πi =
(p, e, zmax) and phases ψi = (ψr, ψθ, ϕp). It will also
be useful to separate the azimuthal motion from the
polar and radial motion, introducing boldface symbols
xp = (rp, θp) and ψ = (ψr, ψθ), and also introducing
the orbital elevation zp = cos θp. The quasi-Keplerian
parametrization of the coordinate trajectory and veloc-
ity is then

rp(ψ, πi) =
pM

1 + e cosψr
, (55)

zp(ψ, πi) = zmax cosψ
θ, (56)

and

ẋip(ψ, πj) =
∂xip
∂ψj

ωj
(0)(ψ, πk). (57)

Here and throughout this paper, an overdot denotes dif-
ferentiation with respect to t, as in ẋip := dxip/dt. In

Eq. (57), ωj
(0) is the “frequency” ψ̇j of a Kerr geodesic:(
dψi

dt

)
geo

= ωj
(0)(ψ, πk) =

fj(ψ, πk)

ft(ψ, πk)
(58)

with ft, fr, fθ, and fϕ given by Eqs. (205), (216), (217),
and (206) of Ref. [19], respectively.5 Note that for orbital
equations we write the time parameter as t rather than
s because we specialised our choice of s to reduce to t
along the particle’s trajectory.
Equations (55)–(57) are referred to as “osculation con-

ditions”. The right-hand side in each case is identical to
the quasi-Keplerian parametrization of a Kerr geodesic.
If the motion were geodesic in Kerr (i.e., if the self-force

5 We have changed notation relative to Ref. [19] by placing indices
up on phases and frequencies, such that fα here corresponds to
fα in Ref. [19]. This change is motivated by wanting coordinates
on configuration space to have indices up and momenta to have
indices down.
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vanished), we would have dπi/dt = 0 and dψi/dt = ωi
(0).

However, in the present context, Eqs. (55)–(57) are more
appropriately viewed as a coordinate transformation on
the particle’s orbital phase space, (xip, ẋ

i
p) 7→ (ψi, πi).

This phase space (the cotangent bundle of Σ, as men-
tioned above) is 6D rather than 8D as a consequence
of our use of t as the time parameter: since xαp (t) =

(t, xip(t)) and ẋαp (t) = (1, ẋip(t)), the evolution equations

for tp(t) and ṫp(t) are vacuous. The t component of the
four-velocity, ut = dtp/dτ , which is required to evaluate
the self-force (9) and other quantities, is determined from
uαuα = −1, which implies

ut =
[
−
(
gtt + 2gtiẋ

i
p + gij ẋ

i
pẋ

j
p

)]−1/2
. (59)

Given the quasi-Keplerian parameterization (55)–(57),
the phase-space trajectory is governed by equations of the
form

dψi

dt
= ωi

(0)(ψ, πj) + δωi(t, ψi, πj , ε; γ, δMA), (60)

dπi
dt

= gi(t, ψ
i, πj , ε; γ, δMA). (61)

The “frequency” correction δωi and forcing functions gi
are linear combinations of the spatial components of the
self-force (9), which we can write as

δωi = Ai
j(ψ, πi)f

j(t, ψk, πk, ε; γ, δMA), (62)

gi = Bij(ψ, πi)f
j(t, ψk, πk, ε; γ, δMA). (63)

The coefficients Ai
j and Bij can be read off from

Eqs. (289)–(295) in Ref. [19], noting that those equations
must be divided by dt/dλ = ft to convert λ derivatives
to t derivatives, where λ is a time parameter referred to
as Mino time [52].

If we substitute hRαβ =
∑

n ε
nh

R(n)
αβ (x; γ, δMA) into

Eq. (9), we obtain an expansion for the self-force,

f i = εf i(1)(t, ψ
j , πj ; γ, δMA)

+ ε2f i(2)(t, ψ
j , πj ; γ, δMA) +O(ε3). (64)

Equations (60) and (61), with Eqs. (62) and (63), then
become

dψi

dt
= ωi

(0)(ψ, πj) + εωi
(1)(t, ψ

j , πj ; γ, δMA) +O(ε2),

(65)

dπi
dt

= εg
(0)
i (t, ψj , πj ; γ, δMA)

+ ε2g
(1)
i (t, ψj , πj ; γ, δMA) +O(ε3), (66)

with ωi
(1) = Ai

jf
j
(1) and g

(n)
i = Bijf

j
(n+1). As in the

Introduction, numeric labels in Eq. (64) correspond to
the powers of ε in the metric that generates the force,
while numeric labels in Eqs. (65) and (66) denote the

post-adiabatic order at which each term contributes in
the multiscale expansion.
The multiscale expansion is based on an averaging

transformation (ψi, πi) 7→ (φ̊i, π̊i) that puts the orbital
evolution equations in the form (2)–(3). We write this
transformation as

ψi(φ̊j , π̊j , ε) = ψi
(0)(φ̊

j , π̊j)

+ εψi
(1)(φ̊, π̊j , δMA) +O(ε2), (67)

πi(φ̊
j , π̊j , ε) = π̊i + επ

(1)
i (φ̊, π̊j , δMA)

+ ε2π
(2)
i (φ̊, π̊j , δMA) +O(ε3), (68)

where φ̊ = (φ̊r, φ̊θ). The zeroth-order term in the phase
transformation divides into a linear piece and an oscilla-
tory one,

ψi
(0)(φ̊

j , π̊j) = φ̊i +∆ψi(φ̊, π̊j). (69)

We will particularly highlight the azimuthal case,

ϕ(0)p = φ̊ϕ +∆ϕp(φ̊, π̊j). (70)

All of the functions ∆ψi, ψi
(n>0), and π

(n)
i are 2π-periodic

in each of φ̊r and φ̊θ. The periodic functions are chosen
to eliminate all oscillations in the equations of motion;
i.e., they are chosen to ensure there is no φ̊i dependence
on the right-hand sides of Eqs. (2) and (3). This process
of removing oscillations is detailed in Sec. IV below.

The functional forms in the transformations (67)
and (68) differ from the generic functional forms in
Eqs. (65) and (66) in two important ways. First, there is
no dependence on t or on the azimuthal phase φ̊ϕ, while
functions in Eqs. (65) and (66) might generically depend
on t and ψϕ = ϕp through their dependence on hRαβ . Sec-
ond, rather than being nonlocal, integral functionals of
γ and δMA, they only depend on the values of φ̊i, π̊i,
and δMA at time t; i.e., they are local transformations
on phase space. These properties follow from the form of
the self-force in the multiscale expansion,

f i = εf̊ i(1)(φ̊, π̊j , δMA) + ε2f̊ i(2)(φ̊, π̊j , δMA) +O(ε3).

(71)
This form, in turn, follows from the multiscale expansion
of the metric, which we outline below.

2. Metric and field equations

The essential idea in the multiscale expansion of the
metric is that all time dependence in the metric can be
encoded in a dependence on the phase-space variables.
As a function of (s, xi, ε), we can then write

hαβ = hαβ [x
i, φ̊i(s, ε), π̊i(s, ε), δMA(s, ε), ε] , (72)

such that hαβ can be treated as a function on an
11D product manifold: the Cartesian product of (i) 3D
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“space” Σ spanned by xi, (ii) the particle’s 6D orbital
phase space spanned by (xip, p̃i), and (iii) the 2D space
spanned by δMA. We additionally assume the metric,
treated as a function on this product space, admits a
regular expansion for small ε:

hαβ =
∑
n≥1

εnh̊
(n)
αβ (x

i, φ̊i, π̊i, δMA). (73)

Since φ̊i are periodic variables, the coefficients h̊
(n)
αβ can

be expanded in discrete Fourier series,

h̊
(n)
αβ =

∑
k⃗∈Z3

h̊
(n,⃗k)
αβ (xi, π̊i, δMA)e

−ikiφ̊
i

, (74)

with k⃗ = (kr, kθ, kϕ). Finally, because of the axial sym-
metry of the background, the azimuthal angle ϕ only en-
ters the Einstein equations through the delta function
δ(ϕ − ϕp) in Tαβ . Given Eq. (70), this implies the only
dependence on φ̊ϕ in the Einstein equations is in the form
(ϕ− φ̊ϕ), such that the expansion (74) can be written as

h̊
(n)
αβ =

∑
k,m

h̊
(n,k,m)
αβ (x, π̊i, δMA)e

−i[k·φ̊−m(φ̊ϕ−ϕ)], (75)

with k = (kr, kθ) and m = kϕ.
When substituting Eq. (73) into the Einstein equation,

we apply the chain rule,

∂

∂s
=
dφ̊i

ds

∂

∂φ̊i
+
dπ̊i
ds

∂

∂π̊i
+
dδMA

ds

∂

∂δMA
. (76)

Equations (2)–(4) then imply the expansion

∇α = ∇(0)
α + εsα

(
∂⃗V +Ωi

(1)

∂

∂φ̊i

)
+O(ε2), (77)

where sα := ∂αs and the zeroth-order covariant deriva-
tive is

∇(0)
α = eiα

∂

∂xi
+ sαΩ

i
(0)

∂

∂φ̊i
+Christoffel terms. (78)

Here eiα := ∂αx
i are basis covectors on the slices of con-

stant s, V⃗ = (F
(0)
i , F

(0)
A ) is the leading-order velocity

through parameter space, and

∂⃗V := F
(0)
i

∂

∂π̊i
+ F

(0)
A

∂

∂δMA
(79)

is a directional derivative in the parameter space.
On the right-hand side of the Einstein equation, we

require the expansion of the stress-energy tensor. We
first rewrite the Detweiler stress-energy tensor (10) in
terms of coordinate time t:

Tαβ =
p̃αp̃β
g̃tµp̃µ

δ3(xi − xip(t))√
−g̃

, (80)

where we used dt/dτ̃ = ũt = g̃tαp̃α/µ. Given Eqs. (55)–
(57) and (67)–(68), the particle’s coordinate trajectory
takes the form

xip = xi(0)(φ̊
j , π̊j) + εxi(1)(φ̊

j , π̊j) +O(ε2), (81)

ẋip = ẋi(0)(φ̊
j , π̊j) + εẋi(1)(φ̊

j , π̊j) +O(ε2). (82)

This, together with the expansion of the metric, implies

p̃α = p(0)α (φ̊j , π̊j) + εp̃(1)α (φ̊j , π̊j) +O(ε2). (83)

Putting these expansions together, with the expansion of
g̃tµ, yields

Tαβ =
∑
n≥1

εnT̊
(n)
αβ (xi, φ̊i, π̊i, δM

A). (84)

Substituting the above expansions into the Einstein
equation (15), we obtain a sequence of field equations for
the coefficients in Eq. (73):

E
(0)
αβ [̊h̄

(1)] = −16πT̊
(1)
αβ , (85)

E
(0)
αβ [̊h̄

(2)] = −16πT̊
(2)
αβ + 2δ2G

(0)
αβ [̊h

(1), h̊(1)]− E
(1)
αβ [̊h̄

(1)],

(86)

where the source

E(1)
µν [̊h̄] = sαs

αF
(0)
i ∂φ̊i

˚̄hµν + 2sα∇(0)
α ∂⃗V

˚̄hµν

+
(
∇(0)

α sα
)
∂⃗V

˚̄hµν , (87)

arises from the slow evolution of the spacetime. If we sub-
stitute the Fourier expansion (74), then the field equa-
tions (85) and (86) become 2D PDEs in x for the Fourier

mode coefficients h̊
(n,k,m)
αβ .

3. Summary and gauge freedom

The waveform generation scheme contained in

Eqs. (1)–(4) requires as input the mode amplitudes h̊
(n)
lmk,

frequency corrections Ωi
(1), and forcing functions F

(0)
i ,

F
(1)
i , and F

(1)
A . Each of those inputs can be precomputed

as a function of π̊i from the coefficients h̊
(n,k,m)
αβ , which

are obtained by solving the field equations (85) and (86).
We refer to Refs. [38, 39, 84] for further details.

However, we note that the functions h̊
(n)
lmk, Ω

i
(n>0), and

F
(n>0)
i are not unique; they can be modified by a small

transformation of the phase space coordinates (φ̊i, π̊i).
This gauge freedom arises because the transformation
(ψi, πi) 7→ (φ̊i, π̊i) in Eqs. (67) and (67) is not unique.
The transformation is only required to eliminate oscil-
latory functions from the equations of motion, leaving
arbitrary the averaged parts of the transformation. Con-

cretely, the functions ⟨π(n)
i ⟩ and ⟨∆ψi⟩ are freely speci-

fied. Here and below,

⟨·⟩ := 1

(2π)3

∮
· d3φ̊ , (88)
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denotes an average over the 3-torus. However, in prac-
tice, it reduces to an average over the 2-torus spanned by
(φ̊r, φ̊θ) because φ̊ϕ does not enter into the dynamics.
In Ref. [19], this gauge freedom was fixed by requiring

(i) Ωi
(n>0) = 0, such that π̊i are related to the physical

frequencies Ωi := dφ̊i/dt by the Kerr geodesic relation-
ship Ωi = Ωi

(0)(̊πj), and (ii) φ̊i vanishes at ψi = 0, such

that the transformation preserves the origin of the phases
φ̊i = 0. Since ψr and ψθ vanish at radial and polar turn-
ing points (at fixed πi), condition (ii) ensures that φ̊r = 0
and φ̊θ = 0 correspond to those same turning points (at
fixed π̊i). We explore this gauge freedom more fully in
the bulk of this paper.

As first noted in Ref. [37], the 1PA evolution involves
the complete first-order self-force and the dissipative part
of the second-order self-force. Concretely, the 1PA fre-
quency corrections Ωi

(1) (if they are nonzero) involve the

conservative part of the first-order self-force fα(1), and the

1PA forcing functions F
(1)
i involve the conservative part

of fα(1) and the dissipative part of fα(2). Here conserva-

tive and dissipative pieces are defined by their symmetry
under reversal around turning points: in terms of the
quasi-Keplerian phases ψ,

fα(n)diss(ψ) =
1

2
fα(n)(ψ)−

1

2
ϵαfα(n)(−ψ), (89)

fα(n)con(ψ) =
1

2
fα(n)(ψ) +

1

2
ϵαfα(n)(−ψ), (90)

where ϵα = (−1, 1, 1,−1), there is no summation over α,
and the reversals are at fixed πi. Similarly, in terms of
the variables (φ̊i, π̊i),

fα(n)diss(φ̊) =
1

2
fα(n)(φ̊)−

1

2
ϵαfα(n)(2φ̊O − φ̊), (91)

fα(n)con(φ̊) =
1

2
fα(n)(φ̊) +

1

2
ϵαfα(n)(2φ̊O − φ̊), (92)

where φ̊O corresponds to the value of φ̊ at the origin
ψ = 0. From Eq. (69), this depends on the choice of ∆ψ,
as it must satisfy φ̊O = −∆ψ(φ̊O, π̊j). If we decompose
∆ψi into a purely oscillatory part (with zero average)
and an average piece, as in

∆ψi = ∆ψi
osc + ⟨∆ψi⟩, (93)

we can choose φ̊O = 0 by choosing ⟨∆ψi⟩ =
−∆ψi

osc(0, π̊j); this is the choice made in Ref. [19].
Finally, we observe that our exposition assumed the

ansatz (73) in order to explain the existence of the pre-
ferred class of coordinates (φ̊i, π̊i). In this sense, the
multiscale expansion is an internally consistent ansatz
rather than a derived result. However, one can also de-
rive the multiscale expansion of the metric directly from
the self-consistent expansion. This is made possible by
allowing the transformations (67) and (68) to be non-
local on phase space (see, e.g., Refs. [50, 120] for ex-
amples of such transformations). Once the equations of

motion are put in the form (2)–(3), the multiscale expan-
sion (73), with (74), follows from applying a stationary
phase approximation to the self-consistent solution (21),
(26), and (27). We describe that application of the sta-
tionary phase approximation (which appears here for the
first time) in Appendix B. Similar derivations will be core
parts of our analyses later in this paper.

III. PSEUDO-HAMILTONIAN DESCRIPTION
OF SELF-FORCED DYNAMICS

In this section we present the pseudo-Hamiltonian de-
scription of the self-consistent dynamics. Besides the ex-
tension to second order, our treatment differs from that
of Refs. [48, 49] in that we reduce the dynamics to the 6D
phase space with our preferred choice of time t. As noted
in Sec. II B, this 6D phase space arises naturally in the
modern multiscale formulation of the field equations and
waveform generation. In Ref. [121], two of us describe
the pseudo-Hamiltonian formalism with a generic choice
of time parameter.

A. Pseudo-Hamiltonian on an 8D phase space

Since the particle’s self-forced motion is geodesic in
the effective metric g̃αβ , its equation of motion (8) can
be written as Hamilton’s equations

dxαp
dτ̃

=
∂H

∂p̃α
and

dp̃α
dτ̃

= − ∂H

∂xαp
, (94)

with the standard test-mass (pseudo-)Hamiltonian

H =
1

2µ
g̃αβ p̃αp̃β . (95)

Here

g̃αβ = gαβ−εhαβR(1)−ε
2

(
hαβR(2) −

1

2
gγδh

αγ
R(1)h

δβ
R(1)

)
+O(ε3),

(96)
is the inverse of g̃αβ . We emphasise that Eqs. (94) are
identical to the original equation of motion (8), and in
particular, these Hamilton’s equations include all dissi-
pative effects in the dynamics.
Following Refs. [48, 49], we split H into a background

term and an interaction term:

H = H(0)(x
i
p, p̃α) +Hint(x

α
p , p̃α, ε; γ, δMA), (97)

with

H(0) :=
1

2µ
gαβ(xip)p̃αp̃β , (98)

and

Hint =
∑
n≥1

εnH(n)(x
α
p , p̃α; γ, δMA), (99)
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where

H(1) = − 1

2µ
hαβR(1)(x

µ
p ; γ, δMA)p̃αp̃β , (100)

H(2) = − 1

2µ

(
hαβR(2) −

1

2
gγδh

αγ
R(1)h

δβ
R(1)

)
p̃αp̃β . (101)

We refer to H as a pseudo-Hamiltonian, loosely follow-
ing Ref. [50], because it depends on the entire phase-space
trajectory γ, not only on a point in phase space. We em-
phasise that the derivatives in Hamilton’s equations (94)
do not act on this functional dependence on γ; acting
on that dependence would yield equations of motion that
differ from the original equation (8) (an equation which is
a direct consequence of the Einstein field equations [94]).
This means our pseudo-Hamiltonian description differs
from a nonlocal Hamiltonian description, in which the
partial derivatives in Hamilton’s equations become func-
tional derivatives that do act on the nonlocal phase-space
dependence [69]. One consequence of this is that we are
able to evaluate the source trajectory on shell.

Our pseudo-Hamiltonian description also differs from
the one in Ref. [50]. In that reference, which intro-
duced the “pseudo” nomenclature, Hamilton’s equations
are made local through order reduction. H1 is treated
as a function of two points in phase space, which in our
case we would denote Q = (xαp , p̃α) and Q′ = (x′αp , p̃

′
α).

The order reduction is performed by replacing the self-
accelerated trajectory γ in Eq. (31) with a zeroth-order
(background geodesic) trajectory emanating from Q′. In
Hamilton’s equations, after taking the partial derivatives
at Q, one then evaluates at coincidence, Q′ = Q. We can
view our Eq. (94) in the same manner, with γ emanat-
ing from Q′ and evaluation at Q′ = Q taking place after
differentiation. Concretely, we can write H = H(Q,Q′)
and write Eq. (94) more explicitly as

dxαp
dτ̃

=

[
∂H

∂p̃α

]
and

dp̃α
dτ̃

= −
[
∂H

∂xαp

]
, (102)

where the square brackets denote evaluation at Q′ = Q.
However, we stress that in our self-consistent pseudo-
Hamiltonian description, γ is always the self-consistently
generated trajectory, as described in Sec. II, and Hamil-
ton’s equations are integro-differential. Equivalently, we
can view γ as a fixed trajectory, and the square brackets
denote evaluation at a point Q = Q′ on the trajectory;
this is the more natural perspective stemming from the
original equations of motion (9) or (8), in which one dif-
ferentiates a field and then evaluates the derivative on the
particle’s worldline. In any case, at this stage, one can
view Eq. (102) less as a set of equations to be solved and
more as a property of solutions to the Einstein equation
for given exact trajectories γ. Only after our localization
procedure in later sections will we reduce the equations
of motion to ordinary differential equations.

B. Pseudo-Hamiltonian on a 6D phase space

We could work directly from the 8D equations of mo-
tion. However, to mesh with the multiscale expansion, it
will be more useful to work with a 6D phase space, with t
reduced to a parameter along trajectories through phase
space. Concretely, we reduce the phase space to the 6D
submanifold defined by the on-shell conditionH = −µ/2,
with p̃t the new pseudo-Hamiltonian. Explicitly, solving

H(t, xip, p̃t, p̃i; γ, δMA) = −µ
2

(103)

yields

p̃t = −H(t, xip, p̃i; γ6D, δMA), (104)

with

H =
1

g̃tt

[
g̃tip̃i −

√
(g̃tip̃i)

2 − g̃tt (g̃ij p̃ip̃j + µ2)

]
. (105)

Here γ6D is the 6D trajectory

γ6D := {(xip(t), p̃i(t)) | t ∈ R}. (106)

As mentioned previously, the 6D phase space is the
cotangent bundle of Σ. On this phase space, (xip, p̃i)

are cotangent coordinates, and dxip ∧ dp̃i is a canonical

symplectic form.6 The 6D self-forced trajectories obey
(pseudo-)Hamilton’s equations,

dxip
dt

=

[
∂H
∂p̃i

]
,

dp̃i
dt

= −
[
∂H
∂xip

]
. (107)

As before, the derivatives do not act on the functional
dependence on γ6D. The square brackets now denote
evaluation at Q = Q′, with Q = (xip, p̃i) now a point in

the 6D phase space and Q′ = (x′ip , p̃
′
i) a point on γ6D.

Equations (107) follow immediately from
Eqs. (94) and (103). For example, differentiating
H(t, xip,−H(p̃i, x

i
p), p̃i) = −µ/2 with respect to p̃i, we

obtain

−∂H
∂p̃t

∂H
∂p̃i

+
∂H

∂p̃i
= 0, (108)

which we can rewrite as

dt

dτ̃

∂H
∂p̃i

=
dxip
dτ̃

, (109)

6 An observant reader might note that some physical intuition is
lost in this reduction to six dimensions because p̃i is not bijec-
tively related to the “spatial velocity” ũi by p̃i = µg̃ij ũ

j . In-
stead, the two are related by p̃i = µ(g̃ij ũ

j + g̃tiũ
t). However,

the cotangent vector p̃idx
i
p on Σ still suffices to define cotangent

coordinates (xi
p, p̃i) and the canonical symplectic form [97].
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using Eq. (94). Multiplying by dτ̃
dt and evaluating at co-

incidence, we obtain Eq. (107).
We can derive the expansion of H by substituting

H = H(0)(x
i
p, p̃i)+

∑
n≥1

εnH(n)(t, x
i
p, p̃i; γ6D, δMA) (110)

into Eq. (103). Here the expansion is performed at fixed
(t, xip, p̃i; γ6D, δMA). This differs from the expansions in
Secs. II A and IIIA in that p̃t is now re-expanded. Writ-
ing H(t, xip,−H, p̃i) = −µ/2 (with γ and δMA depen-
dence suppressed), substituting the expansions of H and
H, and solving order by order in ε, we obtain

H(0)|p̃t=−H0 = −µ/2 (111)

at zeroth order, and

H(1) =
H(1)

∂p̃tH(0)

∣∣∣
p̃t=−H(0)

, (112)

H(2) =
H(2)

∂p̃t
H(0)

∣∣∣∣
p̃t=−H(0)

(113)

+
H(1)

(
H(1)∂

2
p̃t
H(0) − 2∂p̃t

H(1)

)
2∂p̃t

H(0)

∣∣∣∣
p̃t=−H(0)

(114)

through second order. Similar expansions at first order,
in a similar context, were carried out in Ref. [50].

Equation (111) determines that H(0)(x
i
p, p̃i) is the

background-geodesic orbital energy as a function of
(xip, p̃i),

H(0)(x
i
p, p̃i) = E(0)(x

i
p, p̃i) :=

⋆

E, (115)

where we use a star to denote variables that are related to
(xip, p̃i) by the background-geodesic relationship. Writ-
ten in the form (105),

H(0)(x
i
p, p̃i) =

1

gtt

[
gtip̃i −

√
(gtip̃i)

2 − gtt (gij p̃ip̃j + µ2)

]
.

(116)
Equation (112) can be simplified using

∂p̃t
H(0) =

1

µ
gtαp̃α, (117)

∂2p̃t
H(0) =

1

µ
gtt, (118)

∂p̃tH(1) = − 1

µ
htαR(1)p̃α, (119)

which imply

H(1) = −1

2
hαβR(1)

p̃αp̃β
µ

⋆
ut

, (120)

H(2) = −1

2
hαβR(2)

p̃αp̃β
µ

⋆
ut

+
1

4
gγδh

αγ
R(1)h

βδ
R(1)

p̃αp̃β
µ

⋆
ut

− 1

2
hαβR(1)h

tγ
R(1)

p̃αp̃β p̃γ
(µ

⋆
ut)2

+
1

8
gtthαβR(1)h

γδ
R(1)

pαp̃β p̃γ p̃δ
(µ

⋆
ut)3

, (121)

with

µ
⋆
ut = gtα(xp)p̃

(0)
α = −gtt(xp)

⋆

E + gtϕ(xp)
⋆

Lz. (122)

C. Osculating action-angle variables

In Sec. II B, we obtained the preferred coordinates
(φ̊i, π̊i) by first constructing quasi-Keplerian phase-space
coordinates (ψi, πi) that are related to (xip, ẋ

i
p) by the

Kerr-geodesic relationships. Our analysis in later sec-

tions will instead begin from coordinates (
⋆
φi,

⋆

Ji) that
are related to (xip, p̃i) by Kerr-geodesic relationships. We
refer to these as ‘osculating action angles’. They are
the same coordinates used in Ref. [48], except on the
6D rather than 8D phase space, and the content of this
section is equivalent to material in Ref. [48].
We first recall the construction of action angles for

geodesics of Kerr. Since the geodesic motion is tri-
periodic, it is confined to a 3-torus in phase space, where
the torus is defined by constant values of the orbital pa-
rameters Pi = (E,Lz,K). We can therefore construct
action-angle coordinates (φi, Ji) on phase space. The ac-
tion variables are defined to be

J
(0)
i (Pj) =

1

2π

∮
Ci(Pj)

p
(0)
k (xjp, Pj)dx

k
p, (123)

where the contours Ci(Pj) are any representatives of the

three distinct loops on the 3-torus, and p
(0)
k (xjp, Pj) are

the Kerr-geodesic momenta evaluated on the torus. The
momenta are given by [122]

p(0)r =
1

∆

{[
(r2p + a2)E − aLz

]2
−∆

[
µ2r2p + (Lz − aE)2 +Q

]}1/2

, (124)

p
(0)
θ =

{
Q−

[
(µ2 − E2)a2 +

L2
z

sin2 θp

]
cos2 θp

}1/2

,

(125)

p
(0)
ϕ = Lz, (126)

with ∆ := r2p−2Mrp+a
2 and Q := K−(Lz−aE)2. The

geodesic actions J
(0)
i are given in closed form in terms of

elliptic integrals in Ref. [123]. We immediately see that

J
(0)
ϕ = Lz.
The canonical transformation to action-angle variables

is generated by Hamilton’s characteristic function

W(0)(x
i
p, Ji) = Sr(rp, Ji) + Sθ(θp, Ji) + Lzϕp, (127)

which satisfies the time-independent Hamilton-Jacobi
equation

H(0)

(
xip,

∂W(0)

∂xip

)
= E. (128)
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Here H(0)

(
xip, pi

)
is given by Eq. (116), and the charac-

teristic function reads more explicitly

W(0)(x
i
p, Jk) = Lzϕp +

∫ rp

p(0)r (r′, Pi(Jk)) dr
′

+

∫ θp

p
(0)
θ (θ′, Pi(Jk)) dθ

′. (129)

The angle variables canonically conjugate to Ji are then
derivatives of this type-2 generating function,

φi =
∂W(0)

∂Ji
, (130)

and Ji are implicitly defined by p
(0)
i (xj , Pj(Jk)) =

∂W/∂xip. The geodesic equation in Kerr becomes

dφi

dt
=
∂H(0)

∂J
(0)
i

= Ωi
(0)(J

(0)
j ), (131)

dJ
(0)
i

dt
= −

∂H(0)

∂φi
= 0. (132)

We now define osculating action-angle variables

(
⋆
φi,

⋆

Ji) by using the Kerr-geodesic map (xip, p̃i)
geo7→

(
⋆
φi,

⋆

Ji). The osculating action variables are then

⋆

Ji(x
j
p, p̃j) =

1

2π

∮
Ci(

⋆
Pj)

p
(0)
k

(
x′jp ,

⋆

Pj(x
k
p, p̃k)

)
dx′kp , (133)

and the angle variables are

⋆
φi =

∂W(0)

∂
⋆

Ji
, (134)

with the Kerr-geodesic generating function W(0) =

W(0)(x
i
p,

⋆

Ji). Here
⋆

E = E(0)(x
i
p, p̃i) is given by Eq. (116),

and

⋆

Lz = p̃ϕ,
⋆

K = Kαβ p̃αp̃β , (135)

with Kαβ the Killing tensor of Kerr.
The definition (134) leaves a residual freedom to shift

⋆
φi by an arbitrary function of

⋆

Ji,
⋆
φi → ⋆

φi + ∆
⋆
φi(

⋆

Jj),
corresponding to the freedom to choose lower limits of
integration in Eq. (129). This is equivalent to shifting

the origin on each torus of constant
⋆

Ji. For simplicity,
we make the choice that

⋆
φi shares an origin with ψi.

In particular, this implies that
⋆
φi = 0 corresponds to a

turning point in the radial and polar motion (at fixed
⋆

Ji);
⋆
φO = 0 in notation analogous to that of Eqs. (91)

and (92). This does not represent a loss of generality
because the same freedom will arise in the coordinates
φ̊i.

Hamilton’s equations for the variables (
⋆
φi,

⋆

Ji) read

d
⋆
φi

dt
=

[
∂H
∂

⋆

Ji

]
and

d
⋆

Ji
dt

= −
[
∂H
∂

⋆
φi

]
. (136)

One might suspect that applying the Kerr-geodesic trans-
formation to Eq. (107) would not yield Eq. (136) because
γ6D is not a Kerr geodesic trajectory. However, Eq. (136)
automatically follows from Eq. (107) because we use a

generating function [(129) with pi → p̃i, Pi →
⋆

Pi, and

Ji →
⋆

Ji], for the transformation, which ensures the new
coordinates are canonical in the sense of satisfying the
pseudo-Hamilton equations (136); this is true for any H,
so long as the generating function only depends on the
phase-space coordinates and not on the source trajectory
γ6D (such that the Jacobian of the transformation com-
mutes with the coincidence limit [·] in Hamilton’s equa-
tions).

Note that in these coordinates, H(0) = H(0)(
⋆

Ji), mean-

ing
∂H(0)

∂
⋆
φi

= 0 and
∂H(0)

∂
⋆
Ji

= Ωi
(0)(

⋆

Jj), where Ωi
(0)(

⋆

Jj) are

the Kerr geodesic frequencies as functions of
⋆

Ji. Our
equations of motion then become

d
⋆
φi

dt
= Ωi

(0)(
⋆

Jj) + ε
⋆

Ωi
(1)(

⋆
φj ,

⋆

Jj) +O(ε2), (137)

d
⋆

Ji
dt

= ε
[
G

(0)
i (

⋆
φj ,

⋆

Jj) + εG
(1)
i (

⋆
φj ,

⋆

Jj) +O(ε2)
]
, (138)

where

⋆

Ωi
(n)(

⋆
φj ,

⋆

Jj) =

[
∂H(n)

∂
⋆

Ji

]
, (139)

G
(n)
i (

⋆
φj ,

⋆

Jj) = −
[
∂H(n+1)

∂
⋆
φi

]
. (140)

Here the numeric labels in parentheses denote the post-
adiabatic order at which each term enters a multiscale
expansion of the Einstein equation [19, 37].
Equations (137) and (138) will be the starting point of

Sec. IV.

IV. LOCALIZED PSEUDO-HAMILTONIAN
DESCRIPTION OF 1PA DYNAMICS

The equations (137) and (138) have the same general
form as equations (65) and (66). To set the stage for
what follows, we underline two features of these equa-
tions. First, they are not in the form (2)–(3) suitable
for a multiscale expansion of the field equations because

the frequency corrections
⋆

Ωi
(n) and forcing functions G

(n)
i

depend on the angle variables
⋆
φi. In other words, these

equations have not yet separated the system’s periodic
motions from its slow evolution. Second, they are gauge

dependent: (
⋆
φi,

⋆

Ji) are related in a fixed way to (xip, p̃i).
A spacetime gauge transformation xα → xα−εξα+. . . al-
ters xip and p̃i, inducing a change in the variables (

⋆
φi,

⋆

Ji).
In this section, we find the most general averaging

transformation to coordinates (φ̊i, J̊i) satisfying equa-
tions of the general form (2)–(3), analogous to the trans-
formation (67)–(68). We use these coordinates, together
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with a stationary phase approximation, to eliminate the
nonlocal dependence on γ6D in the 1PA dynamics. The
outcome is a pseudo-Hamiltonian that is an explicit local
function of two points in phase space, Q = (φ̊i, J̊i) and

Q′ = (φ̊′i, J̊ ′
i). We then use this local form to analyse

the conservative and dissipative sectors of the dynamics.
In our analysis, we largely eliminate the gauge depen-
dence of the variables, an issue we return to in Secs. VC
and VII.

Averaging transformations also underlie the descrip-
tion of 1SF conservative Hamiltonian dynamics in
Ref. [48]. However, our treatment differs from the treat-
ment there in several ways:

1. We include dissipation, we carry the analysis to
1PA order, and we work on the 6D phase space
appropriate for the multiscale expansion of the field
equations.

2. We do not require our transformation to be canon-
ical (and in fact, it cannot be canonical). Instead
we only require compatibility with a multiscale ex-
pansion. We return to the question of canonical co-
ordinates in Secs. V and VII. Ultimately, in those
sections we specialize to a non-canonical transfor-
mation that brings the system from coordinates
that are canonical in the pseudo-Hamiltonian sys-
tem to action-angle coordinates that are canonical
in a conservative, Hamiltonian system.

3. We do not require our transformation to be induced
by a gauge transformation xα → xα − εξα + . . .
on spacetime. Reference [48] required their (8D)

coordinates (
⋆
φα,

⋆

Jα) to be related to (xαp , p̃α) by

the map to Kerr-geodesic action-angles, (xαp , p̃α)
geo7→

(
⋆
φα,

⋆

Jα). Their phase-space coordinates could then
only be modified through a transformation of the
spacetime coordinates. We avoid that restriction,
instead keeping the spacetime coordinates fixed and
changing their relationship to the phase-space co-
ordinates; this is the more typical approach, “re-
parameterizing the orbit”, in studies of self-forced
dynamics (e.g., in [19, 40, 62, 124–126]). It has the
considerable advantage of not affecting the choice
of spacetime gauge used in solving the field equa-
tions.

A. Perturbed action angles

Our first goal is to transform to new variables (φ̊i, J̊i)
satisfying equations of the form

dφ̊i

dt
= Ωi

(0)(J̊j) + εΩi
(1)(J̊j) +O(ε2), (141)

dJ̊i
dt

= ε
{
G̊

(0)
i (J̊j) + εG̊

(1)
i (J̊j) +O(ε2)

}
. (142)

These coordinates cleanly separate rapid oscillations
from secular evolution in the full system that includes
dissipation. We refer to them as perturbed action-angle
coordinates, though, as mentioned above, we do not re-
quire them to be canonically conjugate.

To obtain the new variables, we adopt an ansatz

φ̊i =
⋆
φi +∆φ̊i(J̊j) + εφ̊i

(1)(
⋆
φj ,

⋆

Jj) +O(ε2), (143)

J̊i =
⋆

Ji + εJ̊
(1)
i (

⋆
φj ,

⋆

Jj) + ε2J̊
(2)
i (

⋆
φj ,

⋆

Jj) +O(ε3), (144)

where functions of
⋆
φi are 2π-periodic; this ensures that

the dynamics and the spacetime metric are 2π-periodic
in each angle φ̊i. Note we could allow the order-ε0 term

in Eq. (144) to be an arbitrary smooth function of
⋆

J , but

it will be convenient to restrict to variables J̊i that are a
small deformation of the geodesic actions. We could also
allow the zeroth-order term in Eq. (143) to be any smooth
function that increases by 2π when each

⋆
φi increases by

2π. However, to mesh with the multiscale expansion of
the field equations, dφ̊i/dt must be approximately the
geodesic orbital frequency, as in Eq. (141), which restricts
the transformation to the form (143). If we were to ignore

dissipation, then the zeroth-order term ∆φ̊i(J̊j) would
correspond to a choice of origin on each torus defined by
J̊i = constant. In the presence of dissipation, this term
evolves dynamically, effectively moving the origin of the
angular coordinates as the system continuously evolves
from one torus to the next [15, 19, 40].

Equations (143) and (144) imply

dφ̊i

dt
=
d

⋆
φi

dt
+ ε

∂∆φ̊i

∂J̊j
G̊

(0)
j (J̊j) + ε

∂φ̊i
(1)

∂
⋆
φj

Ωj
(0) +O(ε2),

(145)

dJ̊i
dt

=
d

⋆

Ji
dt

+ ε
∂J̊

(1)
i

∂
⋆
φj

Ωj
(0) + ε2

(
∂J̊

(1)
i

∂
⋆
φj

⋆

Ωj
(1) +

∂J̊
(1)
i

∂
⋆

Jj
G

(0)
j

+
∂J̊

(2)
i

∂
⋆
φj

Ωj
(0)

)
+O(ε3). (146)

Here we have used Eq. (142) to evaluate d∆φ̊i/dt, and

all quantities are functions of (
⋆
φi,

⋆

Ji) unless indicated
otherwise. Substituting Eqs. (137) and (138) for d

⋆
φi/dt

and d
⋆

Ji/dt, with Eqs. (143) and (144), we get

dφ̊i

dt
= Ωi

(0) + ε

(
⋆

Ωi
(1) +

∂∆φ̊i

∂J̊j
G̊

(0)
j

− J̊
(1)
j

∂Ωi
(0)

∂J̊j
+
∂φ̊i

(1)

∂φ̊j
Ωj

(0)

)
+O(ε2),

(147)
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dJ̊i
dt

= ε

(
G

(0)
i +

∂J̊
(1)
i

∂φ̊j
Ωj

(0)

)

+ ε2

{
G

(1)
i +

∂J̊
(1)
i

∂φ̊j

⋆

Ωj
(1) +

∂J̊
(1)
i

∂J̊j
G

(0)
j +

∂J̊
(2)
i

∂φ̊j
Ωj

(0)

−

(
φ̊j
(1)

∂

∂φ̊j
+ J̊

(1)
j

∂

∂J̊j

)(
G

(0)
i +

∂J̊
(1)
i

∂φ̊j
Ωj

(0)

)}
+O(ε3). (148)

On the right, and throughout the remainder of this

section, all functions of (
⋆
φi,

⋆

Ji) are now evaluated at

(
⋆
φj
(0), J̊j), where

⋆
φi
(0) := φ̊i −∆φ̊i. (149)

Eliminating oscillations from the right-hand side of
Eqs. (147) and (148) requires

∂φ̊i
(1)

∂φ̊j
Ωj

(0) = −

(
⋆

Ωi
(1) − J̊

(1)
j

∂Ωi
(0)

∂J̊j
+
∂∆φ̊i

∂J̊j
G̊

(0)
j

−

〈
⋆

Ωi
(1) − J̊

(1)
j

∂Ωi
(0)

∂J̊j
+
∂∆φ̊i

∂J̊j
G̊

(0)
j

〉)
,

(150)

∂J̊
(1)
i

∂φ̊j
Ωj

(0) = −
(
G

(0)
i −

〈
G

(0)
i

〉)
. (151)

We similarly choose the oscillatory part of J̊
(2)
i to cancel

all oscillations in the order-ε2 term in Eq. (148).

By eliminating the oscillations from Eqs. (147)
and (148), we reduce them to

dφ̊i

dt
= Ωi

(0)(J̊j) + εΩi
(1)(J̊j) +O(ε2), (152)

dJ̊i
dt

= ε
〈
G

(0)
i

〉
+ ε2

(〈
G

(1)
i

〉
+Ki

)
+O(ε3), (153)

where

Ωi
(1) :=

〈
⋆

Ωi
(1)

〉
+
∂∆φ̊i

∂J̊j

〈
G

(0)
j

〉
−
〈
J̊
(1)
j

〉 ∂Ωi
(0)

∂J̊j
(154)

and

Ki :=

〈
∂J̊

(1)
i

∂φ̊j

⋆

Ωj
(1)+

∂J̊
(1)
i

∂J̊j
G

(0)
j −∂⟨G

(0)
i ⟩

∂J̊j
J̊
(1)
j

〉
. (155)

In obtaining the latter, we have used the fact that

∂⟨G(0)
i ⟩/∂φ̊j = 0.

Expressed in terms of the pseudo-Hamiltonian, these

equations read

dφ̊i

dt
= Ωi

(0)(J̊j) + ε

{〈[
∂H(1)

∂J̊i

]〉
− ∂∆φ̊i

∂J̊j

〈[
∂H(1)

∂φ̊j

]〉

−
〈
J̊
(1)
j

〉 ∂Ωi
(0)

∂J̊j

}
+O(ε2), (156)

dJ̊i
dt

= −ε
〈[

∂H(1)

∂φ̊i

]〉
− ε2

(〈[
∂H(2)

∂φ̊i

]〉
−Ki

)
+O(ε3), (157)

We stress that at this stage, ∆φ̊i and
〈
J̊
(1)
j

〉
are arbitrary

functions of J̊i. We will discuss choices of these functions
in Sec. IVC.

Finally, since the stress-energy tensor and punctures
entering the field equations are explicit functions of
(xip, p̃i), we also require xip and p̃i as functions of (φ̊

i, J̊i)
[i.e., the analogue of Eqs. (81) and (83)]. Given that

xip = xi(0)(
⋆
φj ,

⋆

Jj), p̃i = p
(0)
i (

⋆
φj ,

⋆

Jj), we can immediately

substitute Eqs. (143) and (144) to obtain

xip = xi(0)(
⋆
φj
(0), J̊j)− ε

(
φ̊j
(1)

∂xi(0)

∂
⋆
φj
(0)

+ J̊
(1)
j

∂xi(0)

∂J̊j

)
+O(ε2),

(158)

p̃i = p
(0)
i (

⋆
φj
(0), J̊j)− ε

(
φ̊j
(1)

∂p
(0)
i

∂
⋆
φj
(0)

+ J̊
(1)
j

∂p
(0)
i

∂J̊j

)
+O(ε2).

(159)

The geodesic functions xi(0)(
⋆
φj
(0), J̊j) and p̃

(0)
i (

⋆
φj
(0), J̊j)

are not known in closed form, but they can be obtained
as a Fourier series in

⋆
φj
(0) [19, 127]. Alternatively, since

these functions are typically only ever needed within in-
tegrals over the phases φ̊i, the integration variables can
be changed to variables for which the geodesic functions
are known analytically—for example, the Keplerian vari-
ables (ψi, πi) discussed in Sec. II B or Mino-time action-
angles [19, 128, 129].

B. Phase-space localization

The equations of motion (156) and (157) have elim-
inated dependence on the angle variables, meaning the
right-hand sides are non-oscillatory. However, the right-
hand sides still contain a nonlocal dependence on the
phase-space trajectory. In this section, we show how the
nonlocality collapses to a local function by virtue of the
stationary phase approximation.

We can write out this localization starting with H1 in
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Eq. (120):

H(1) = − 1

2µ
hαβR(1)(t, x

i
p)
p̃αp̃β

⋆
ut

(160)

= − 1

2µ2

∫ ∞

−∞
dt′
p̃αp̃β

⋆
ut

Gαβα′β′

R (t− t′, xip, x
i′

p )
p̃α′ p̃β′

(
⋆
ut)′

.

(161)

We write the Green’s function in terms of its Fourier
transform,

Gαβα′β′

R (t− t′, xip, x
i′

p )

=

∫ ∞

−∞
dω e−iω(t−t′)Ĝαβα′β′

R (ω, xip, x
i′

p ), (162)

to obtain

H(1) = − 1

2µ2

∫ ∞

−∞

∫ ∞

−∞
dt′dω e−iω(t−t′)

× p̃αp̃β
⋆
ut

Ĝαβα′β′

R (ω, xip, x
i′

p )
p̃α′ p̃β′

(
⋆
ut)′

. (163)

We next use the fact that (xip, p̃i) are 2π-periodic (ε-

dependent) functions of each φ̊j , such that we can expand
in a discrete Fourier series:

p̃αp̃β
µ2 ⋆
ut
Ĝαβα′β′

R (ω, xip, x
i′

p )
p̃α′ p̃β′

µ2(
⋆
ut)′

=
∑
k⃗,⃗k′

Ĝk⃗,⃗k′(ω, J̊i, J̊
′
i , ε)e

i(kiφ̊
i−k′

iφ̊
′i), (164)

with

Ĝk⃗,⃗k′(ω, J̊i, J̊
′
i , ε)

= Ĝ
(0)

k⃗,⃗k′(ω, J̊i, J̊
′
i) + εĜ

(1)

k⃗,⃗k′(ω, J̊i, J̊
′
i) +O(ε2). (165)

Here Ĝ
(n)
ki,k′

i
are the mode coefficients obtained by substi-

tuting the expansions (158) and (277) into the left-hand
side of Eq. (164) and then Fourier expanding the coeffi-
cient of εn. Equation (164) in Eq. (163) gives us

H(1) = −µ
2

2

∑
k⃗,⃗k′

∫ ∞

−∞

∫ ∞

−∞
dt′dω ei[kiφ̊

i−k′
iφ̊

′i(t′)−ω(t−t′)]

× Ĝk⃗,⃗k′ [ω, J̊i, J̊
′
i(t

′), ε]. (166)

Functions of J̊i and J̊ ′
i here are technically functions of

J̊i/µ and J̊ ′
i/µ.

The integral (166) is dominated by the contribution
from values of t′ and ω where the exponential becomes
approximately constant. Since we require the approx-
imation to be valid on the radiation-reaction timescale
∼ 1/ε, we introduce t̃ := εt and ξi(εt) := εφ̊i(t),7 such

7 Given that we have defined ε as a formal counting parameter
rather than a genuinely small quantity, these rescalings are purely
formal. One could instead work with t̃ = µ t/M and ξi(µ t/M) =
(µ/M)φ̊i(t).

that

H(1) = −µ
2

2ε
eikiφ̊

i ∑
k⃗,⃗k′

∫ ∞

−∞

∫ ∞

−∞
dt̃′dω e−i[ξk′ (t̃′)+ω(t̃−t̃′)]/ε

× Ĝk⃗,⃗k′ [ω, J̊i, J̊
′
i(t̃

′), ε], (167)

where ξk′ := k′iξ
′i. This is an integral of the form

I =

∫∫
g(x)eif(x)/εd2x (168)

with one saddle point of f(x), say x0, at which
(∂x1f, ∂x2f) = 0. Such an integral admits a 2D station-
ary phase approximation, the general form of which can
be found in [130]. At leading order, this approximation
reads

I ≈ 2πεg(x0)

|detA(x0)|1/2
eif(x0)/ε+iπσ/4, (169)

where A = ∂2f
∂xi∂xj

is the Hessian, and σ is the signature

of A (the number of positive eigenvalues minus number of
negative eigenvalues). In our case, f(ω, t̃′) = −[ξk′(t̃′) +
ω(t̃− t̃′)], and the stationary point is (ω, t̃′) = (ω̃k′(t̃), t̃),
with ω̃k′ := dξk′/dt̃′. The Hessian is

A =

(
0 1

1 −dω̃k′

dt̃′

)
, (170)

which has |detA| = 1 and σ = 0 (i.e. A one positive
eigenvalue and one negative). The extension of Eq. (169)
to subleading order is explained in Appendix C. Applying
it to Eq. (167), we obtain

H(1) = −µ2π
∑
k⃗,⃗k′

ei[kiφ̊
i−k′

iφ̊
′i(t)]

{
Ĝ

(0)

k⃗,⃗k′ [ω
′
k′(t), J̊i, J̊

′
i(t)]

+ ε

[
Ĝ

(1)

k⃗,⃗k′ [ω
′
k′(t), J̊i, J̊

′
i(t)]

+ k′iΩ
′i
(1)∂ωĜ

(0)

k⃗,⃗k′ [ω
′
k′(t), J̊i, J̊

′
i(t)]

− i
dω′

k′(t̃)

dt̃

∂2Ĝ
(0)

k⃗,⃗k′ [ω
′
k′(t), J̊i, J̊

′
i(t)]

∂ω2

− 2i
dJ̊ ′

i(t̃)

dt̃

∂

∂J̊ ′
i

∂Ĝ
(0)

k⃗,⃗k′ [ω
′
k′(t), J̊i, J̊

′
i(t)]

∂ω

]

+O(ε2)

}
. (171)

Here we have introduced

ω′
k′ := k′i Ω

i
(0)(J̊

′
j) (172)

and expanded Ĝk⃗,⃗k′(ω̃k′ , J̊i, J̊
′
i , ε) using Eqs. (165)

and (152).
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Equation (171) expresses H(1) as a local function on
phase space. Concretely, it is a function of two points
Q = (φ̊i, J̊i) and Q′ = (φ̊′i, J̊ ′

i). To the best of our knowl-
edge, this expression and its derivation appear here for
the first time. Arriving at this result is made possible
by the clean identification of periodic variables and the
separation of time scales. This localization is a general
feature of the multiscale expansion of the Einstein equa-
tions, a point we also explore in Appendix B.

We can apply the same localization procedure for H(2).
The application of the stationary phase approximation

in Appendix B shows that h
(1)
αβ can be expanded in a

Fourier series
∑

k⃗ h̊
(1,⃗k)
αβ (xi, J̊i, δMA)e

−ikiφ̊
i

+O(ε), as in

Eq. (73), which suffices to show the source in Eq. (34)
can be similarly expanded:

S
eff(2)
αβ =

∑
k⃗

S̊
eff(2,⃗k)
αβ (xi, J̊i, δMA)e

−ikiφ̊
i

+O(ε). (173)

Substituting this into Eq. (36) and repeating the steps
we followed for H1, we obtain an expansion of the form

H(2) =
∑
k⃗,⃗k′

Hk⃗,⃗k′

(2) (J̊i, J̊
′
i)e

i[kiφ̊
i−k′

iφ̊
′i] +O(ε). (174)

Since every term in H2 is made up of (or sourced by)
products of first-order fields, it is also possible to express
H(2) as a function of three phase-space points, Q, Q′,
and Q′′. However, for simplicity we do not distinguish
between the two “source points”: Q′′ = Q′.

We can now write down our localized expression for

the pseudo-Hamiltonian H(
⋆
φi(Q, ε),

⋆

Ji(Q, ε); δMA, γ6D).
Substituting the transformations (143) and (144) and ap-
pealing to the above results, we arrive at

H′ = H(0)(Q) + εH̊′
(1)(Q,Q

′)

+ ε2H̊′
(2)(Q,Q

′) +O(ε3), (175)

where the prime on H′ indicates that the pseudo-
Hamiltonian is now a function of the ringed coordi-
nates (not to be confused with our use of primes to de-
note quantities at the source point Q′). Noting H(0) =

E(0)(
⋆

Ji) and ∂E(0)(J̊j)/∂J̊i = Ωi
(0)(J̊j), we have

H̊′
(0)(Q) = E̊, (176)

H̊′
(1)(Q,Q

′) = H̊(1)(Q,Q′)− J̊
(1)
i Ωi

(0), (177)

H̊′
(2)(Q,Q

′) = H̊(2)(Q,Q′)− J̊
(2)
i Ωi

(0)

+

(
φ̊j
(1)

∂J̊
(1)
i

∂φ̊j
+ J̊

(1)
j

∂J̊
(1)
i

∂J̊j

)
Ωi

(0)

− φ̊i
(1)

∂H̊(1)

∂φ̊i
− J̊

(1)
i

∂H̊(1)

∂J̊i
, (178)

where E̊ := E(0)(J̊i), and functions of (
⋆
φi,

⋆

Ji) are now

evaluated at (
⋆
φi
(0), J̊i). Here we have defined H̊(n) such

that the subleading terms in H(1) that arise from the ex-
pansion of the source orbit γ6D and from the multiscale
expansion are absorbed into H̊(n>1), while the expan-

sion of functions at the unprimed point (
⋆
φi,

⋆

Ji) are kept
explicit. This ensures that we can continue to use the
equations of motion (156) and (157) as written, with the

simple replacements H(n) → H̊(n).

More explicitly, each H̊(n) is expressible as a Fourier
series,

H̊(n) =
∑
k⃗,⃗k′

H̊k⃗,⃗k′

(n) (J̊i, J̊
′
i)e

i[kiφ̊
i−k′

iφ̊
′i]. (179)

In particular, H̊(1) is the leading term in Eq. (171), with

H̊k⃗,⃗k′

(1) = −µ2πĜ
(0)

k⃗,⃗k′ [ω
′
k′ , J̊i, J̊

′
i ]. (180)

H̊(2) is given by the sum of the leading term in Eq. (174)
and the order-ε terms in Eq. (171), excluding the part of

Ĝ
(1)

k⃗,⃗k′ arising from the expansion of the unprimed point in

Eq. (164), which is accounted for with the explicit φ̊i
(1)

and J̊
(1)
i terms in Eq. (178). Although this division of

terms might seem artificial, it is the natural division from
the perspective of the field equations: H̊(1) and H̊(2) are
given simply by Eqs. (120) and (121) with the replace-

ments hαβR(n) 7→ h̊αβR(n), where h̊
αβ
R(n) is obtained from the

solution of the nth-order Einstein equation in the multi-
scale expansion.

Following these localizations, we can continue to view
H as a pseudo-Hamiltonian, but while the dependence on
Q′ used to be an integral over a phase-space trajectory
emanating from Q′, the dependence is now an explicit
local function, with no nonlocal integral. In Hamilton’s
equations

dxip
dt

=

[
∂H
∂p̃i

]
and

dp̃i
dt

= −
[
∂H
∂xip

]
, (181)

or

d
⋆
φi

dt
=

[
∂H
∂

⋆

Ji

]
and

d
⋆

Ji
dt

= −
[
∂H
∂

⋆
φi

]
, (182)

the evaluation at coincidence now means evaluation at
(φ̊′i, J̊ ′

i) = (φ̊i(
⋆
φj ,

⋆

Jj , ε), J̊i(
⋆
φj ,

⋆

Jj , ε)). These Hamilton
equations are now ordinary differential equations rather
than integro-differential. It can also be useful to think
of H as a time-dependent pseudo-Hamiltonian object
H = H(Q, t). We can consider the source trajectory,

γ6D = {(φ̊′i(t), J̊ ′
i(t)) | t ∈ R}, to be given, such that

φ̊′i(t) and J̊ ′
i(t) in Eq. (171) are given functions of time

(they could be, for example, obtained by solving the Ein-
stein field equations together with the particle’s equa-
tions of motion in multiscale form). From this perspec-
tive, in Hamilton’s equations we differentiate with re-
spect to Q and then evaluate at Q = Q′(t).
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Finally, we reiterate that the (now localized) equations
of motion (156) and (157) remain valid, with the simple

replacements H(n) → H̊(n). We can then solve Eqs. (150)

and (151) by expanding J̊
(1)
i and φ̊i

(1) in Fourier series;

e.g., J̊
(1)
i =

∑
k⃗ J̊

(1,⃗k)
i eikiφ̊

i

. Given the Fourier expansion

of H̊(1), we find the solution to Eq. (151) is

J̊
(1,⃗k)
i = −µ2π

∑
k⃗′

(ki + k′i)

ωk
Ĝk⃗+k⃗′ ,⃗k′(ωk′ , J̊j , J̊j) (183)

for k⃗ ̸= 0 modes. This can be equivalently written as

J̊
(1)
i =

〈
J̊
(1)
i

〉
+

[
∂

∂φ̊i

∫
dt H̊(1)

]
, (184)

where we define the oscillatory antiderivative

∫
dt H̊(1) :=

∑
k⃗ ̸=k⃗′

H̊k⃗,⃗k′

(1)

i(ωk − ω′
k′)
ei(kiφ̊

i−k′
iφ̊

′i). (185)

To solve Eq. (150) for the oscillatory part of φ̊i
(1), for

simplicity we specialize to ∆φ̊i = 0. on the right side of
Eq. (150) we then substitute

H̊(1) =
(
Ωj

(0)∂φ̊j +Ω′j
(0)∂φ̊′j

) ∫
dt H̊(1) (186)

in the first term, and we substitute Eq. (184) and the
identity

∂Ωj
(0)

∂J̊i
=

∂2E(0)

∂J̊i∂J̊j
=
∂Ωi

(0)

∂J̊j
(187)

in the second term. This reduces the equation to

Ωj
(0)∂φ̊j φ̊i

(1)

= −
[(

Ωj
(0)∂φ̊j +Ω′j

(0)∂φ̊′j

)
∂J̊i

∫
dt H̊(1)

]
. (188)

After appealing to Synge’s rule for coincidence limits,
∂i[f(x, x

′)] = [∂if(x, x
′) + ∂i′f(x, x

′)] [65], we can strip
off the derivatives to obtain

φ̊i
(1) =

〈
φ̊i
(1)

〉
−
[
∂

∂J̊i

∫
dt H̊(1)

]
, (189)

again noting this is for the special case ∆φ̊i = 0.
Equations (184) and (189) can be compared to the

transformation in Eq. (19) of Ref. [50]. That equation
is meant to apply only to the conservative sector, and di-
vergent terms arise in it when applied to periodic motion.
However, with some work (and some regularization of di-
vergent terms), one can reduce it to a form analogous to
ours.

C. Conservative and dissipative sectors

At linear order we can cleanly divide the dynamics into
conservative and dissipative pieces using the split of the
Green’s function into symmetric and radiative (antisym-
metric) pieces, as given in Eq. (44). This split immedi-
ately defines a conservative and dissipative split of the
pseudo-Hamiltonian,

H(1) = Hrad
(1) +Hsym

(1) , (190)

and a corresponding split in the equations of mo-
tion (156) and (157). In this section, we further refine
the equations of motion by isolating the conservative
and dissipative effects. This will ultimately allow us to
cleanly identify a time-independent Hamiltonian dynam-
ics within the full pseudo-Hamiltonian system and to find
canonical coordinates for the Hamiltonian subsystem.

Our further simplifications of the equations of mo-
tion will build on our localized pseudo-Hamiltonian along
with the symmetries (41) and (45) of the 4D time-domain
Green’s functions. Those symmetries imply correspond-
ing symmetries of the Fourier-domain Green’s functions,

Ĝαβα′β′

rad (ω, xi, x′i) = −Ĝα′β′αβ
rad (−ω, x′i, xi), (191)

Ĝαβα′β′

R,sym (ω, xi, x′i) = +Ĝα′β′αβ
R,sym (−ω, x′i, xi), (192)

which in turn imply

Ĝrad
k⃗,⃗k′(ω, J̊j , J̊

′
j) = −Ĝrad

−k⃗′,−k⃗
(−ω, J̊ ′

j , J̊j), (193)

Ĝsym

k⃗,⃗k′(ω, J̊j , J̊
′
j) = +Ĝsym

−k⃗′,−k⃗
(−ω, J̊ ′

j , J̊j). (194)

Here and below, Ĝrad
k⃗,⃗k′ and Ĝsym

k⃗,⃗k′ refer to the radiative

and symmetric contributions to Ĝ
(0)

k⃗,⃗k′ ; we omit the “(0)”

and “R” labels for brevity. However, we also observe that
the same identities hold for Ĝk⃗,⃗k′(ω, J̊j , J̊

′
j , ε).

We now calculate the conservative and dissipative con-
tributions to the equations of motion. Given Eq. (171),
we have〈[

∂H̊(1)

∂J̊i

]〉
= −µ2π

∑
k⃗

∂J̊i
Ĝ

(0)

k⃗,⃗k
[ω′

k, J̊j , J̊
′
j ]
∣∣
J̊′=J̊

,

(195)〈[
∂H̊(1)

∂φ̊i

]〉
= −iµ2π

∑
k⃗

kiĜ
(0)

k⃗,⃗k
[ωk, J̊j , J̊j ], (196)

where ω′
k := Ωi

(0)(J̊
′
j)ki, ωk := Ωi

(0)(J̊j)ki, and the combi-

nation of coincidence limit and averaging have eliminated

the sum over k⃗′. After splitting the Green’s function into
its symmetric and antisymmetric pieces and using the
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identities (193) and (194), we get, for example,

〈[
∂H̊rad

(1)

∂J̊i

]〉
= −µ2π

∑
k⃗

∂J̊i
Ĝrad

−k⃗,−k⃗
[−ω′

k, J̊j , J̊
′
j ]
∣∣
J̊′=J̊

(197a)

= µ2π
∑
k⃗

∂J̊i
Ĝrad

k⃗,⃗k
[ω′

k, J̊
′
j , J̊j ]

∣∣
J̊′=J̊

(197b)

= −

〈[
∂H̊rad

(1)

∂J̊ ′
i

∣∣∣∣
ω′

k

]〉
, (197c)

where we have relabelled k⃗ → −k⃗ in the first line and
used Eq. (193) in the second line. Note on the right side

of this identity, the derivative with respect to J̊ ′
i acts only

on the third argument of the Green’s function (i.e., it is
taken with fixed ω′

k). The same manipulations, using
Eq. (194), show

〈[
∂H̊sym

1

∂J̊i

]〉
=

〈[
∂H̊sym

1

∂J̊ ′
i

∣∣∣∣
ω′

k

]〉
. (198)

We employ similar manipulations for
〈[
∂H̊rad

(1) /∂φ̊
i
]〉

and
〈[
∂H̊sym

(1) /∂φ̊
i
]〉

.

Rearranging Eqs. (197c) and (198) in suggestively anti-
symmetric and symmetric forms, and tallying the results

for
〈[
∂H̊rad

(1) /∂φ̊
i
]〉

and
〈[
∂H̊sym

(1) /∂φ̊
i
]〉

, we obtain

〈[
∂H̊rad

(1)

∂J̊i

]〉
=

1

2

〈[
∂H̊(1)

∂J̊i
−
∂H̊(1)

∂J̊ ′
i

∣∣∣∣
ω′

k

]〉
, (199)〈[

∂H̊rad
(1)

∂φ̊i

]〉
=

〈[
∂H̊(1)

∂φ̊i

]〉
= −iµ2π

∑
k⃗

kiĜ
rad
k⃗,⃗k

[ωk, J̊j , J̊j ] , (200)

for the dissipative sector, and

〈[
∂H̊sym

(1)

∂J̊i

]〉
=

1

2

〈[
∂H̊(1)

∂J̊i
+
∂H̊(1)

∂J̊ ′
i

∣∣∣∣
ω′

k

]〉
, (201)〈[

∂H̊sym
(1)

∂φ̊i

]〉
= 0 , (202)

for the conservative sector.

Equation (202) simplifies the equations of motion (156)

and (157) to

dφ̊i

dt
= Ωi

(0)(J̊j) + ε

{〈[
∂H̊sym

(1)

∂J̊i

]〉
+

〈[
∂H̊rad

(1)

∂J̊i

]〉

− ∂∆φ̊i

∂J̊j

〈[
∂H̊rad

(1)

∂φ̊j

]〉
−
〈
J̊
(1)
j

〉 ∂Ωi
(0)

∂J̊j

}
+O(ε2),

(203)

dJ̊i
dt

= −ε

〈[
∂H̊rad

(1)

∂φ̊i

]〉
− ε2

〈[
∂H̊(2)

∂φ̊i

]〉
+ ε2K̊i

+O(ε3), (204)

where K̊i is given by Eq. (155) with the replacement

H(1) → H̊(1). This result has two shortcomings. First,
all derivatives of the pseudo-Hamiltonian are still evalu-
ated before taking the coincidence limit; this means that
none of the terms have the form of an ordinary Hamilto-
nian system. Second, we would expect a purely conser-
vative right-hand side for dφ̊i/dt, corresponding to the
perturbed fundamental frequencies of motion, while we
have a dissipative contribution that is not immediately
eliminated by Eq. (199). Both of these features can be
rectified through a choice of phase-space coordinates, us-

ing our residual freedom in ∆φ̊i and
〈
J̊
(1)
j

〉
.

We first note we can obtain total derivatives, outside
the coincidence limit, by again appealing to Synge’s rule,
∂i[f(x, x

′)] = [∂if(x, x
′)+ ∂i′f(x, x

′)]. Motivated by this
and the form (199), we choose

∂∆φ̊i

∂J̊j

〈[
∂H̊(1)

∂φ̊j

]〉
+
〈
J̊
(1)
j

〉 ∂Ωi
(0)

∂J̊j

=
1

2

〈[
∂H̊(1)

∂J̊i
−
∂H̊(1)

∂J̊ ′
i

]〉
, (205)

such that

dφ̊i

dt
= Ωi

(0)(J̊j) +
ε

2

〈[
∂H̊(1)

∂J̊i
+
∂H̊(1)

∂J̊ ′
i

]〉
+O(ε2)

(206a)

= Ωi
(0)(J̊j) +

ε

2

∂
〈
[H̊(1)]

〉
∂J̊i

+O(ε2), (206b)

where we have used Synge’s rule in the second line. Note
that in Eq. (206a), the derivative with respect to J̊ ′

i is
not at fixed ω′

k′ . To confirm that we have eliminated the
radiative contribution, also note that〈[

H̊(1)

]〉
= −µ2π

∑
k⃗,⃗k′

〈
ei(ki−k′

i)φ̊
i
〉
Ĝ

(0)

k⃗,⃗k′ [ωk′ , J̊i, J̊i]

(207a)

= −µ2π
∑
k⃗

Ĝ
(0)

k⃗,⃗k
[ωk, J̊i, J̊i]. (207b)
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The symmetry (193) then implies〈[
H̊(1)

]〉
=
〈[

H̊sym
(1)

]〉
, (208)

meaning the dissipative contribution now vanishes from
dφ̊i/dt.

With our carefully chosen coordinates on phase space,
we are now left with

dφ̊i

dt
= Ωi

(0)(J̊j) +
ε

2

∂
〈
[H̊sym

(1) ]
〉

∂J̊i
+O(ε2), (209)

dJ̊i
dt

= −ε

〈[
∂H̊rad

(1)

∂φ̊i

]〉

− ε2

(〈[
∂H̊(2)

∂φ̊i

]〉
− K̊i

)
+O(ε3). (210)

Here we have the expected split between conservative
and dissipative sectors: the conservative dynamics, asso-
ciated with the symmetric part of the Green’s function,
determines the correction to the geodesic frequencies; the
dissipative dynamics, associated with the radiative part
of the Green’s function, then governs the slow evolution
of those frequencies.

Like
⋆

Ji, our variables J̊i are still gauge dependent due
to the residual freedom left by Eq. (205). However, the
gauge freedom is greatly reduced. Specifically, bringing
the equations of motion to the form (209) and (210) com-
pletely fixes the phase-space gauge up to the following
freedom:

φ̊i → φ̊i +∆φ̊i(J̊j), (211)

J̊i → J̊i + ε∆J̊i(J̊j), (212)

where ∆J̊i is chosen to cancel the change in dφ̊i/dt. To
make this explicit, we examine the changes in Eq. (209),
noting the change in (210) is order ε2. We have

dφ̊i

dt
→ dφ̊i

dt
= Ωi

(0)(J̊j) +
ε

2

∂
〈
[H̊sym

1 ]
〉

∂J̊i

+ ε

∂∆φ̊i

∂J̊j

(
dJ̊j
dt

)(1)
−
∂Ωi

(0)

∂J̊j
∆J̊j


+O(ε2), (213)

where
(

dJ̊j

dt

)(1)
is the coefficient of ε in Eq. (210). Choos-

ing

∆J̊i =

(
∂Ωj

(0)

∂J̊i

)−1

∂∆φ̊j

∂J̊k

(
dJ̊k
dt

)(1)
, (214)

eliminates the terms in curly brackets, preserving the
form of Eq. (209). Thus the only residual freedom is

in ∆φ̊i(J̊j), which corresponds to the choice of origin on

each torus of constant J̊i. Equivalently, we can invert
Eq. (214) to fix ∆φ̊i in terms of ∆J̊i. Regardless of how
this residual freedom is used, it leaves the frequencies
(as functions of the action variables) invariant; this is a
trivial consequence of it leaving Eq. (209) unchanged.
The residual gauge freedom has a simple physical in-

terpretation: it corresponds to a simultaneous shift in
time and angles. If we change our choice of time by an
amount ∆t, then J̊i changes by ε∆t dJ̊i/dt. The condi-
tion that the terms in curly brackets cancel in Eq. (213)
then becomes

∂(Ωi
(0)∆t)

∂J̊i
=
∂∆φ̊i

∂J̊i
, (215)

or simply ∆φ̊i = Ωi
(0)∆t, where we have assumed ∆t

is independent of the phase-space coordinates. In other
words, under a redefinition of t, we can keep the orbital
frequencies unchanged (as functions of J̊i) through a re-
definition of the angles. This freedom only exists in the
presence of dissipation, as it involves the evolution of J̊i.
It is then equivalent to a fundamental gauge freedom in
the multiscale expansion: the freedom to choose the foli-
ation of spacetime into time slices.

D. Stationary, axisymmetric spacetimes

Our derivations in this section have not relied specif-
ically on the Kerr spacetime. Our results are valid in
any globally hyperbolic, stationary, vacuum background
spacetime in which the geodesic equation is integrable;
although we presented explicit Kerr formulas (e.g., for
the geodesic momenta) in preceding sections, we have
not relied on them. We have only relied on background-
geodesic integrability (ensuring the existence of osculat-

ing action-angle variables
⋆
φi and

⋆

Ji) and background sta-
tionarity and hyperbolicity (ensuring that retarded and
advanced Green’s functions and Detweiler-Whiting two-
point functions exist and only depend on time in the
combination t − t′). However, it is worth examining the
simplifications that occur when we specialize to station-
ary, axisymmetric spacetimes with the time-reversal sym-
metry (51). This allows us to recover traditional results
from Refs. [37, 52], in which the conservative and dissipa-
tive effects associated with the symmetric and radiative
two-point functions become identified with appropriate
symmetry or anti-symmetry under time reversal.
In a stationary, axisymmetric spacetime, each of our

Green’s functions and two-point functions only depend
on ϕ and ϕ′ in the combination (ϕ − ϕ′). The symme-
try (51) under time reflection (t → −t, ϕ → −ϕ) then
implies

Ĝrad
αβα′β′(ω, ϕ− ϕ′,x,x′)

= −ϵαϵβϵα′ϵβ′Ĝrad
αβα′β′(−ω, ϕ′ − ϕ,x,x′), (216)
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and

Ĝsym
αβα′β′(ω, ϕ− ϕ′,x,x′)

= +ϵαϵβϵα′ϵβ′Ĝsym
αβα′β′(−ω, ϕ′ − ϕ,x,x′), (217)

where ϵα = +1 if α = r, θ, ϵα = −1 if α = t, ϕ, and there
is no summation over repeated indices. We omit the “R”
label on the symmetric two-point function and recall our
notation x = (r, θ).

1. Consequences of time-reversal symmetry

To simplify the following analysis, we define

Ĝ(ω, φ̊i, J̊i, φ̊
′i, J̊ ′

i , ε)

:=
p̃αp̃β
µ2 ⋆
ut
Ĝαβα′β′

R (ω, xip, x
i′

p )
p̃α′ p̃β′

µ2(
⋆
ut)′

, (218)

where p̃α = p̃α(φ̊, J̊i, ε),
⋆
ut =

⋆
ut(φ̊, J̊i, ε), and xip =

xip(φ̊
j , J̊j , ε). To further simplify the analysis, we also

choose ∆φ̊i such that φ̊ = 0 lies at a mutual turning
point of the (r, θ) motion, as is the case for the quasi-
Keplerian phases ψi; in other words, in the notation of
Eqs. (91) and (92), we choose φ̊O = 0.8 Recalling that
we chose

⋆
φi to vanish at turning points, we can write this

specification as

∆φ̊i(J̊j) = 0. (219)

At zeroth order, the positions and momenta then satisfy
natural time-reversal identities:

xi(0)(φ̊
j , J̊j) = ϵix

i
(0)(−φ̊

j , J̊j), (220)

p̃(0)α (φ̊, J̊j) = −ϵαp̃(0)α (−φ̊, J̊j), (221)

ut(0)(φ̊, J̊i) = ut(0)(−φ̊, J̊i). (222)

By combining these identities with the identities (216)
and (217), we immediately find

Ĝrad
(0) (ω, φ̊

i, J̊i, φ̊
′i, J̊ ′

i) = −Ĝrad
(0) (−ω,−φ̊

i, J̊i,−φ̊′i, J̊ ′
i),

(223)

Ĝsym
(0) (ω, φ̊i, J̊i, φ̊

′i, J̊ ′
i) = +Ĝsym

(0) (−ω,−φ̊i, J̊i,−φ̊′i, J̊ ′
i).

(224)

At the level of modes, these identities imply

Ĝrad
k⃗,⃗k′(ω, J̊j , J̊

′
j) = −Ĝrad

−k⃗,−k⃗′(−ω, J̊j , J̊ ′
j), (225)

Ĝsym

k⃗,⃗k′(ω, J̊j , J̊
′
j) = +Ĝsym

−k⃗,−k⃗′(−ω, J̊j , J̊
′
j), (226)

8 We emphasize that this is a choice of coordinate origin in phase
space. We do not require any particular on-shell trajectory to
pass through a common turning point.

which, when combined with Eqs. (193) and (194), in turn
imply

Ĝ
(0)

k⃗,⃗k′(ω, J̊i, J̊
′
i) = Ĝ

(0)

k⃗′ ,⃗k
(ω, J̊ ′

i , J̊i) (227)

for both the symmetric and radiative pieces.
Next, we write the first-order pseudo-Hamiltonian as

H̊(1)(φ̊
i, J̊i, φ̊

′i, J̊ ′
i)

= −µ2π
∑
k⃗,⃗k′

Ĝ
(0)

k⃗,⃗k′(ω
′
k′ , J̊j , J̊

′
j)e

i(kiφ̊
i−k′

iφ̊
′i). (228)

Equations (225) and (226) then immediately imply

H̊rad
(1) =

1

2
H̊(1)(φ̊

j , J̊j , φ̊
′j , J̊ ′

j)

− 1

2
H̊(1)(−φ̊j , J̊j ,−φ̊′j , J̊ ′

j), (229)

H̊sym
(1) =

1

2
H̊(1)(φ̊

j , J̊j , φ̊
′j , J̊ ′

j)

+
1

2
H̊(1)(−φ̊j , J̊j ,−φ̊′j , J̊ ′

j). (230)

These equalities are equivalent to classic results of
Refs. [37, 52]. They state that in stationary, axisym-
metric spacetime with time-reversal symmetry, the con-
servative and dissipative effects defined from the sym-
metric and radiative two-point functions are completely
equivalent to the conservative and dissipative effects de-
fined from reversing phases around turning points: the
dissipative sector as defined from the radiative two-point
function coincides with the dissipative force as defined by
Eq. (91), and the conservative sector as defined from the
symetric two-point function coincides with the conserva-
tive force as defined by Eq. (92). However, we emphasize
that we have only shown this identification at first per-
turbative order.
We can make use of these symmetries to illuminate

the conservative-dissipative split of the equations of mo-
tion in the previous section and clarify the gauge condi-
tion (205). Since the average of an antisymmetric func-
tion trivially vanishes, we can infer from Eq. (229) that〈[
∂J̊i

H̊rad
(1)

]〉
= 0. Given our specification ∆φ̊i = 0,

Eq. (203) reduces to

dφ̊i

dt
= Ωi

(0)(J̊j) + ε

{〈[
∂H̊sym

(1)

∂J̊i

]〉
−
〈
J̊
(1)
j

〉 ∂Ωi
(0)

∂J̊j

}
+O(ε2). (231)

Unlike in the generic case in the previous section, here we
see that for a spacetime with time-reversal symmetry, the
dissipative sector drops out of dφ̊i/dt without requiring
a specific gauge choice. The gauge condition (205) now
serves solely to put dφ̊i/dt in the form of a total derivative

with respect to J̊i. The condition now reduces to〈
J̊
(1)
j

〉 ∂Ωi
(0)

∂J̊j
=

1

2

〈[
∂H̊sym

(1)

∂J̊i
−
∂H̊sym

(1)

∂J̊ ′
i

]〉
. (232)
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Using Eq. (198), we can write the right-hand side more
explicitly as〈[

∂H̊sym
1

∂J̊i
− ∂H̊sym

1

∂J̊ ′
i

]〉

= µ2π
∑
k⃗

∂ωk

∂J̊i
∂ωĜ

sym

k⃗,⃗k
(ωk, J̊j , J̊j). (233)

We can also rewrite the left-hand side using Eq. (187).
These steps put Eq. (232) in the form

∂Ωj
(0)

∂J̊i

〈
J̊
(1)
j

〉
=
µ2π

2

∑
k⃗

∂ωk

∂J̊i
∂ωĜ

sym

k⃗,⃗k
(ωk, J̊j , J̊j). (234)

In this form, the equation can be solved by inspection:〈
J̊
(1)
i

〉
=
µ2π

2

∑
k⃗

ki∂ωĜ
sym

k⃗,⃗k
(ωk, J̊j , J̊j). (235)

2. Consequences of axisymmetry

In addition to the above consequences of time-reversal
symmetry, there are also more direct consequences of ax-
isymmetry.

Since ĜR
αβα′β′ has the form ĜR

αβα′β′(ω, ϕ − ϕ′,x,x′),
we immediately deduce the standard result that the dy-
namics is independent of ϕp: the coincidence limit in
[∂H/∂xip] and [∂H/∂p̃i] trivially eliminates all ϕp depen-

dence because [ϕp − ϕ′p] = 0.9 As a consequence, since

ϕp =
⋆
φϕ + ∆ϕp(

⋆
φ,

⋆

Ji), all functions in the equations of
motion (137) and (138) and in the near-identity transfor-
mations (143) and (144) are independent of

⋆
φϕ.

We can also show that the background’s axisymme-
try implies dp̃ϕ/dt = 0 in the conservative sector; i.e.,

p̃ϕ =
⋆

Jϕ is a constant if dissipation is neglected. This
contrasts with the non-axisymmetric case, where all three
⋆

Ji variables are oscillatory even in the conservative sec-
tor. To establish this result, we start from the fact that
H(0)(x

i
p, p̃i) is independent of ϕp, which implies

dp̃ϕ
dt

= −
[
∂H
∂ϕp

]
= −ε

[
∂H(1)

∂ϕp

]
+O(ε2). (236)

Next we treat H(1) as a function of the ringed variables
and use the fact that the only ringed variable which de-
pends on ϕp is φ̊ϕ = ϕp −∆ϕp(xp, p̃ϕ) +O(ε). Hence,

dp̃ϕ
dt

= −ε

[
∂H̊(1)

∂φ̊ϕ

]
+O(ε2). (237)

9 Note this does not imply [∂H/∂ϕp] = 0, since the derivative is
taken before the coincidence limit.

To evaluate the right-hand side, we note that the inte-
grand (218) in H(1) has the form

Ĝ(ω, φ̊ϕ − φ̊′ϕ, φ̊, J̊i, φ̊
′, J̊ ′

i , ε). (238)

This implies that in the pseudo-Hamiltonian (228), all
modes vanish except those with kϕ = k′ϕ. Hence, we can
rewrite the pseudo-Hamiltonian as

H̊(1)(φ̊
ϕ − φ̊′ϕ, φ̊, J̊i, φ̊

′, J̊ ′
i)

= −µ2π
∑

k,k′,m

Ĝ
(0)
k,k′,m(ω′

k′ , J̊j , J̊
′
j)e

i(k·φ̊−k′·φ̊′)+im(φ̊ϕ−φ̊′ϕ),

(239)

where k · φ̊ = krφ̊
r + kθφ̊

θ and ω′
k′ = k′ · Ω(0)(J̊

′
i) +

mΩϕ
(0)(J̊

′
i). The φ̊ϕ derivative, at coincidence, evaluates

to[
∂φ̊ϕH̊(1)

]
= −iµ2π

∑
k,k′,m

mĜ
(0)
k,k′,m(ωk′ , J̊j , J̊j)e

i(k−k′)·φ̊.

(240)
Relabeling k → −k′, k′ → −k, and m → −m, and

then appealing to Eq. (194) shows that
[
∂φ̊ϕH̊sym

(1)

]
=

−
[
∂φ̊ϕH̊sym

(1)

]
. Therefore,[

∂φ̊ϕH̊sym
(1)

]
= 0, (241)

and Eq. (236) reduces to

dp̃ϕ
dt

= O(ε2) (242)

in the conservative sector. As promised, in the conserva-

tive sector in an axisymmetric background, p̃ϕ =
⋆

Jϕ is a
constant.

V. HAMILTONIAN DESCRIPTION OF THE
CONSERVATIVE SECTOR

In the previous section, we split the first-order dynam-
ics into conservative and dissipative pieces. We now focus
on the conservative sector, meaning we set H(1) = Hsym

(1) ,

and we ignore second-order terms in the 1PA dynam-
ics. In this setting, we present a simple Hamiltonian de-
scription of this conservative dynamics. We are able to
cleanly identify the conserved energy, angular momen-
tum and action variables, showing that they are equal
to the “renormalized” variables defined in Ref. [48]. We
highlight the distinction between canonically conjugate
variables in the Hamiltonian dynamics and canonically
conjugate variables in the pseudo-Hamiltonian dynam-
ics, emphasizing that p̃i is not conjugate to xip in the
Hamiltonian dynamics. Using the existence of canonical
momenta pi, which are conjugate to xip, we provide a
simple proof of the action variables’ gauge invariance.
We show how these results fit into the full 1PA dynam-

ics, with dissipation, in Sec. VII.
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A. Time-independent Hamiltonian dynamics

If we specialize to the conservative sector and to
first order, then the calculations of the preceding sec-
tion largely go through without change. In particular,
Secs. IVA and IVC require no modification, and we ob-
serve that dJ̊i/dt vanishes, making both J̊i and dφ̊i/dt
constant. Concretely, the equations of motion (209) and
(210) reduce to

dφ̊i

dt
:= Ωi(J̊j) = Ωi

(0)(J̊j) +
ε

2

∂ ⟨[H1]⟩
∂J̊i

+O(ε2), (243)

dJ̊i
dt

= O(ε2). (244)

We can immediately rewrite these as Hamilton’s equa-
tions,

dφ̊i

dt
=
∂H6D

∂J̊i
, (245)

dJ̊i
dt

= −∂H6D

∂φ̊i
, (246)

with the Hamiltonian

H6D := E̊ +
1

2
ε
〈
[H(1)]

〉
+O(ε2), (247)

where we have recalled Eq. (208).
From this we can conclude the following:

1. The conservative dynamics is governed by a time-
independent Hamiltonian H6D. The time indepen-
dence follows from Eqs. (207b) and (244).

2. The coordinates (φ̊i, J̊i) are canonically conjugate
variables in the conservative sector. φ̊i are cyclic
variables, and the dynamics is 2π-periodic in them
(as xip and p̃i are manifestly 2π-periodic functions

of them). Hence, (φ̊i, J̊i) are action-angle variables
by definition [97]. Moreover, the residual gauge
freedom described by Eq. (214) is eliminated be-

cause dJ̊i/dt = 0; J̊i is now fully fixed by the gauge

condition (205). On the other hand, ∆φ̊i(J̊j) re-
mains freely specified, and it does not contribute
a term in the equation of motion (203); this is the
standard freedom to shift the origin of the angles,
as reviewed in Sec. III C.

Note that the correction to the Kerr geodesic Hamilto-
nian is proportional to the Detweiler(-Barack-Sago) av-
eraged redshift [124, 131]:〈

[H(1)]
〉
= µ⟨z(1)⟩, (248)

where

z(1) := −1

2
z0h

R
αβu

αuβ (249)

is the order-ε term in the redshift

z :=
dτ̃

dt
(250a)

= z0

√
−g̃αβuαuβ (250b)

= z0 +
ε

µ
[H(1)] +O(ε2), (250c)

with

z0 :=
dτ

dt
=

√
−
(
gtt + 2gtiẋip + gij ẋipẋ

j
p

)
(251)

and H(1) given by Eq. (120). Here, recall, a dot denotes
d/dt. In the last equality of Eq. (250), we have made

the replacement εhRαβ
uαuβ

dt/dτ = εhαβR
p̃αp̃β

µ2 ⋆
ut

+ O(ε2). Given

Eq. (248), we can write the canonical angle variables’
1PA frequency corrections in terms of the redshift:

Ωi
(1) =

µ

2

∂⟨z(1)⟩
∂J̊i

. (252)

Note that Eq. (250) is a formal expansion in powers of
hRαβ , not an expansion at fixed phase-space coordinates,

and z0 is not a geodesic function of (xip, p̃i). Through

its dependence on dxip/dt, z0 is instead a function of

(xi, p̃i, ε), not only of (xi, p̃i). For that reason we de-
liberately write it as z0 rather than z(0). However, it is
known that the averaged redshift can be written as [132]

⟨z⟩ = ⟨z(0)⟩(Ωi) + ε⟨z(1)⟩(Ωi) +O(ε2), (253)

where ⟨z(0)⟩(Ωi) is the geodesic function of the invariant

frequencies Ωi. In other words, ⟨z0⟩(Ωi, ε) = ⟨z(0)⟩(Ωi)+

O(ε2); on average, the redshift on an accelerated orbit is
identical to the redshift on a geodesic with the same set
of fundamental frequencies. We provide a proof of this
in Appendix D
We conclude this section with a comment on the local-

ization procedure of Sec. IVB. In the conservative sec-
tor, the leading-order term in the 2D stationary phase
approximation becomes exact; there are no subleading
terms. To see this, refer back to Eq. (166). Since
φ̊′i(t′) = Ω′it′ + φ̊′i(0) in the conservative sector, we can
employ the identity∫ ∞

−∞
dt′e−i(k′

iΩ
′i−ω)t′ = 2πδ(ω − k′iΩ

′i). (254)

Equation (166) then reduces to the leading term in the
stationary phase approximation.

B. Canonical momenta

In the previous section, we expressed our Hamiltonian
in terms of the action-angle variables (φ̊i, J̊i). We can
also write it in terms of our original coordinates (xip, p̃i).
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Given J̊i ≈
⋆

Ji+εJ̊
(1)
i and ∂

⋆

E/∂
⋆

Ji = Ωi
(0)(

⋆

Jj), the Hamil-

tonian (247) can be written as

H6D =
⋆

E(
⋆

Ji) +
1

2
ε
〈
[H(1)(

⋆
φi,

⋆

Ji,
⋆
φ′
i,

⋆

J ′
i)]
〉

− εΩi
(0)(

⋆

Jj)J̊
(1)
i (

⋆
φj ,

⋆

Jj) +O(ε2). (255)

Since (
⋆
φi,

⋆

Ji) are related to (xip, p̃i) by the ε-independent,
Kerr-geodesic map, we can equivalently write this as

H6D =
⋆

E(xip, p̃i) +
1

2
ε
〈
[H(1)(x

i
p, p̃i, x

′i
p , p̃

′
i)]
〉

− εΩi
(0)(x

j
p, p̃j)J̊

(1)
i (xjp, p̃j) +O(ε2). (256)

However, with these variables, Hamilton’s equations in
canonical form are not satisfied; dxip/dt ̸= ∂H6D/∂p̃i and

dp̃i/dt ̸= −∂H6D/∂x
i
p. They are violated because (xip, p̃i)

are not canonical coordinates in the Hamiltonian dynam-
ics. This is an example of a general result in Ref. [50]: if
a pseudo-Hamiltonian system is also a Hamiltonian sys-
tem, then coordinates which are canonical in the pseudo-
Hamiltonian system, such as (xip, p̃i), are generically not
canonical in the Hamiltonian system. This is a simple
consequence of the fact that[

∂H
∂qi

]
̸= ∂H6D

∂qi
(257)

for any choice of coordinates qi, even when restricted
to the conservative sector. In this section, we discuss
canonical momenta pi that are conjugate to xip in the
Hamiltonian H6D.
We will not be able to find pi explicitly; we leave that

to future work. However, we are able to describe general
properties of the momenta and how one might, in prin-
ciple, find them. First, we note they will necessarily be
related to p̃i by a small shift,

pi = p̃i + εδpi +O(ε2). (258)

In terms of these canonical momenta, the Hamilto-
nian (256) will then read

H6D = E(0)(x
i
p, pi) +

1

2
ε
〈
[H(1)]

〉
− εΩi

(0)J̊
(1)
i − ε

∂E(0)

∂pi
δpi +O(ε2), (259)

where it is understood that all functions of (xip, p̃i) on the

right are now evaluated at (xip, pi). Since the coordinates
are canonically conjugate, Hamilton’s equations will be
satisfied in canonical form:

dxip
dt

=
∂H6D

∂pi
and

dpi
dt

= −∂H6D

∂xip
. (260)

Moreover, in terms of the canonical momenta, the action
variables will take the familiar form

J̊i =
1

2π

∮
Ci

pjdx
j
p, (261)

where the three Ci are the three distinct loops on the
torus of constant J̊i. We derive Eq. (261) below, after
describing the failure of p̃i to be canonical and a proce-
dure for finding pi.

1. Failure of (Hamiltonian) canonical conjugacy

To show that (xip, p̃i) are not canonically conjugate in
the Hamiltonian system, it suffices to show that failure

of canonical conjugacy for (
⋆
φi,

⋆

Ji). Since (
⋆
φi,

⋆

Ji) and
(xip, p̃i) are related by a generating function, one pair
failing to be conjugate implies the other pair fails as well.

We first observe that if (
⋆
φi,

⋆

Ji) were conjugate, there
would exist an infinitesimal canonical transformation re-
lating them to (φ̊i, J̊i). Since every near-identity canoni-
cal transformation can be generated by a generating func-
tion, we would be able to write

W(
⋆
φi, J̊i) =

⋆
φiJ̊i + εW(1)(

⋆
φi, J̊i), (262)

with

φ̊i =
∂W
∂

⋆

Ji
=

⋆
φi + ε

∂W(1)

∂
⋆

Ji
, (263)

⋆

Ji =
∂W
∂

⋆
φi

= J̊i + ε
∂W(1)

∂
⋆
φi

. (264)

This would imply that W(1) is related to J̊
(1)
i from

Eq. (144) by

∂W(1)

∂φ̊i
= −J̊ (1)

i (265)

(replacing starred arguments by ringed ones). If we write

W(1)(φ̊
i, J̊i) = −⟨J̊ (1)

i ⟩φ̊i + W̄(φ̊i, J̊i), (266)

then W̄ must satisfy

∂W̄
∂φ̊i

= −
∑
k⃗ ̸=0

J̊
(1,⃗k)
i eikj φ̊

j

. (267)

The presence of the ⟨J̊ (1)
i ⟩φ̊i term in W(1) immediately

suggests that the transformation cannot be canonical.

Substituting the ⟨J̊ (1)
i ⟩φ̊i term into Eq. (263), we see that

it introduces a non-periodic term in the transformation
of φ̊i, while we know from the results of previous sec-
tions that the φ̊i

(1) appearing in Eq. (143) is 2π-periodic

in each of the angles.
We can also show that even the periodic terms cannot

be generated by a generating function. By differentiating
Eq. (265) with respect to φ̊j , we obtain

∂2W̄(1)

∂φ̊j∂φ̊i
= −∂J̊

(1)
i

∂φ̊j
, (268)
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which implies the integrability condition

∂J̊
(1)
i

∂φ̊j
=
∂J̊

(1)
j

∂φ̊i
. (269)

The explicit condition (151), or its solution (183), then
reduces this integrability condition to∑

k⃗′

kik
′
jĜk⃗′ ,⃗k′−k⃗(ωk′−k) =

∑
k⃗′

k′ikjĜk⃗′ ,⃗k′−k⃗(ωk′−k),

(270)

where we have relabeled k⃗′ → k⃗′ − k⃗ and suppressed
the dependence on J̊i. This equality must hold for all

k⃗ ̸= 0 and all i, j, which is plainly impossible; consider,

for example, k⃗ = (1, 0, 0) and i ̸= 1, for which the left-
hand side identically vanishes.

2. Finding the canonical momenta

In principle, we can obtain (xip, pi) from (φ̊i, J̊i) using
a generating function

W (xip, J̊i) =W(0)(x
i
p, J̊i) + εW(1)(x

i
p, J̊i), (271)

where W(0) is the generating function for a geodesic,
given (in the case of a Kerr background) by Eq. (129).
We then have

pi =
∂W

∂xip
, (272)

φ̊i =
∂W

∂J̊i
. (273)

Just as in the geodesic case, we can write

W =

∫ xi
p

xi
0

pj(x
k, J̊k)dx

j , (274)

where xi0 is an arbitrary point on the torus of constant J̊i,
and the integral is along any path linking xi0 to xip on the
torus. However, unlike in the geodesic case where W(0)

was a type-2 generating function that defined a transfor-
mation from (xip, p̃i) to the action-angle variables, hereW
is to be interpreted as a type-3 generating function that
transforms from the action angles to the Boyer-Lindquist
coordinates and their conjugate momenta. Typically,
Eq. (273) would determine xip as a function of (φ̊i, J̊i) for
any choice ofW . However, we already know the relation-
ship xip(φ̊

i, J̊i, ε) from earlier sections; hence, Eq. (273)
instead serves to determine the W(1) that reproduces the

known xip(φ̊
i, J̊i, ε). Equation (272) then determines the

canonical momenta.
Substituting the expansion (158) of xip(φ̊

i, J̊i, ε) into
Eq. (271), we obtain from Eq. (273) that

φ̊i =
∂W(0)

∂J̊i
+ ε

(
∂W(1)

∂J̊i
+ xj(1)

∂2W(0)

∂xj(0)∂J̊i

)
+O(ε2),

(275)

where all terms on the right are now evaluated at
(xi(0), J̊i). The first term is simply φ̊i. Hence, W(1) must

satisfy

∂W(1)

∂J̊i
= −xj(1)

∂2W(0)

∂xj(0)∂J̊i
= −xj(1)

∂p
(0)
j (xk(0), J̊k)

∂J̊i
. (276)

If we now expand the momenta as functions of the
action-angles, we can write

pi = p
(0)
i (xj(0), J̊j)+ε

(
∂W(1)

∂xi(0)
+ xj(1)

∂2W(0)

∂xj(0)∂x
i
(0)

)
+O(ε2).

(277)
This involves the unknown functions W i

(1) :=

∂W(1)/∂x
i
(0). Differentiating Eq. (276) with respect to

xi(0) at fixed J̊i, we find that they must be solutions to

∂W i
(1)

∂J̊k
= − ∂

∂xi(0)

(
xj(1)

∂p
(0)
j (xk(0), J̊k)

∂J̊k

)
. (278)

The derivative ∂xj(1)/∂x
i
(0) can be evaluated by noting

that xi(0) = xi(0)(φ̊
j , J̊j) defines φ̊i as a function of xi(0)

and J̊j , such that ∂xj(1)/∂x
i
(0) = (∂xj(1)/∂φ̊

k)(∂φ̊k/∂xi(0)).

The canonical momenta are now given by Eq. (277), as

functions of (φ̊i, J̊i), in terms of the solution to Eq. (278).
Actually solving that equation is beyond the scope of this
paper. However, we can now formally relate the canon-
ical momenta back to p̃i, as in Eq. (258), by expanding

p̃i at fixed (φ̊i, J̊i). Recalling that p̃i is related to (
⋆
φi,

⋆

Ji)
by the Kerr-geodesic generating function, we can write

p̃i =
∂W(0)(x

j
p,

⋆

Jj)

∂xip
(279a)

= p
(0)
i (xj(0), J̊j) + ε

(
xj(1)

∂2W(0)

∂xj(0)∂x
i
(0)

− J̊
(1)
j

∂2W(0)

∂J̊j∂xi(0)

)
+O(ε2). (279b)

Comparing to Eq. (277), we obtain

δpi(φ̊
j , J̊j) =W i

(1) + J̊
(1)
j

∂p
(0)
i

∂J̊j
, (280)

where W i
(1) is again the solution to Eq. (278).

3. Canonical actions in terms of canonical momenta

With the momenta pi now (in principle) in hand, we

expect that J̊i is related to pi by the torus integral (261).
This is easily confirmed using the generating function and
the trivial fact that the action variables can be written
as

J̊i =
1

2π

∮
Ci

J̊jdφ̊
j . (281)
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We appeal to Eqs. (272) and (273), which imply

dW = pidx
i
p + φ̊idJ̊i. (282)

Rearranging, we have

pidx
i
p = J̊idφ̊

i + d(W − φ̊iJ̊i). (283)

Next, we note that while W and φ̊i each grow with the
winding number of any curve on the torus, the com-
bination W − φ̊iJ̊i is periodic on the torus. This fol-
lows from Eq. (273) together with the fact that all func-
tions on the right-hand side of Eq. (276) are periodic on

the torus. Hence,
∮
d(W − φ̊j J̊j) = 0, and we obtain∮

Ci
pjdx

j
p =

∮
Ci
J̊jdφ̊

j = 2πJ̊i, as expected.

C. Gauge invariance of the action variables

We explained previously that in the dissipative sec-
tor, the variables J̊i are not fully determined due to the
residual freedom (212). It follows that if the trajectory
γ6D = {(xip(t), p̃i(t))|t ∈ R} is calculated in two differ-
ent spacetime gauges, by solving the equations of mo-
tion (107) together with the field equations in these two

gauges, then the resulting J̊i(t) will differ.

Here, we show that the J̊i defined from the conserva-
tive dynamics, which are fully determined, are explicitly
invariant under a spacetime diffeomorphism. Our deriva-
tion makes use of the canonical momenta pi but does not
require us to find these pi explicitly.
A spacetime diffeomorphism is a point transformation

on the configuration space, xip → f i(t, xjp). Starting from

the canonical coordinates (xip, pi), this induces a canoni-

cal transformation (xip, pi) → (Xi, Pi), which can be de-
scribed by means of a type-2 generating function [133]

Ξ(xip, Pi) = Pif
i(xjp) . (284)

We suppress t dependence, which will play no role, and
we emphasize that the canonical momenta Pi here are
not the constants of motion introduced above Eq. (133);
we use the same symbol only for convenience. The new
coordinates are related to the old ones by

Xi =
∂Ξ

∂Pi
= f i, (285)

pi =
∂Ξ

∂xip
= Pj

∂f j

∂xip
. (286)

In the case of a perturbative spacetime gauge trans-
formation, we have f i(t, xj) = xi − εξi(t, xj). The new
momenta Pi can then be found from Eq. (286) by substi-

tuting the ansatz Pi = pi + εδ̂ξpi. We immediately con-
clude that the spacetime gauge transformation induces
the following infinitesimal canonical transformation:

δ̂ξx
i
p = −ξi(xjp) , (287)

δ̂ξpi = pj
∂ξj

∂xip
, (288)

where δ̂ξ denotes the shifts of quantities evaluated along
a time-parameterized trajectory, adopting the notation
of [48].
Showing the gauge invariance of the action variables is

now straightforward using the formula 2πJ̊i =
∮
Ci
pjdx

j
p.

The transformation of J̊i is evaluated as

2πδ̂ξJ̊i =

∮
Ci

(
δ̂ξpj

dxjp
dλ

+ pj
d(δ̂ξx

j
p)

dλ

)
dλ = 0, (289)

where λ is a parameter along Ci, and the integrand has
immediately vanished upon substitution of Eqs. (287)
and (288). One might be wary that this derivation has
not allowed the contour Ci to be altered by the gauge
transformation; however, an infinitesimal change in a re-
gion of integration is proportional to an integral over the
boundary of the region, which in this case trivially van-
ishes because Ci has no boundary. Thus, we have verified
that J̊i is a gauge-invariant quantity.
We discuss gauge invariance more broadly, with dissi-

pation, in Sec. VI.

D. Conserved quantities

In the conservative sector, the canonical action vari-
ables J̊i are all conserved. Here we identify two other im-
portant conserved quantities: the energy and azimuthal
angular momentum (in the case of an axisymmetric back-
ground such as Kerr). We express all these quantities as
functions of orbital frequencies, allowing us to identify
them as quantities that were previously defined from the
first law of black hole binary mechanics.
The energy E is simply the on-shell value of the Hamil-

tonian H6D:

E(J̊i) = E(0)(J̊i) +
1

2
ε⟨[H(1)]⟩. (290)

On the other hand, there are two distinct quantities we
might define as the azimuthal angular momentum Lz.
The first is the azimuthal component of the coordinate
momentum:

p̃ϕ = g̃ϕα
dxαp
dτ̃

= z−1

(
g̃tϕ + g̃iϕ

dxip
dt

)
. (291)

This quantity is canonically conjugate to ϕp in the
pseudo-Hamiltonian system: dϕp/dt = [∂H/∂p̃ϕ] and
dp̃ϕ/dt = −[∂H/∂ϕp]. The fact that it is constant in the
conservative sector was established in Eq. (242). The al-
ternative definition of azimuthal angular momentum is
J̊ϕ, which is canonically conjugate to φ̊ϕ in the Hamil-

tonian system: dφ̊ϕ/dt = ∂H6D/∂J̊ϕ and dJ̊ϕ/dt =
−∂H6D/∂φ̊

ϕ. To relate the two quantities, recall that
⋆

Jϕ = p̃ϕ by definition. Therefore
⋆

Jϕ is a constant, im-

plying the oscillatory part of J̊
(1)
ϕ vanishes. We therefore

have

p̃ϕ =
⋆

Jϕ = J̊ϕ − ε
〈
J̊
(1)
ϕ

〉
+O(ε2). (292)
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Note this is a function of the canonical actions rather
than an independent constant of motion.

As we highlighted in the Introduction, the conserved
energy E, equal to the on-shell Hamiltonian, is in perfect
agreement with the binding energy obtained from the
first law of binary mechanics [79, 80]. To establish this,
we first recall that the binding energy predicted by the
first law has historically been written as an expansion
in powers of ε at fixed values of the orbital frequencies,
which means that to make the comparison, we need to
adjust our phase-space coordinates. Defining

Ĵi = J̊i + ε∆Ĵi(J̊j) (293)

and re-expanding Eq. (243) at fixed Ĵi, we obtain

dφ̊i

dt
= Ωi

(0)(Ĵj)+ε

(
1

2

∂
〈[
H(1)

]〉
∂Ĵi

−
∂Ωi

(0)

∂Ĵj
∆Ĵj

)
+O(ε2),

(294)

where functions on the right are evaluated at Ĵj . We see
that we can eliminate the frequency correction, making
dφ̊i

dt = Ωi
(0)(Ĵj), by setting

∆Ĵi =
1

2

∂

∂Ωi
(0)

〈[
H(1)

]〉
. (295)

Since the physical frequencies are defined as dφ̊i

dt := Ωi,

the variables Ĵj are in one-to-one correspondence with

the frequencies, as determined by the relation Ωi
(0)(Ĵj) =

Ωi. Hence, an expansion in powers of ε at fixed Ĵi is
also an expansion at fixed frequencies. Such a fixed-
frequencies expansion is advocated for as part of the mul-
tiscale expansion of the field equations in Ref. [19] and
discussed further in Ref. [40]; it can be extended to all
orders.10

We can use the result (295) to express the action vari-
ables as functions of the physical orbital frequencies:
J̊i = Ĵi − ε∆Ĵi, which evaluates to

J̊i = J
(0)
i (Ωj)− µ

2

∂⟨z(1)⟩
∂Ωi

. (296)

Substituting this formula into Eq. (290) and using
Eq. (248), we similarly obtain the physical energy as a
function of the physical frequencies:

E(Ωi) = E(0)(Ω
i) +

µ

2

(
⟨z(1)⟩ − Ωi∂Ωi⟨z(1)⟩

)
. (297)

This is precisely the energy that was historically pre-
dicted by the first law, in the form given in Ref. [80].

10 This fails at critical surfaces where the Jacobian ∂Ωi
(0)

/∂Ĵj be-

comes singular [118]. The fixed-frequencies expansion is only
defined away from these surfaces.

Similarly, if we take Lz = J̊ϕ, we can write it as an ex-
pansion at fixed frequency using Eq. (296):

Lz(Ω
i) = L(0)

z (Ωi)− µ

2

∂⟨z(1)⟩
∂Ωϕ

. (298)

This formula also agrees with the angular momentum
defined from the first law in the case of equatorial orbits
in Ref. [76] and for circular orbits in Ref. [80].
The fact that the first-law prediction (297) is equal

to the on-shell value of the Hamiltonian should also be
derivable from the results of Blanco and Flanagan [50],
though we have not verified this. Since our energy is
equal to the first-law prediction, it is also equal to the
mechanical energy defined by Fujita et al. [48] (see also
Ref. [80]), which was defined as the unique energy satis-
fying the first law in the conservative sector.
More broadly, our results have significant bearing on

the formalism of Fujita et al. [48]. Our energy and angu-
lar momentum, and all of our canonical action variables
in Eq. (296), are in perfect agreement with the renormal-

ized variables (denoted J̃µ) in Ref. [48]; see Eq. (8.11)
therein, along with our Eq. (253). This clarifies that Fu-
jita et al.’s renormalized variables, which were defined
in order to satisfy the first law, are in fact the genuine
canonical, invariant actions in the 6D Hamiltonian sys-
tem. We explain this further in Appendix E.

VI. PSEUDO-HAMILTONIAN DESCRIPTION
OF THE DISSIPATIVE SECTOR

We now consider the dissipative sector, which is gov-
erned by Eq. (210).
We first note that for any function G on the 6D phase

space, we can write its time evolution as

dG
dt

= [{G,H}⋆] , (299)

where we have introduced the Poisson bracket

{f, g}⋆ :=
∂f

∂
⋆
φj

∂g

∂
⋆

Jj
− ∂f

∂
⋆

Jj

∂g

∂
⋆
φj
. (300)

Hence,

dJ̊i
dt

=
[{
J̊i ,H

}
⋆

]
. (301)

Since (xip, p̃i) are related to (
⋆
φi,

⋆

Ji) by a canonical trans-
formation, we can also write the star bracket as

{f, g}⋆ :=
∂f

∂xjp

∂g

∂p̃j
− ∂f

∂p̃j

∂g

∂xjp
. (302)

In the remainder of this section, we describe several al-
ternative forms of dJ̊i/dt, focusing on how it can be for-
mulated in terms of the Poisson bracket associated with
the conservative (Hamiltonian) sector,

{f, g} :=
∂f

∂φ̊j

∂g

∂J̊j
− ∂f

∂J̊j

∂g

∂φ̊j
. (303)
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As a first step, we note the trivial identity {J̊i, g} =
−∂g/∂φ̊i along with

⟨f ⟨g⟩⟩ = ⟨f⟩⟨g⟩, (304)

f(Q) [ g(Q,Q′) ] = [fg] , (305)

∂J̊i
⟨[f ]⟩ = ⟨∂J̊i

[f ]⟩. (306)

Using these, we can rewrite Eq. (210) as

dJ̊i
dt

=
〈[{

J̊i , εH̊rad
(1) + ε2H̊(2)

}]〉
+ ε2Ki +O(ε3),

(307)

with

Ki =
〈[{

J̊
(1)
i , H̊(1)

}]〉
+
〈
J̊
(1)
j

〉〈 ∂

∂J̊j

[
∂H̊rad

(1)

∂φ̊i

]〉
.

(308)
As in Eq. (210), all quantities on the right are functions

of (
⋆
φi
(0), J̊i) (and functionals of γ6D), and we have intro-

duced square brackets as explicit reminders that deriva-
tives are taken before evaluating at coincidence.

Using Synge’s rule once again, we can write the second
term in Ki as〈
J̊
(1)
j

〉〈 ∂

∂J̊j

[
∂H̊rad

(1)

∂φ̊i

]〉
= −

〈[
∂K
∂φ̊i

]〉
=
〈[{

J̊i ,K
}]〉

,

(309)
where

K := −
〈
J̊
(1)
j

〉(
∂J̊j

H̊rad
(1) + ∂J̊′

j
H̊rad

(1)

)
. (310)

Given Eq. (232), we can also put K in a more symmetrical
form:

K = −1

2

〈[
∂J̊i

H̊sym
(1) − ∂J̊′

i
H̊sym

(1)

]〉
× ∂J̊i
∂Ωj

(
∂J̊j

H̊rad
(1) + ∂J̊′

j
H̊rad

(1)

)
. (311)

Combining K with the pseudo-Hamiltonian terms in
Eq. (307), we can write

dJ̊i
dt

=
〈[{

J̊i , H̊
}]〉

+ ε
〈[{

J̊
(1)
i , H̊

}]〉
+ O(ε3), (312)

where

H̊ := εH̊(1) + ε2H̊(2) + ε2K. (313)

We can also express this result in terms of the complete
pseudo-Hamiltonian in Eq. (175). Using the fact that
⟨∂f(Q)/∂φ̊i⟩ = 0 for any periodic f , we immediately
find

dJ̊i
dt

=
〈[{

J̊i ,H′ + ε2K
}]〉

+ ε2
〈[{

J̊i,
(
φ̊i
(1)∂φ̊i + J̊

(1)
i ∂J̊i

)
H̊(1)

}]〉
+ ε2

〈[{
J̊
(1)
i , H̊(1)

}]〉
+O(ε3). (314)

We do not further belabor the dissipative evolution
equations. In future work, starting from the equations
presented here, we will aim to express dJ̊i/dt in terms
of asymptotic fluxes, as was done at leading order in
Ref. [49].

VII. INVARIANT 1PA WAVEFORM
GENERATION

We now summarize the multiscale waveform genera-
tion framework in terms of our invariant action angles.
As reviewed in the Introduction, the multiscale wave-

form generation is described by Eq. (1). Reference [40]
established the invariance of this waveform under the
phase-space transformation

φ̊i → φ̊i + αi
(0)(̊πj) + εαi

(1)(̊πj) + . . . , (315)

π̊i → β
(0)
i (̊πj) + εβ

(1)
i (̊πj) + . . . (316)

Here, we use that freedom to describe the waveform di-
rectly in terms of the canonical action variables. We then
relate that formulation to the one in Ref. [19], in which
the waveform is described in terms of the invariant fre-
quencies Ωi.
Finally, in Sec. VIIC we remark on practical issues

of implementation. To frame the discussion, we first
write our evolution equations in their most compact form,
bringing together Eqs. (245) and (301):

dφ̊i

dt
=
∂H6D

∂J̊i
, (317)

dJ̊i
dt

=
[{
J̊i ,H

}
⋆

]
. (318)

A. Waveforms in terms of canonical action-angle
variables

If we use the canonical action-angle variables (φ̊i, J̊i) as
our coordinates on phase space, then the orbital evolution
equations (317) and (318) can be written more explicitly
as

dφ̊i

dt
= Ωi

(0)(J̊k) +
µ

2

∂⟨z(1)⟩
∂J̊i

+O(ε2), (319)

dJ̊i
dt

= −ε
〈[
∂φ̊iH̊rad

(1)

]〉
− ε2

〈[
∂φ̊iH̊(2) + ∂φ̊iK −

{
J̊
(1)
i , H̊(1)

}]〉
+O(ε3), (320)

with K given by Eq. (310) and J̊
(1)
i by Eqs. (184)

and (235). In this formulation, the Hamiltonian H6D

determines the orbital frequencies Ωi(J̊j , ε) on the tori

of constant J̊i. Through Eq. (320), the tori then slowly
evolve.
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The waveform is still given by Eq. (1), where we de-
fine π̊i = π̊FC

i to be geodesically related to the action

variables: J̊i = J
(0)
i (̊πFC

j ). Here we use “FC” to indicate
the “fixed constants of motion” gauge on phase space,
following Ref. [44].

B. Waveforms in terms of invariant frequencies

In Refs. [19, 40], a prescription was given to obtain the
evolution equations and waveform in terms of variables
π̊FF
i that are geodesically related to the physical orbital

frequencies, meaning Ωi = Ωi
(0)(̊π

FF
j ). Here “FF” indi-

cates “fixed frequencies”, again following the notation of
Ref. [44].

This prescription is equivalent to using non-canonical

coordinates (φ̊i, Ĵi), where Ĵi = J
(0)
i (Ωj) are the “action

variables” (293) that are geodesically related to the or-
bital frequencies. The orbital equations of motion then
read

dφ̊i

dt
= Ωi

(0)(Ĵk), (321)

dĴi
dt

= −ε
〈[
∂φ̊iH̊rad

(1)

]〉
− ε2

2

〈[
∂φ̊j H̊rad

(1)

]〉
∂Ĵj

∂Ωi⟨z(1)⟩

+
ε2

2
∂Ĵj

〈[
∂φ̊iH̊rad

(1)

]〉
∂Ωi⟨z(1)⟩

− ε2
〈[
∂φ̊iH̊(2) + ∂φ̊iK −

{
J̊
(1)
i , H̊(1)

}]〉
+O(ε3), (322)

where all functions of action variables on the right are
evaluated at Ĵi. The second term in Eq. (322) arises from

the time derivative of ∆Ĵ in Eq. (293), and the third term
arises from re-expanding the first term in Eq. (320).

In this formulation, the invariant tori are directly la-
beled with Ωi rather than with J̊i. The waveform is
still given by Eq. (1), where we now use π̊i = π̊FF

i ,

which are geodesically related to Ĵi rather than to J̊i:

Ĵi = J
(0)
i (̊πFF

j ). Using the definition (293), we immedi-
ately see that the two sets of variables are related by

π̊FF
i = π̊FC

i + ε∆π̊FF
i +O(ε2) (323)

with ∆π̊FF
j ∂π̊j

J
(0)
i = ∆Ĵi, or equivalently, ∆π̊FF

j =

∂Ĵi
π̊
(0)
j ∆Ĵi. The amplitudes in the waveform (1) in the

two gauges are therefore related by

h̊
(2)FF
ℓmk (̊πFF

i ) = h̊
(2)FC
ℓmk (̊πFF

i )−∆π̊FF
i ∂π̊i h̊

(1)
ℓmk(̊π

FF
i ), (324)

where we have suppressed dependence on δMA.

C. Practical considerations

Building a 1PA waveform model requires calculation
of several ingredients on a 4D grid of orbital parameters
and black hole spin. As inputs to the evolution equa-
tions (319) and (320), one requires the following:

1. 0PA “fluxes”
〈[
∂H̊rad

(1) /∂φ̊
i
]〉

, which can be com-

puted from solutions to the first-order Teukolsky
equation. They are given explicitly by Eq. (3) of
Ref. [49].

2. The averaged redshift ⟨z(1)⟩. Methods of calculat-
ing this for equatorial orbits are standard [124, 132],
and results are reported for generic, inclined orbits
in Ref. [134].

3. The linear transformations φ̊i
(1) and J̊

(1)
i , given by

Eqs. (184), (189), and (235). These explicitly en-
ter the 1PA dissipative terms through the Poisson

bracket {J̊ (1)
i , H̊(1)} and the quantity K defined in

Eq. (310). They also enter implicity through the

field equations (86), since T̊
(2)
µν involves terms of

the form J̊
(1)
i ∂J̊i

T̊
(1)
µν + φ̊i

(1)∂φ̊i T̊
(1)
µν .

If computed as written in these equations, these
quantities require the mode expansion (228) of

H̊(1), along with integrals and derivatives thereof,
evaluated at coincidence. Such coincidence lim-
its can be numerically evaluated by (i) mode-
expanding the leading-order stress-energy tensor as
described in Secs. 7.1.1 and 7.1.2 of Ref. [19], and
references therein, or in Refs. [135–137]; and (ii)
constructing a Green’s function as in Refs. [53, 54,
138] (for the radiative part of the Green’s func-
tion) or [110, 135, 136] (for the retarded Green’s
function) together with a subtraction scheme to re-
move the singular part (see, e.g., Ref. [139] and
references therein).

However, we note that the oscillatory parts of the
transformation are necessarily equivalent to the
transformation to π̊i outlined in Refs. [19, 40], since
the oscillatory part of the transformation is fully
determined by the requirement of eliminating os-
cillations from the equations of motion. Refer-
ences [43, 62–64, 140] demonstrate methods of cal-
culating the order-ε terms in such transformations.

In that sense, the only “new” ingredient is the av-

eraged part of the transformation, ⟨J̊ (1)
i ⟩, which

is equivalent to fixing the gauge freedom ⟨π(1)
i ⟩

(discussed in Sec. II B 3). This piece is given by
Eq. (235).

4. The 2SF dissipative term
〈[
∂φ̊iH̊(2)

]〉
. In the 1PA

evolution, this is the only term that requires solving
the second-order field equation (86). We envision
ultimately replacing it—or replacing the sum of all
terms in Eq. (320)—with asymptotic fluxes, as at
0PA. This replacement can be pursued by extend-
ing the methods from Refs. [49, 51].
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VIII. CONCLUSION

In this paper, we have unified the pseudo-Hamiltonian
formalism of Ref. [48] with the multiscale expansion of
the Einstein equations in Refs. [19, 38–41]. There are
several outcomes of this.

First, 1PA orbital evolution is formulated directly in
terms of invariant action-angle variables. These variables
are canonically conjugate in a 6D conservative Hamilto-
nian system that is embedded within the full, dissipa-
tive pseudo-Hamiltonian 1PA evolution. The actions can
be written as integrals over the invariant tori in the 6D
orbital phase space of the multiscale expansion. Solu-
tions to the conservative, Hamiltonian equations remain
on these invariant tori; dissipation then slowly, smoothly
drives the system from one torus to the next. This for-
mulation complements that of Ref. [19], where the wave-
form generation was instead formulated in terms of in-
variant frequencies. Both formulations are summarized
in Sec. VII, and we have provided the transformation
between the two.

In the multiscale expansion, the waveform itself is a
function on the mechanical phase space, and each mode
amplitude in the waveform (the amplitude of each fre-
quency or “voice” [46]) is itself an integral over an in-
variant torus. In Ref. [40], one of us characterized the
residual phase-space gauge freedom within the multiscale
expansion and showed that the multiscale waveform is in-
variant under this freedom. In this paper we highlighted
the particularly simple, geometrical form that this invari-
ant waveform generation takes when written in terms of
canonical action-angle variables.

As a key part of our formalism, we have shown that
the pseudo-Hamiltonian and Hamiltonian 1PA orbital
dynamics are manifestly local on phase space. This is
a nontrivial fact, given that the particle’s orbit is cou-
pled to the system’s field degrees of freedom. Integrating
out the field degrees of freedom leads to nonlocal-in-time
equations of motion for the particle’s orbit. However,
the separation of time scales in an inspiral allows us to
localize the dynamics. More precisely, we eliminate in-
tegrals over time and show that all time dependence re-
duces to dependence on the phase-space trajectory (and
on the primary black hole’s evolving mass and spin pa-
rameters).11 This localization goes hand in hand with
the multiscale expansion of the field equations. More
broadly, we have shown how that multiscale expansion
can be derived from the self-consistent formulation of
self-force theory through an application of the stationary
phase approximation, thereby reducing the metric per-
turbation to a local function on phase space. However, we
note that at 2PA order, such localization-in-time breaks

11 Alternatively, we can say we have replaced integrals over time
with integrals over invariant tori, given that our localization is
a discrete Fourier representation that inherently involves such
integrals.

down as memory effects first enter the dynamics [116]; we
defer exploration of such memory effects to future work.

To facilitate our description of the pseudo-Hamiltonian
dynamics, we have also provided a phase-space reformu-
lation of the self-consistent expansion. Our reformulation
clarifies precisely what is being held fixed in the expan-
sion: the phase-space trajectory. It also more naturally
links to the multiscale expansion and provides a more
satisfactory treatment of the primary black hole’s evolu-
tion.

Similarly, our treatment has clarified aspects of previ-
ous pseudo-Hamiltonian constructions in Refs. [48, 50].
Broadly speaking, we have shown how the formalism,
when formulated in 6D, integrates into the multiscale
expansion of the field equations and how to consistently
account for dissipation in it through 1PA order. More
specifically, our localization method has clarified the
non-canonical nature of the transformations required in
the multiscale expansion. It has also clarified the non-
canonical transformations that are required to obtain
canonical coordinates in the genuine (rather than pseudo-
)Hamiltonian system governing the conservative dynam-
ics. Our analysis highlights that the naive momenta are
not canonically conjugate to the Boyer-Lindquist coor-
dinates in the Hamiltonian system. On the other hand,
we have shown that the “renormalized” action variables
defined in Ref. [48] are, in fact, the geometrical action
variables that are canonically conjugate to the angle vari-
ables in the 6D Hamiltonian system.

Importantly, unlike any previous accounts, we have
shown how to construct the needed phase-space transfor-
mations in practical form, providing the expansions (158)
and (277) of the Boyer-Lindquist trajectory in terms of
action angles. This is necessary because those expansions
enter explicitly into the source terms in the second-order
field equation.

Generically, the split of the 1PA dynamics into con-
servative and dissipative sectors is gauge dependent [63].
However, we have established an invariant form of the
division. Achieving this split required a nontrivial spec-
ification of the residual phase-space gauge freedom in
the multiscale framework; this specification is made in
Eq. (235). In Secs. V and VI we have elucidated the
properties of the two sectors (conservative and dissipa-
tive).

Our work has also shed new light on aspects of cur-
rent 1PA waveform models. These models utilize energy-
balance arguments in which the gravitational binding en-
ergy is approximated by the value predicted by the first
law of binary black hole mechanics [22]. The accuracy of
that approximation has not been precisely known, lead-
ing to substantial uncertainty in the model; see Ref. [83]
for a detailed discussion. We have clarified the interpre-
tation of the first-law energy by showing it is equal to
the on-shell value of the 6D Hamiltonian. Other very re-
cent and forthcoming work [86, 87] further clarifies that
at 1PA order, this Hamiltonian mechanical energy differs
from the particle’s 1SF contribution to the Bondi mass:
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the two energies differ by a Schott term. This Schott
term must be correctly accounted for in 1PA waveform
models. Hence, our Hamiltonian description contributes
to this emerging understanding of the first-law binding
energy, its relevance in radiating binaries, and the correct
form of 1PA energy-balance laws.

Other work, by Nasipak, will include the first calcu-
lation of the (6D) 1SF Hamiltonian for generic, inclined
and eccentric orbits [134]. Our formulation shows how
that result represents an invariant building block in the
complete 1PA waveform.

In the future, building on Ref. [49], we will use our
formulation of the 1PA dynamics to explore the possibil-
ity of deriving a complete set of flux-balance laws for the
action variables. Such laws would further streamline the
1PA waveform generation by allowing the calculation of
second-order dissipative effects directly from the solution
to the second-order Teukolsky equation [61].
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Appendix A: Mass and spin evolution

In Eq. (26) we present a formula for the metric per-
turbation that is self-consistently sourced by the evolv-
ing corrections to the central black hole’s mass and spin.
Here we discuss that perturbation and its derivation.

We first recall that in Ref. [38], one of us examined
a problem that arose in earlier formulations of the self-
consistent expansion used in self-force theory: they do
not accurately track the long-term evolution of the pri-
mary black hole, and hence they do not admit a mul-
tiscale expansion.12 The black hole’s mass and spin do

12 This problem was pointed out to one of us (AP) by Eanna Flana-
gan and Jordan Moxon.

evolve in these formulations, as they must by virtue of
the Einstein equations, but they appear at second pertur-
bative order and evolve exactly linearly in time, at a rate
that is set by initial data on a Cauchy surface. This pre-
cisely linear behavior can be understood from the fact
that the mass and spin corrections δMA evolve on the
radiation-reaction time scale and therefore take the form
δMA(ṽ, ε), where ṽ = εv is slow advanced time along the
horizon. If the corrections δMA are not handled appro-
priately, then the perturbative Einstein equations force
the expansion

δMA(εv, ε) = δMA(0, 0) + εv ∂ṽδMA(0, 0)

+ ε∂εδMA(0, 0) +O(ε2v2). (A1)

In a solution that accurately tracks the system’s evo-
lution, δMA(εv, ε) must appear in the first-order met-
ric perturbation, while in the expansion above, the
time dependence first appears in the second-order
perturbation—with spurious late-time growth. This re-
stricts the method’s accuracy to time scales much shorter
than 1/ε, on which Eq. (A1) is valid.
In Ref. [38] we circumvented this problem by adding

a field δgαβ =
∂gαβ

∂MA
δMA(εs, ε) to the first-order pertur-

bation, where s is a hyperboloidal time coordinate. This
perturbation δgαβ does not satisfy the Lorenz-gauge field
equation Eαβ [δg] = 0, meaning we cannot freely add it
to the point-particle solution hppαβ and still satisfy the

first-order field equation (17). To counteract that fail-
ure, Ref. [38] added another perturbation, call it yαβ ,
defined as the retarded solution to Eαβ [y] = −Eαβ [δg],
such that the total linear perturbation due to the black
hole’s evolution became hBH

αβ = δgαβ + yαβ .
That approach is unsatisfactory for two reasons. First,

it is not entirely clear that yαβ contains no mass or spin
content, meaning it could cancel the content in δgαβ
that we wish to include in the first-order solution. Sec-
ond, this solution involves instantaneous propagation:
through δgαβ , information about the state of the black
hole is instantly transmitted across all of space on sur-
faces of constant s.
Here we sketch a more satisfactory, manifestly causal

alternative that mirrors the construction of hppαβ . This

alternative is provided by the membrane paradigm [100].
We first consider how, even in principle, information
about the black hole’s state can propagate away from
the black hole. Any information precisely on the event
horizon cannot escape. However, if we place a stretched
horizon Γ slightly outside the event horizon, then infor-
mation can propagate away from it out into the black
hole’s exterior. We next consider that as radiation falls
into the black hole, the mass and angular momentum be-
hind this stretched horizon grows. The resulting pertur-
bation to the metric near the horizon acts as boundary
data on Γ, or equivalently, as an effective source on Γ,
which then re-radiates to the exterior.
More concretely, we imagine the growth of the black

hole causes a perturbation δgαβ in a neighbourhood of the
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event horizon, and we place Γ in that neighborhood. We
then define hBH

αβ as the causal solution to Eαβ [h̄
BH] = 0

(i) containing no incoming radiation from past null infin-
ity, and (ii) consistent with the boundary data δgαβ on Γ.
Straightforward manipulations following Ref. [65] show
that the field satisfying these conditions can be written
in the Kirchhoff form (26), which we rewrite here as

hBH
αβ =

1

16π

∫ ∞

−∞
dv′
∫
Cv′

dS′
(
Gret

αβ
α′β′

∇γ′δgα′β′

− δgα′β′∇γ′Gret
αβ

α′β′
)
nγ

′
, (A2)

where v is advanced time, nγ is the spacelike unit nor-
mal to Γ, Cv is the v = constant cut of Γ, and dS is the
induced surface element on Cv. This solution should sur-
vive in the limit where the stretched horizon asymptotes
to the (perturbed [141]) event horizon.

Within the integral, we can use δgαβ =
δMA∂gαβ/∂MA, where δMA has an arbitrary time
dependence. However, in addition to satisfying the
wave equation Eαβ [h̄

BH] = 0, hBH
αβ must also satisfy the

Lorenz gauge condition ∇βh̄BH
αβ = O(ε2) once the true

time dependence of δMA is specified through Eq. (25).
This can be achieved by enforcing that δgαβ satisfies
∇β δ̄gαβ ≡ 0 when δMA is independent of time. Since
the wave equation preserves the gauge condition, this
condition on the boundary data δgαβ suffices to enforce
it on the perturbation everywhere in the black hole’s
exterior. One way to put δgαβ in this form is to solve
the Lorenz-gauge field equation (17), together with
the gauge condition, analytically in a vicinity of the
black hole horizon, effectively series-expanding for small
distances from the horizon; such a near-horizon solution
was constructed to derive boundary conditions for the
calculations in Refs. [84, 103], adapting methods from
Refs. [142–145]. In that solution, one can identify terms
associated with perturbations of the mass and spin [141].
These terms provide a suitable local expression for δgαβ .

The resulting expression for δgαβ is linear in coeffi-
cients δMA that are arbitrary functions of advanced time
along the horizon if the gauge condition is not enforced,
constant in time if ∇β δ̄gαβ ≡ 0 is enforced, and satisfy
Eq. (25) when the gauge condition (13) is enforced on
the full perturbation. We refer back to Sec. IIA 5 for
discussion of this role of the gauge condition in the self-
consistent expansion.

From Eq. (A2), we can recover the multiscale form
of hBH

αβ . Given Eq. (25), we can consistently adopt the

ansatz δMA = δMA(εv, ε), noting that here this is a
function on the stretched horizon rather than across all
of spacetime. We can also use the facts that (i) hyper-
boloidal time s reduces to v near the horizon, and (ii) the
only time dependence in the integral, besides δMA, en-
ters through the Green’s function, which is a function of
(s− s′) by virtue of the background spacetime’s station-
arity. Employing these facts, we put the time integral
in Eq. (A2) in the form

∫∞
−∞ ds′f(εs′)G(s − s′), where

f represents the dependence on δMA and G represents
the dependence on the Green’s function. A change of
integration variable to s′′ = s′ − s reduces this to∫ ∞

−∞
ds′′f(εs+ εs′′)G(−s′′) ≈ f(εs)

∫ ∞

−∞
ds′′G(−s′′).

(A3)
The remaining integral over time picks out the
zero-frequency mode of the Green’s function,
Ĝret

αβ
α′β′

(0, xi, x′i) = 2π
∫
ds′G(s′, xi, x′i), where we

adopt the notation of Eq. (B1) for the Fourier transform
of the Green’s function. We then arrive at the slowly
evolving metric perturbation

hBH
αβ ≈ 1

8
δMA(εs, ε)

∫
Cv

dS′
{
Ĝret

αβ
α′β′

(0, xi, x′i)∇γ′kAα′β′

− kAα′β′∇γ′Ĝret
αβ

α′β′
(0, xi, x′i)

}
nγ

′
, (A4)

where we have written δgαβ = δMAk
A
αβ for some s-

independent tensors kAαβ .

In this solution, information about the state of the
black hole is again instantaneously transmitted across
hyperboloidal slices. However, that form is now a consis-
tent approximation based on the long time scale s ∼ 1/ε
over which the black hole evolves; the underlying solu-
tion (A2) is causal and not restricted to the particular
separation of time scales in an inspiral.

A more thorough description of this construction of
hBH
αβ will be presented elsewhere.

Appendix B: Derivation of the multiscale expansion:
stationary phase approximation

As alluded to throughout the body of the paper, the
multiscale expansion of the metric perturbation can be
derived from the self-consistent expansion by applying a
stationary phase approximation. This effectively local-
izes the metric perturbation on phase space. Here we
describe that localization.

The derivation mirrors the one for the pseudo-
Hamiltonian in Sec. IVB. Like that derivation, we start
by expressing the Green’s function as an inverse Fourier
transform,

Gαβα′β′

ret (s− s′, xi, xi
′
)

=

∫ ∞

−∞
dω e−iω(s−s′)Ĝαβα′β′

ret (ω, xi, x′i). (B1)

This differs from Eq. (162) in that we use hyperboloidal
time s rather than Boyer-Lindquist time t, as appropriate
for the multiscale expansion; see Sec. II B. In the deriva-
tion in Sec. IVB, all fields are evaluated on the particle’s
worldline, where s reduces to t. In that case, we could
more appropriately use t.
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We next rewrite Eq. (21) as

hppαβ =
1

µ

∫∫
ds′dω e−iω(s−s′)Ĝret

αβ
α′β′

(ω, xi, x′ip )
p̃α′ p̃β′

ds′/dτ̃
.

(B2)

The factor Ĝret
αβ

α′β′
(ω, xi, x′ip )

p̃α′ p̃β′

ds′/dτ̃ is triperiodic in the

phases φ̊i(s′, ε) = ξi(εs′)/ε, where we again recall that
s = t on the particle’s worldline. Hence, we can expand
this factor in the discrete Fourier series

Ĝret
αβ

α′β′
(ω, xi, x′ip )

p̃α′ p̃β′

ds′/dτ̃

= µ2
∑
k⃗

Ĝk⃗
αβ [ω, x

j , J̊j(εs
′, ε), ε]eikiξ

i(εs′)/ε. (B3)

Introducing s̃ := εs and s̃′ := εs′, we now write the
integral as

hppαβ = µ
∑
k⃗

∫∫
dt′dω e−i[ω(s̃−s̃′)−kiξ

i(s̃′)]/ε

× Ĝk⃗
α′β′ [ω, xj , J̊j(s̃

′, ε), ε], (B4)

which has a stationary point at (ω, s̃′) = (ω̃k(s̃, ε), s̃), as
in Sec. IVB. Applying the stationary phase approxima-
tion (169), we obtain

hppαβ ≈ 2πµ
∑
k⃗

Ĝk⃗
α′β′ [ω̃k, x

j , J̊j(s), ε]e
−ikiφ̊

i(s) (B5)

plus higher-order terms with the same structure. If we
now expand for small ε at fixed (φ̊i, J̊i), we arrive at
terms of the form (74).
Similar analyses can be applied to higher-order fields

and to hBH
αβ , thereby justifying the multiscale expansion

of the metric and field equations. For the treatment of
hBH
αβ , see Appendix A. We then arrive at the identification

h̊
(1,⃗k)
αβ = 2πµ Ĝk⃗

α′β′(Ωi
(0)ki, x

j , J̊j , 0) + hBH
αβ . (B6)

Appendix C: Stationary phase approximation of H(1)

In Sec. IV we sketch the derivation of a localized
form of the pseudo-Hamiltonian. Here we detail a key
step in the localization procedure: an application of the
stationary-phase approximation.
Our goal is to obtain an asymptotic approximation of

the integrals (for each ki, k
′
i) appearing in the pseudo-

Hamiltonian (167), which we rewrite here as

Ik⃗,⃗k′ =

∫
R2

dt̃′dω e−i[ξk′ (t̃′)+ω(t̃−t̃′)]/ε

× Ĝk⃗,⃗k′ [ω, J̊i, J̊
′
i(t̃

′), ε]. (C1)

We specifically require an approximation to first sub-
leading order in ε as this will contribute to the pseudo-
Hamiltonian at the same order as H2. We closely fol-
low the method of stationary phase for two-dimensional

integrals presented in Ref. [130]. The phase function
f(t̃′, ω) = ω(t̃′ − t̃)− ξk′(t̃′) has a single stationary point
at (t̃′, ω) = (t̃, ωk′(t̃)), which is a saddle point, giving this
method particular utility.

The first step is to perform a change of variables such
that the phase function is exactly quadratic in the in-
tegration variables. To achieve this, we expand f in a
Taylor series about the stationary point:

f(t̃′, ω) = −ξk′(t̃)− 1

2
ξ′′k′(t̃)(t̃′− t̃)2+(ω−ωk′(t̃))(t̃′− t̃)

−
∞∑

n=3

ξ
(n)
k′ (t̃)

n!
(t̃′ − t̃)n. (C2)

Defining the variables

ζ := (t̃′ − t̃)− ω − ωk′(t̃)

ξ′′k′(t̃)
, (C3)

η := ω − ωk′(t̃) (C4)

brings our integral (C1) into the form

Ik⃗,⃗k′ = e−iξk′ (t̃)/ε

∫
R2

dζ dη gk⃗,⃗k′(ζ, η, ε)

× exp

{
i

ε

(
− 1

2
ξ′′k′(t̃)ζ2 +

1

2ξ′′k′(t̃)
η2

−
∞∑

n=3

ξ
(n)
k′ (t̃)

n!

(
ζ +

η

ξ′′k′(t̃)

)n)}
, (C5)

where gk⃗,⃗k′(ζ, η) = Ĝk⃗,⃗k′

[
ω(ζ, η), J̊i, J̊

′
i

(
t̃′(ζ, η)

)
, ε
]
. The

dependence on J̊i, as well as on ε, is left implicit in the ar-
gument of gk⃗,⃗k′ . Note that the new integration variables

ζ and η vanish at the stationary point.
We now make an additional change of variables such

that the phase is an exact quadratic form. We define

u := ζ
√
1 + P (ζ, η), (C6)

v := η
√

1 +Q(ζ, η), (C7)

where P (ζ, η), Q(ζ, η) are both regular double power se-
ries in ζ and η satisfying P (0, 0) = Q(0, 0) = 0. More
explicitly, let Z be the collection of terms in f with a
power of ζ greater than or equal to 2. Then

P (ζ, η) = −2Z(ζ, η)

ξ′′k′(t̃)ζ2
− 1, (C8)

and Q(ζ, η) is analogously defined in terms of the re-
mainder of f , which is at least quadratic in η. After this
change of variables our integral is given by

Ik⃗,⃗k′ = e−iξk′ (t̃)/ε

∫
R2

du dv ḡk⃗,⃗k′(u, v)e
iF (u,v)/ε, (C9)

where

ḡk⃗,⃗k′(u, v) = gk⃗,⃗k′ (ζ(u, v), η(u, v))

∣∣∣∣∂(ζ, η)∂(u, v)

∣∣∣∣ (C10)
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and

F (u, v) = −1

2
ξ′′k′(t̃)u2 +

v2

2ξ′′k′(t̃)
. (C11)

In the above, we have allowed ourselves to perform
Taylor series around the stationary point. The valid-
ity of this might be questioned because the integration
range extends over all of R2. However, due to the oscil-
latory integrand, the integral (C1) receives a negligible
contribution from the integrand outside a small neigh-
borhood of the stationary point. To show this, we note
that, by assumption (and assuming ξ′′k′(t̃) ̸= 0), both

Ĝk⃗,⃗k′ [ω, J̊i, J̊
′
i(t̃

′), ε] and f(t̃′, ω) are smooth with Ĝk⃗,⃗k′

decaying sufficiently rapidly to zero as |t̃′|, |ω| → ∞.
Given an open ball Br′(p

∗) of radius r′ > 0 centered
on the stationary point p∗ = (t̃, ωk′(t̃)), we have that,

for any 0 < r < r′, p∗ ∈ Br(p∗) ⊂ Br′(p
∗). We choose

some such r, r′ and construct a smooth window function
Wr(t̃

′, ω) such that Wr = 1 on Br(p
∗) and Wr = 0 on

R2 \Br′(p
∗). Then

Ik⃗,⃗k′ =

∫
R2

dt̃′ dω Wr(t̃
′, ω)Ĝk⃗,⃗k′(t̃

′, ω)eif(t̃
′,ω)/ε

+

∫
R2\Br

dt̃′ dω G̃k⃗,⃗k′(t̃
′, ω)eif(t̃

′,ω)/ε

︸ ︷︷ ︸
R(ε)

, (C12)

where G̃ = (1−Wr)Ĝ is a smooth function that vanishes,
along with its derivatives, on ∂Br(p

∗), and as |t̃′|, |ω| →
∞. We can approximate R(ε) by integrating by parts.
Since ∇f ̸= 0 away from the stationary point, let u⃗ =
∇f

|∇f |2 G̃. Then

∇ ·
(
u⃗ eif/ε

)
= (∇ · u⃗) eif/ε + i

ε
G̃eif/ε. (C13)

Hence using the divergence theorem

R(ε) = −iε
∮
∂Br(p∗)

ds n⃗ · u⃗ eif/ε

+ iε

∫
R2\Br(p∗)

∇ · u⃗ eif/ε, (C14)

where n⃗ is the inward -pointing normal to ∂Br(p
∗). We

now set G̃0 = G̃, u⃗0 = u⃗ and recursively define G̃n = ∇ ·
u⃗n−1, u⃗n = ∇f

|∇f |2 G̃n. Then we can repeatedly integrate

R(ε) by parts to obtain, for any n ≥ 1,

R(ε) = −
n−1∑
m=0

(iε)m+1

∮
∂Br(p∗)

ds (n⃗ · u⃗m)eif/ε +Rn(ε),

(C15)
where

Rn(ε) = (iε)n
∫
R2\Br(p∗)

G̃n e
if/ε = O(εn) as ε→ 0.

(C16)

Moreover, G̃ and its derivatives all vanish on ∂Br(p
∗),

implying R(ε) = Rn(ε). Since this is true for all n ≥ 1,
we conclude that R(ε) is smaller than any power of ε as
ε → 0. From this argument we can conclude that, given
any domainD enclosing the stationary point at the origin
(no matter how small: in fact we can give ḡ as small a
support as we require), we have

eiξk′ (t̃)Ik⃗,⃗k′ =

∫
D

du dv ḡk⃗,⃗k′(u, v) e
iF (u,v)/ε (C17)

up to terms smaller than any power of ε, with the Tay-
lor series about the stationary point now appropriately
justified.
We can reduce this to an iterated integral via the co-

area formula [146]: since F (u, v) is smooth and for all
τ ∈ R\{0} the set {(u, v) ∈ R2 : F (u, v) = τ} is a smooth
hyperbola in R2, assuming ḡk⃗,⃗k′ is continuous and inte-

grable we have

Ik⃗,⃗k′ = e−iξk′ (t̃)

∫ ∞

−∞
h(τ)eiτ/εdτ, (C18)

as ε→ 0, up to terms smaller than any power of ε, where

h(τ) =

∫
{F (u,v)=τ}

ḡk⃗,⃗k′(u, v)

|∇F |
ds. (C19)

Here, ds is the element of arc length along the curve
{F (u, v) = τ}. In our justification via integration by
parts, we noted that we can in general choose the support
of ḡ to be an arbitrarily small ball containing the origin.
It thus suffices to obtain an asymptotic approximation
for h(τ) as τ → 0, and use this to obtain an asymptotic
expansion for (C18).
The curve of constant τ is a hyperbola in the plane, to-

tally symmetric under reflection through the origin. We
will perform the integral in the upper-right quadrant,
noting the other portions of the hyperbola will contribute
equally.
Let

u =

(
− 2α

ξ′′k′(t̃)

)1/2

coshβ, (C20)

v =
(
−2ξ′′k′(t̃)α

)1/2
sinhβ, (C21)

such that F (u, v) = α = τ along the curve (the sign of
ξ′′k′(t̃) does not matter here, as we can simply change our
parameterization above to account for this). We can then
rewrite the integral (C19) as

h(τ) =

∫
α=τ

ḡk⃗,⃗k′ (u(α, β), v(α, β)) dβ. (C22)

Recall, by assumption we can restrict our domain of in-
tegration to a finite region enclosing the stationary point
(which is now located at the origin), so we cut off this
integral at u = d, which intersects the path of integra-

tion at β = βmax(τ) = cosh−1
[(
−ξ′′k′(t̃)/2τ

)1/2
d
]
. We
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further expand ḡk⃗,⃗k′ in a Taylor series in (u, v), giving

h(τ) = 4
∑

m,n≥0

ḡ2m,2n

k⃗,⃗k′

(ξ′′k′(t̃)/2)m(1/2ξ′′k′(t̃))n
τm+n

×
∫ βmax(τ)

0

dβ cosh2m β sinh2n β, (C23)

where gi,j is the coefficient of uivj in the Taylor expan-
sion of ḡk⃗,⃗k′ . The factor of four on the right-hand side

accounts for the fact that the integral in Eq. (C19) in-
cludes the contribution from the pieces of the hyperbola
lying in all four quadrants of the (u, v)-plane. This also
ensures we only receive contributions to h(τ) from the
terms even in both u and v in the Taylor expansion of ḡ.
The integrals in Eq. (C23) can be evaluated analyt-

ically [147]. After some algebra and throwing away
smooth terms that do not contribute to the asymptotic
approximation, we have

h(τ) ∼ 4

∞∑
j=0

cjτ
j log(±τ) as τ → 0±, (C24)

where

cj =
∑

m+n=j

(−1)n+1

22m+2n+1

2m!2n!

m!n!(m+ n)!

×
ḡ2m,2n

k⃗,⃗k′

(−ξ′′k′(t̃)/2)m(−1/2ξ′′k′(t̃))n
. (C25)

Finally we consider the Fourier integral (C18),

eiξk′ (t̃)Ik⃗,⃗k′ =

∫ ∞

−∞
h(τ)eiτ/εdτ

=

∫ ∞

0

h(τ)eiτ/εdτ +

(∫ ∞

0

h(−τ)eiτ/εdτ
)∗

=: I+(ε) + (I−(ε))
∗, (C26)

where

I±(ε) ∼ 4

∞∑
ν=0

(±1)νcνΓ(ν + 1)ei(ν+1)π/2

×
{
Γ′(ν + 1)

Γ(ν + 1)
+ i

π

2
+ log ε

}
εν+1, (C27)

as ε → 0+, where Γ′/Γ is the digamma function. Com-
bining both terms we find that both the digamma and
log terms cancel and we obtain the final asymptotic ap-
proximation for Ik⃗,⃗k′ :

Ik⃗,⃗k′ ∼ 4πie−iξk′ (t̃)
∞∑
j=0

cje
i(j+1)π/2j!εj+1 (C28)

as ε→ 0+, which is directly calculable in terms of deriva-
tives of Ĝk⃗,⃗k′ and f .

Appendix D: Averaged redshift

Reference [132] contains a simple proof of Eq. (253)
for equatorial orbits. Here we show it remains true for
generic orbits.
As noted below Eq. (253), it suffices to show that

⟨z0⟩ = ⟨z(0)⟩ +O(ε2), where z0 = dτ/dt and τ is proper
time as measured in the background metric. z(0) is also
equal to dτ/dt, but evaluated along the geodesic that
has the same frequencies Ωi as the accelerated orbit.
The essential idea in our proof is that z0(x

i
p, ẋ

i
p), given

in Eq. (251), is the Lagrangian for a test mass in the
background spacetime. It therefore satisfies the Euler-
Lagrange equations when evaluated along a geodesic, a
fact we can use in evaluating ⟨z0⟩.
We expand xip and ẋip around their geodesic values,

xip(φ̊
j ,Ωj , ϵ) = xi(0)(φ̊

j ,Ωj) + ϵxi(1)(φ̊
j ,Ωj) +O(ε2),

(D1)

ẋip(φ̊
j ,Ωj , ϵ) = ẋi(0)(φ̊

j ,Ωj) + ϵẋi(1)(φ̊
j ,Ωj) +O(ε2).

(D2)

Then

⟨z0⟩ = ⟨z(0)⟩+ϵ

〈
xi(1)

∂z(0)

∂xi(0)
+ ẋi(1)

∂z(0)

∂ẋi(0)

〉
+O(ε2). (D3)

Using 〈
ẋi(1)

∂z(0)

∂ẋi(0)

〉
= −

〈
xi(1)

d

dt

∂z(0)

∂ẋi(0)

〉
, (D4)

we reduce the order-ϵ term in Eq. (D3) to〈
xi(1)

(
∂z(0)

∂xi(0)
− d

dt

∂z(0)

∂ẋi(0)

)〉
. (D5)

This vanishes by virtue of the Euler-Lagrange equations,
establishing the desired result,

⟨z0⟩(Ωi, ε) = ⟨z(0)⟩(Ωi) +O(ε2). (D6)

One might initially presume that this proof is valid
even if we do not expand at fixed values of the frequen-
cies. However, the presumption is incorrect; the proof
would not yield ⟨z0⟩ = ⟨z(0)⟩ +O(ε2) if we expanded at

fixed J̊i rather than fixed Ωi, for example. To see why the
equality only holds for an expansion at fixed frequencies,
note that Eq. (D4) relies on ẋi(1) = dxi(1)/dt (as well as

on d/dt = Ωj∂/∂φ̊j , which holds in the conservative sec-
tor). But in Eq. (D2), ẋi(1) is defined as the order-ε term

in dxi/dt, not as dxi(1)/dt. Generically, differentiating

Eq. (D1) yields

ẋip = Ωj
∂xip
∂φ̊j

= Ωj
∂xi(0)

∂φ̊j
+ εΩj

∂xi(1)

∂φ̊j
+O(ε2). (D7)



38

If we expand at fixed Ωi, the first term here is ẋi(0) and

the second is ẋi(1). But for any other expansion, Ωi itself

is expanded, as in Ωi
(0)(J̊j)+εΩ

i
(1)(J̊j)+. . . (for example).

Equation (D4) then picks up an additional term on the
right-hand side, leading to an order-ε term in ⟨z0⟩.

Appendix E: Action-angle variables in eight versus
six phase-space dimensions

In this appendix we explain why the “renormalized”
action variables in Ref. [48] correspond to our canonical

action variables J̊i, as highlighted in Sec. V. Our conclu-
sion is that the renormalization arises from the fact that
the 8D system is constrained. Enforcing the constraint
induces the renormalization.

Reference [48] formulated the Hamiltonian dynamics
on the 8D phase space with coordinates (xα, p̃α) and time
variable τ̃ . On this phase space, they worked with action-
angle variables (wα, Jα) satisfying

dwα

dτ̃
=
∂H8D

∂Jα
= ωα(Jβ , ε), (E1)

dJα
dτ̃

= −∂H8D

∂wα
= 0, (E2)

with H8D = H(0)(Jα) +
µ
2

〈
[H(1)]

〉
τ
and with H(1) given

by Eq. (100). However, this system also has the con-
straint that H8D = K(Ji, ε) on shell, where in analogy
with Eq. (247), K is given by [48]

K = −µ
2

(
1 + ε

〈
[H(1)]

〉
τ
+O(ε2)

)
. (E3)

Here the τ average is related to our angle average by [49]

⟨·⟩τ =
⟨z·⟩
⟨z⟩

. (E4)

The equations of motion above do not automatically
enforce the on-shell condition H8D(Jt, Ji) = K(Ji). In-
stead, the condition specifies a submanifold on which
Jt = Jt(Ji, ε), and we must restrict the dynamics to that
submanifold. As in Sec. III B, we can obtain the equa-
tions of motion within the submanifold by differentiating
the on-shell condition. Differentiating with respect to
Ji, appealing to the chain rule, using the 8D Hamilton’s
equations, and multiplying by z = dτ̃/dt, we obtain

dwi

dt
= βiz, (E5)

with

βi :=

(
−∂Jt
∂Ji

ωt +
∂K

∂Ji

)
. (E6)

We also trivially have dJi/dt = 0.
If K were independent of Ji, then we would be able to

naturally identify −Jt as the 6D Hamiltonian. This was

the case in Sec. IIIA, where the on-shell value of the 8D
pseudo-Hamiltonian was a constant (equal to −µ/2) on
the 8D phase space, and we were able to use −p̃t as a
6D pseudo-Hamiltonian. However, K is not independent
of Ji. Comparing Eq. (100) to Eq. (120), we can hence
observe 〈

[H(1)]
〉
τ
=

1

⟨z⟩
⟨H(1)⟩. (E7)

Noting that ωt = ⟨ dt
dτ̃ ⟩τ , we see that Eq. (E4) also implies

ωt = 1/⟨z⟩. (E8)

In addition to −Jt not being the 6D Hamiltonian, the
variables wi are also clearly not action angles in the 6D
phase space. If they were, dwi/dt could not contain the
oscillatory factor z in Eq. (E5). To obtain action angles,
we must perform an averaging transformation,

φ̊i = wi −∆wi(φ̊j , J̊i, ε), (E9)

where ∆wi is 2π-periodic in φ̊j . We can find ∆wi

straightforwardly by differentiating Eq. (E9) with re-
spect to t, substituting Eq. (E5), decomposing z into
z = ⟨z⟩+ zosc, and choosing ∆wi to eliminate all oscilla-
tions from dφ̊i/dt. We are then left with

dφ̊i

dt
= βi⟨z⟩. (E10)

It is now reasonably straightforward to show that
Eq. (E10) is equivalent to Hamilton’s equation dφ̊i/dt =

∂H6D/∂J̊i, where

H6D = −Jt
(
1− ε

2

〈
[H(1)]

〉
τ

)
, (E11)

J̊i = Ji

(
1− ε

2

〈
[H(1)]

〉
τ

)
. (E12)

These are the “renormalized” action variables from
Ref. [48], where they were denoted −J̃t and J̃i. To con-

firm that dφ̊i/dt = ∂H6D/∂J̊i, we note this is true if and

only if βi⟨z⟩ = ∂H6D/∂J̊i. Multiplying that equation by

the Jacobian ∂J̊i/∂Jj and exploiting Eq. (E8), we estab-
lish that the equation is true if and only if(

Ji
∂J

(0)
t

∂Ji
− µ⟨z0⟩ − J

(0)
t

)
∂
〈
[H(1)]

〉
τ

∂Ji
= 0. (E13)

We can write this in terms of the geodesic energy E(0) =

−J (0)
t by appealing to the identity ⟨z0⟩ = ∂E(0)/∂µ [48].

The above condition then becomes

−Ji
∂E(0)

∂Ji
− µ

∂E(0)

∂µ
+ E(0) = 0. (E14)

Finally, we note that E(0)(Ji, µ) = µe(0)(Ji/µ), where
e(0) is the specific geodesic energy; this is a trivial con-
sequence of the fact that the specific geodesic energy
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can only depend on the specific actions. Hence, E(0)

is a homogeneous function of order 1 in the variables
(Ji, µ). Euler’s homogeneous function theorem then im-
plies that Eq. (E14) is satisfied, completing the proof that

dφ̊i/dt = ∂H6D/∂J̊i.
Here we have only shown that the renormaliza-

tions (E11) and (E12) are a consequence of enforcing the
constraint. We have not yet shown that Eqs. (E11) and

(E12) are equivalent to our expressions for H6D and J̊i
in the body of this paper. As noted in Sec. VD, the
equivalence between Eq. (E12) and our Eq. (296) for J̊i
follows from Eq. (8.11) of Ref. [48] and our Eq. (253).
The equivalence between Eq. (E11) and our Eq. (297)
for H6D follows from the same equations together with

Eq. (8.3) of Ref. [48].

Although we have enforced the constraint by explicitly
solving the constraint equation and eliminating redun-
dant variables, we note that this is not the only way to
deal with the constraint. One could instead consistently
work in eight dimensions and formulate the 8D dynam-
ics to properly account for the constraint. In that case
we would find that, even in eight dimensions, the ringed
variables J̊µ are the correct actions (with J̊t = −E). In
this sense, the explicit reduction to 6D and the use of t
as the time parameter are not essential in reaching this
conclusion. A future paper will analyze the 8D dynamics
from a constrained-Hamiltonian perspective.
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