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Abstract—Matrix inversion in massive multiple-input multiple-
output (MIMO) precoding imposes significant burden on the
energy efficiency and processing latency of baseband units. In this
paper, we first propose a memristor crossbar based in-memory
computing circuit capable of supporting both zero-forcing (ZF)
and minimum mean square error (MMSE) precoding. The
circuit features a reduced matrix size and enables faster one-
step computation without the need for timing control. Secondly,
to address the computational inaccuracy caused by the limited
conductance range of memristors, we develop an optimized
matrix-to-conductance mapping scheme that jointly considers
device physical constraints and matrix statistics, achieving over
60% reduction in relative computation error compared with
baseline scheme. An associated lightweight circuit enhance-
ment ensures compatibility with practical crossbar architectures,
without incurring significant hardware overhead. Thirdly, we
establish a memristor programming time model grounded in
device-level potentiation and depression dynamics. The analysis
yields closed-form expressions for the expected programming
time and its upper bound, and is further validated through Monte
Carlo simulations, enabling accurate estimation of the system
throughput. Simulation results demonstrate that the proposed
circuit achieves a bit error rate comparable to that of 64-bit
floating-point precoding, while delivering over 100× improvement
in both energy and area efficiency compared with the NVIDIA
RTX A2000 graphics processing unit (GPU).

Index Terms—Massive MIMO, precoding, ZF and MMSE
integration, memristor crossbar, in-memory computing.
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MASSIVE multiple-input multiple-output (MIMO) tech-
nology has become a key feature of modern cellular

communication systems, as exemplified by the 5G cellular
networks [1]. Compared with conventional small-scale MIMO
systems, massive MIMO offers superior interference miti-
gation capabilities and higher spectral efficiency. In the 6G
mobile networks, massive MIMO is expected to scale up to
hundreds or even thousands of antennas to further enhance
system performance.

In time-division duplexing (TDD) systems, precoding tech-
niques utilize uplink channel state information (CSI) to prepro-
cess downlink signals, effectively reducing inter-user interfer-
ence [2]. Common linear precoding algorithms include maxi-
mum ratio transmission (MRT), zero-forcing (ZF) precoding,
and minimum mean square error (MMSE) precoding. Notably,
ZF and MMSE algorithms involve matrix inversion operations
with cubic computational complexity [3], leading to significant
increases in processing latency and energy consumption in the
baseband units of massive MIMO systems.

The emergence of memristor crossbars offers a promising
approach to accelerating matrix operations. Memristors can
perform matrix-vector multiplications (MVM) with in-memory
computing architecture [4], leveraging highly parallel process-
ing to substantially reduce computational complexity, energy
consumption, and data transfer latency between memory and
processors [5].

Previous studies explored the use of memristor crossbar
circuits to implement ZF and regularized ZF algorithms based
on ridge regression [6]. Later research designed memristor-
accelerated ZF precoding with timing control, where the ma-
trix inversion (INV) and matrix-vector multiplication processes
are separated and executed sequentially [7]. Efforts also fo-
cused on employing memristor crossbars for high-parallelism
maximum likelihood (ML) detection in massive MIMO sys-
tems [8]. More recently, hybrid analog-digital computing ar-
chitectures were introduced to develop memristor-based cir-
cuits for successive interference cancellation (SIC) detection
in massive MIMO systems [9]. To further enhance robust-
ness against conductance deviations, an amplifier-augmented
detector architecture was proposed to decouple the processing
of large-scale and small-scale fading matrices, achieving im-
proved bit error rate (BER) with negligible power overhead
increase [10]. A follow-up work further introduced refined
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mathematical modeling and conductance mapping schemes to
enhance detection accuracy under memristor deviations [11].

Despite these advancements, these prior works have not pro-
vided a detailed assessment of how memristor non-idealities
affect precoding performance. For instance, the work [7]
focused on overall BER trends under noise, but did not
explicitly isolate the impact of conductance quantization or
programming uncertainty. Similarly, the study [6] emphasized
errors under varying amplifier gain and memory precision,
while only offering very limited analysis on how circuit
performance is affected by quantization constraints or practical
conductance ranges in low-bit precision regimes.

Moreover, few studies have systematically assessed how
memristor non-idealities, such as limited switching ratio (the
ratio of high resistance state to low resistance state) and
programming variability, affect the performance of precoding
circuits. Notably, the work [12] proposed a resistive random
access memory (RRAM) based baseband processor for MIMO
orthogonal frequency-division multiplexing (OFDM) systems
and introduced a model to estimate the row-wise program-
ming time of memristor crossbars. Their analysis reveals that
the latency scales sublinearly with the number of transmit
antennas. While their work marks a valuable step toward
programming time modeling, it adopts simplified conductance-
programming step model and focuses mainly on asymptotic
upper-bound estimation, without considering the impact of
realistic programming behavior on the latency.

To bridge these gaps, we propose a memristor crossbar
circuit that supports both ZF and MMSE precoding. The
proposed circuit reduces energy consumption by minimizing
the crossbar size and peripheral circuitry, and it enables fast
one-step computation without requiring timing control. To
complement the circuit design, we further develop a prob-
abilistic model, supported by both theoretical analysis and
simulation results, to more accurately evaluate the memristor
programming time under realistic device behaviors, such as
potentiation and depression dynamics.

These contributions bridge the modeling gap between phys-
ical device constraints and system-level performance, enabling
more accurate design trade-offs for future memristor-based
massive MIMO baseband processors. The main contributions
of this paper are summarized as follows.
• We propose a one-step memristor crossbar circuit that

supports both ZF and MMSE precoding, featuring a
reduced array size and simplified peripheral circuitry. By
eliminating the need for timing control, the circuit further
accelerates the processing speed through efficient one-
step computation.

• To mitigate the degradation of computational accuracy
caused by the limited switching ratio of memristors,
we develop an optimized matrix-to-conductance mapping
scheme that jointly considers the physical constraints of
memristors and the statistical properties of the precoding
matrix. Furthermore, the high conductance values as-
signed to diagonal elements, as dictated by the proposed
mapping scheme, motivate a resistor-parallel circuit archi-
tecture selectively applied to diagonal memristor cells via
metal-oxide-semiconductor field-effect transistor (MOS-

FET) regulated switching, thereby minimizing hardware
overhead. The proposed mapping scheme achieves over
60% reduction in relative computation error compared
with the baseline linear mapping scheme, demonstrating
superior robustness under various memristor physical
constraints.

• We propose a probabilistic model for estimating the
memristor programming time, which accounts for the
potentiation and depression characteristics of memristors.
Based on this model, we derive closed-form expressions
for the statistical expectation of programming time and its
upper bound, thereby providing theoretical support for the
time estimation. The consistency between the theoretical
predictions and simulation results validates the accuracy
of the proposed model. This estimation scheme offers a
reliable approach for the quantitative analysis of circuit
throughput, energy efficiency and area efficiency. Based
on the theoretical analysis and simulation results, the
throughput is comparable to the advanced commercial
processors and both the energy and area efficiency of our
design is 100 times higher than these processors.

II. PRELIMINARIES

A. System Model

The transmitter considered in this paper is located at the
base station (BS) of a massive MIMO system operating in
the downlink scenario. The channel matrix H̃ ∈ CNrx×Ntx is
used to characterize the channel gains between the BS and
the user equipment (UE), where Ntx denotes the number of
transmit antennas at the BS and Nrx denotes the number of
receive antennas at the UE. The tilde symbol, e.g., H̃, is used
to indicate complex-valued variables throughout the paper.
Each element h̃nrx,ntx of the channel matrix H̃ represents the
subchannel gain between the ntx-th transmit antenna at the
BS and the nrx-th receive antenna at the UE.

Under ideal conditions, where the distance between transmit
and receive antennas is sufficiently large and the channel
environment is highly random, the subchannel gains in the
MIMO system can be assumed to be uncorrelated. Such
channel conditions can be modeled by an independent and
identically distributed Rayleigh fading channel, which is
h̃nrx,ntx ∼ CN (0, 1).

The received signals at the Nrx antennas of the UE are given
by:

ỹ =
√
ρTH̃x̃ + ñ, (1)

where
√
ρT denotes the transmit power factor, x̃ represents

the transmitted complex signal vector from the Ntx antennas,
and ñ ∼ CN (0, σ2

nINrx
) denotes the additive white Gaussian

noise with INrx
being the Nrx ×Nrx identity matrix.

B. Precoding Algorithms

The linear precoding operation is given by x̃ = W̃s̃, where
W̃ denotes the precoding matrix and s̃ denotes the transmitted
symbol vector.
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ZF precoding aims to direct the transmitted signal energy
toward the intended user while minimizing inter-antenna in-
terference by forcing the signals in other directions to near
zero [13]. The ZF precoding matrix is given by:

W̃ = γH̃H(H̃H̃H)−1, (2)

where γ is a scalar factor ensuring the transmit power con-
straint.

MMSE precoding aims to minimize the mean square error
between the transmitted and received signals by considering
both inter-antenna interference and noise [14]. The MMSE
precoding matrix is given by:

W̃ = γH̃H(H̃H̃H + λINrx)−1, (3)

where λ =
σ2
s

σ2
n

is the ratio of signal power to noise power,
which can be regarded as a regularization parameter.

Considering the physical constraints that conductance, cur-
rent, and voltage are real-valued in memristor crossbar cir-
cuits, complex-valued vectors/matrices must be converted into
real-valued forms, in order to perform computation within
memristor crossbar circuits. For vector ṽ and matrix M̃, their
corresponding real-valued forms are given by

Ωv,
[
R(ṽ)T I(ṽ)T

]T
, ΩM,

[
R(M̃) −I(M̃)

I(M̃) R(M̃)

]
, (4)

where R(·) and I(·) denote the real and imaginary parts,
respectively. We also define x+ , max{x, 0} and x− ,
−min{x, 0}.

C. Basic Characteristics of Memristors

The minimum and maximum available conductance values
of the memristor are denoted by Gmin and Gmax. By apply-
ing appropriate electrical excitation, the conductance can be
adjusted to a target value Gtarget ∈ [Gmin, Gmax]. The actual
conductance is denoted as Gfinal. Experimental results have
shown that the conductance variation follows a zero-mean
Gaussian distribution with a variance that remains constant
regardless of the conductance value [15]. To simplify the
analysis, the memristor conductance variation is modeled as
Gfinal = δGtarget, where δ denotes the conductance variation
factor and δ ∼ N (1, σ2

norm). The normalized standard devia-
tion is given by σnorm = εp/Gtarget, where εp represents the
small residual error after programming process, and it has the
same unit as Gtarget.

The conductance resolution is represented by bit precision,
which specifies the number of resolvable conductance levels,
and it is influenced by the device variation during program-
ming process. In practical implementations, considering the
limitation of programming time, the programming process

relies on a predefined lookup table, and the target conductance
Gtarget is restricted to a discrete set of values rather than
being continuously tunable. Typically, the conductance range
is divided into L = 2εbp levels [16], and εbp denotes the bit
precision of the memristor.

D. Basic Circuit Theory for Memristor Crossbar
Matrix-Vector Multiplication: The MVM circuit executes

the operation M · s = n. Its core component is a memristor
crossbar consisting of i word lines (rows) and j bit lines
(columns). The conductance at each crosspoint forms the
conductance matrix G ∈ Ri×j , which is linearly mapped from
M ∈ Ri×j . According to Kirchhoff’s current law, the rela-
tionship between the output current vector i, the conductance
matrix G, and the input voltage vector v is given by:

i = G · v. (5)

Matrix Inversion: The matrix inversion circuit shares a
similar structure with the MVM circuit but operates on square
matrices. By applying Kirchhoff’s laws, the relationship is
given as:

−G−1 · i = v. (6)

This circuit can also be regarded as a linear equation solver,
capable of computing M−1 · s = n in a single step, which is
particularly valuable for channel inversion in linear precoding.

III. PROPOSED MEMRISTOR CROSSBAR-BASED MIMO ZF
& MMSE PRECODER CIRCUIT

The circuit consists of two main components: the INV
component (including NINV, Dmem and PINV) and the MVM
component (including NMVM and PMVM), as illustrated in
Fig. 1. In the INV component, the diagonal matrix Dmem can
be regarded as the sum of a balancing matrix and a regulariza-
tion matrix. The balancing matrix addresses the conductance
imbalance caused by the diagonally dominant matrix H̃H̃H ,
while the regularization matrix maps the regularization term
(λI) in the MMSE algorithm. In the MVM component, the
operational transconductance amplifiers (OTAs) convert the
output voltage vx to current feedback. By applying Ohm’s
law and Kirchhoff’s laws to the circuit shown in Fig. 1, the
following equation is obtained:

(PINV−NINV +Dmem)−1is = (PMVM−NMVM)−1vx. (7)

Denote Z̃ = H̃H̃H and construct the matrix ΩM = 2ΩZ

Ntx
−

2I2Nrx
. Then the proposed circuit mapping scheme is given in

(8) at the bottom of this page, where the factor α is employed
to establish the correspondence between matrix elements and
memristor conductance values.

For λ = 0, the proposed circuit performs the ZF precoding
algorithm, while for λ 6= 0, the proposed circuit performs the
MMSE precoding algorithm.

is = −Ωs, vx = Ωx, Dmem = α

(
2 +

2λ

Ntx

)
I2Nrx

, PINV = αΩ+
M,

NINV = αΩ−M, PMVM = α
2 Ω+

HH

Ntx
, NMVM = α

2 Ω−HH

Ntx
,

(8)
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is = −Ωs

κ
, vx = Ωx, Dmem = α

(
Nd +

λ

rds

)
I2Nrx

, PINV = α

(
ΩZ

rds
−Nd I2Nrx

)+

,

NINV = α

(
ΩZ

rds
−Nd I2Nrx

)−
, PMVM =

κΩ+
HH

rds
, NMVM =

κΩ−HH

rds
,

(9)

TIAs

Fig. 1. Proposed memristor crossbar-based MIMO ZF & MMSE precoder
circuit.

IV. OPTIMIZED MAPPING SCHEME FOR MIMO PRECODER
CIRCUIT

It is widely acknowledged that memristors cannot directly
represent negative values, and the adopted positive-negative
separation scheme results in approximately 50% of the tar-
get conductance values being zero. Consequently, limited by
the memristor switching ratio, different mapping scales can
significantly affect computational errors. In fact, through a
series of appropriate linear scaling operations, the proposed
circuit retains the capability to accurately perform the intended
computation. Based on the circuit structure, a more general
mapping expression can be derived as (9) at the top of the
next page, where the factor κ has the similar role to α,
rds = Ntx

Nd
represents the matrix scaling factor, and Nd denotes

the scalar that corresponds to the identical diagonal entries of
the balancing matrix.

We simulate the computation errors under different mapping
ratios and maximum conductance to verify the effectiveness
of the proposed mapping scheme. In the simulation, α is set
to 100µS, κ is set to rdsGmax

2
√

2
, Gmax is expressed in unit of

100µS, is is expressed in milliamperes, and vx is expressed in
millivolts. The simulation results are shown in Fig. 2(a), which
indicate that the relative computation errors of the proposed
circuit decreases as Nd increases within a certain range. How-
ever, when Nd exceeds this range, the relative error increases
rapidly. This is because limited by the conductance range of

the memristor, an excessively large Nd significantly raises the
probability of conductance exceeding the conductance range,
leading to computational inaccuracies. As Gmax increases, the
feasible range of Nd also expands, which facilitates a further
reduction in computation error. Therefore, when selecting the
mapping ratio, a trade-off should be considered based on the
characteristics of the memristor device. The simulation results
demonstrate that the optimized mapping scheme reduces the
relative computation error by more than 60% compared to the
baseline approaches (Nd = 2) in [7], demonstrating superior
robustness across various memristor physical constraints.

To ensure that the probability of conductance exceeding
the limitation range of memristor conductance remains below
0.3%, the theoretical optimal value of Nd can be determined
through calculation, and the optimal value N∗d is given by

N∗d = ξ ·
√

2Ntx

3
·Gmax, (10)

where ξ is an experimentally determined coefficient to com-
pensate for the random disturbances, such as residual error εp,
that affect circuit performance. In the simulation, ξ is set to
0.8.

To further validate the robustness of the proposed map-
ping scheme under spatially correlated MIMO channels, ad-
ditional simulations are conducted based on the Kronecker
channel model, where the channel matrix is given by H̃ =

R
1/2
r W̃R

1/2
t . In this model, W̃ denotes a Rayleigh fading

matrix with i.i.d. complex Gaussian entries, and both the
transmit and receive correlation matrices Rt and Rr follow
a Toeplitz exponential model. The (i, j)-th entry of R is
given by [R]i,j = ρ|i−j|. The transmit and receive correlation
coefficients are assumed to be identical (ρt = ρr = ρ).

The corresponding results are shown in Figs. 2(b)–(d),
which illustrate the variation of relative computation error
with respect to Nd for different correlation coefficients ρ,
under maximum conductance of 200µS, 300µS, and 400µS,
respectively. Similar to the Rayleigh case, the relative error
first decreases and then increases as Nd grows. In addition,
higher spatial correlation not only results in slightly larger
computation errors due to the uneven distribution of equivalent
channel gains, but also narrows the feasible range of Nd.
Consequently, although increasing Gmax still enlarges the
valid Nd range and helps further reduce the overall error, the
benefit gradually diminishes under stronger correlation. These
results demonstrate that the proposed mapping scheme remains
reasonably effective under correlated channel conditions, par-
ticularly in relatively rich-scattering channels.

Similar to the Rayleigh channel case, for the Kronecker
channel model, the optimal value N∗d is expressed as
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Fig. 2. Circuit computation errors under different mapping ratios and maximum conductance (with same minimum conductance). (a) Rayleigh fading channel,
(b) Kronecker channel model (Gmax = 200µS), (c) Kronecker channel model (Gmax = 300µS), (d) Kronecker channel model (Gmax = 400µS).

N∗d = ξ · GmaxNt

ηρ+ 3

√
ζ

2
(1 + ρ)

, (11)

where η , tr(Rt) and ζ , tr(R2
t ) are determined by the

transmit correlation matrix Rt. Compared with the Rayleigh
channel case, the presence of spatial correlation increases the
denominator term in (11), thereby reducing the feasible range
of Nd and resulting in a smaller theoretical optimum N∗d . This
analytical result is consistent with the simulation observations
in Figs. 2(b)–(d), confirming that higher correlation levels
constrain the allowable mapping ratio and thereby affect the
achievable computation accuracy.

Unlike the target conductance of the memristors in the
MVM and INV components shown in Fig. 1, the diagonal
matrix Dmem corresponds to a relatively higher set of mem-
ristor conductance values. To accommodate this feature while
minimizing hardware overhead, a lightweight circuit enhance-
ment is introduced: upon considering the limited number of
diagonal elements in Dmem, each memristor in the diagonal
matrix is connected in parallel with multiple resistors of fixed
conductance Gmax, while MOSFET switches are utilized to

Fig. 3. Circuit structure of one diagonal memristor cell.

regulate their connection to the circuit and flexibly realize
the desired conductance values. The corresponding circuit
structure is illustrated in Fig. 3.

Under the assumption of Rayleigh channel, the number of
constant resistors NR contained in each memristor cell can be
determined according to

NR =

⌈
ξ ·
(

λ

Ntx
+ 1

) √
2Ntx

3

⌉
, (12)

where d·e denotes the ceiling function. The value of NR

primarily depends on the memristor crossbar scale and is
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Fig. 4. Number of constant resistors in each memristor cell under Rayleigh
channel.

Fig. 5. Number of constant resistors in each memristor cell under Kronecker
channel model, with SNR fixed at 10 dB.

relatively less sensitive to the SNR. Fig. 4 illustrates the
number of constant resistors required per memristor cell in
the proposed circuit when executing the MMSE precoding
algorithm under different crossbar scales and SNR conditions.

When spatial correlation is introduced in the Kronecker
channel model, the estimation of NR is modified as

NR =

ξ ·
(

λ

Ntx
+ 1

)
· Nt

ηρ+ 3

√
ζ

2
(1 + ρ)

 . (13)

Fig. 5 further illustrates this relationship by fixing the SNR
at 10 dB and plotting the variation of NR with respect to
different crossbar scales and correlation coefficients.

V. A MONTE CARLO APPROACH FOR MEMRISTOR
PROGRAMMING TIME ESTIMATION

A. Closed-Form Expression of Programming Time

Considering the proposed circuit in the downlink scenario,
programming time constitutes a significant portion of the
overall computational latency. However, to the best of our
knowledge, there has been few prior works that provide a de-
tailed analysis of the programming time. In this subsection, we
derives a closed-form expression for the memristor program-
ming time and validates it through Monte Carlo simulations.

Throughout the derivation, w denotes the normalized ratio
of programming steps, Ts represent the duration of a single
programming pulse, and Stotal denote the total number of steps
required to switch a memristor from its lowest to highest
resistance state. The memristor crossbar commonly imple-
ments row-wise parallel programming [8]. Since the impact of
residual errors on the programming time is relatively minor,
they are excluded in the following simplified model.

Building on the preceding discussion, we now derive a
closed-form expression for the expected number of program-
ming steps. We take the matrix PINV as an example for
derivation. The off-diagonal elements of this matrix follow
a Gaussian distribution, while the diagonal elements follow a
centralized Gamma distribution. Based on this distinction, the
modeling of diagonal and off-diagonal elements is carried out
separately as follows.

Off-diagonal: Each off-diagonal element is modeled as a
zero-mean Gaussian random variable:

P ∼ N (0, σ2), σ = α
Nd√
2Ntx

. (14)

Diagonal: Each diagonal element is modeled as a central-
ized Gamma random variable with a scaling factor:

P ∼ Γ(k = Nt, θ)− αNd, θ = α
2Nd

Ntx
. (15)

All conductance values are represented by the same variable
P for the sake of illustration, and the unit of P is µS. The
conductance variable P is quantized over a predefined range:{

Gk = Gmin + k∆G, k = 0, 1, . . . , L− 1,

∆G = Gmax−Gmin

L .
(16)

The quantization function is defined as:

Q(P ) =


G0, P ≤ G0,

Gk, Gk < P ≤ Gk+1, 1 ≤ k ≤ L− 1,

GL−1, P > GL−1.

(17)

To more accurately estimate the programming time of mem-
ristors, we adopt the programming model proposed in [17].
Let αp and αd represent the potentiation and depression
coefficients respectively, which characterize the nonlinearity
of the memristor programming process. As shown in (18)
and (19), the functions Gpot(w) and Gdep(w) characterize the
evolution of memristor conductance with respect to the nor-
malized number of programming steps under the potentiation
and depression operations, respectively.

Gpot(w) =
((
G
αp
max −Gαp

min

)
w +G

αp

min

) 1
αp , w ∈ [0, 1], (18)
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Gdep(w) =
((
Gαd

max −G
αd

min

)
w +Gαd

min

) 1
αd , w ∈ [0, 1]. (19)

From these two equations, we obtain the inverse function
of (18) and (19):

w(G) =


Gαp −Gαp

min

G
αp
max −Gαp

min

, Gtar > Gcur,

1− Gαd −Gαd

min

Gαd
max −Gαd

min

, Gtar ≤ Gcur,
(20)

where Gcur denotes the current conductance, and Gtar denotes
the target conductance. From Gcur to Gtar, the required
number of programming steps is given by

Sprog = Stotal · |w(Gtar)− w(Gcur)| . (21)

For each quantized level Gk, the corresponding probability
mass function, pk = Pr(Gk ≤ P < Gk+1), is detailed below.

Off-diagonal:

pk =



Φ

(
G1

σ

)
, k = 0,

Φ

(
Gk+1

σ

)
− Φ

(
Gk
σ

)
, 1 ≤ k ≤ L− 2,

1− Φ

(
GL−1

σ

)
, k = L− 1.

(22)

Diagonal:

pk=


F (G1+αNd), k=0,

F (Gk+1+αNd)−F (Gk+αNd), 1≤k≤L−2,

1−F (GL−1+αNd), k=L−1.

(23)

where Φ(·) and F (·) are the cumulative distribution functions
of the Gaussian and Gamma distributions, respectively. The
probabilities are normalized

pk ←
pk∑L−1
i=0 pi

, (24)

to ensure
∑L−1
k=0 pk = 1.

Assuming independently sampled conductance Gm and Gk,
the expected programming step is given by:

E[Sprog] = Stotal

L−1∑
k=0

L−1∑
m=0

pkpm |w(Gm)− w(Gk)| . (25)

As L → ∞, the expected number of programming steps can
be expressed as

E[Sprog] = Stotal

∫∫
|w(y)− w(x)| fP (x)fP (y) dx dy, (26)

where the probability density function (PDF) fP (x) is defined
over the interval [Gmin, Gmax]. The PDFs are given as follows.

Off-diagonal:

fP (z) =
1√
2πσ

exp

(
− z2

2σ2

)
, (27)

Diagonal:

fP (z) =
1

αΓ(k)θk

(
z+αNd

α

)k−1

exp

(
−z+αNd

αθ

)
. (28)

The programming time Tprog of a single memristor is given
by:

Tprog = Ts · S̄prog = Ts · E[Sprog]. (29)
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Fig. 6. Convergence of the average number of programming steps obtained
via Monte Carlo simulations: (a) PINV matrix, and (b) PMVM matrix. Each
curve represents a different initial conductance state. In each subfigure, the
theoretical value is shown in orange for comparison.

B. Validation by Monte Carlo Simulation

To validate the above expression, we conducted a Monte
Carlo simulation, as illustrated in Fig. 6, where the theoretical
values are highlighted in orange. The simulation parameters
are set as Ts = 1 ns, Stotal = 100, Ntx = 32 and Nd = N∗d .

For each curve, each point represents the average number
of programming steps over the first Nprog independent exper-
iments. As the number of independent programming exper-
iments increases, S̄prog gradually stabilizes. When repeating
the experiments with different initial conductance states, S̄prog
consistently converges with less than 5% deviation from the
theoretical value. The Monte Carlo results thus validate that
our closed-form solution is accurate.

C. Crossbar Programming Time

Under the row-wise parallel programming scheme, all mem-
ristors within a row are updated simultaneously, while mem-
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ristor crossbar is sequentially programmed from one row to
the next. Hence, the total programming time for the crossbar
equals to the number of rows times the programming time per
row.

For the 2Nrx × 2Nrx INV crossbar, each row contains one
diagonal memristor (programmed with a latency of TINV-d)
and multiple off-diagonal memristors (each programmed in
TINV-od). Since all memristors within a row are programmed
simultaneously, the row programming time is determined by
the largest of TINV-d and TINV-od. Consequently, the overall
programming time of the INV crossbar can be expressed as:

TINV = 2Nrx ·max{TINV-d, TINV-od}. (30)

For the 2Nrx × 2Ntx MVM crossbar, all elements follow
the same distribution, and thus the overall programming time
of the MVM crossbar is given by

TMVM = 2Nrx · TMVM-row, (31)

where TMVM-row denotes the programming time for each row
of MVM crossbar.

The overall programming latency is determined by the
slowest crossbar, namely,

Tprog = max{TINV, TMVM}
=2Nrx ·max{TINV-d, TINV-od, TMVM-row}. (32)

D. Programming Time of Memristor Crossbar in Massive
MIMO Systems

In massive MIMO systems, the impact of memristor vari-
ability on programming steps is more significant due to the
large number of memristors updating in parallel. While Section
V-A focuses on the programming time of a single memristor
cell, this alone does not reflect the actual programming latency.
Specifically, since all memristors in a row are programmed
simultaneously, the row programming latency is determined
by the slowest device, i.e., the one requiring the maximum
number of steps. This effect becomes more significant as the
crossbar size increases. To demonstrate the time complexity,
we employ extreme value theory to model the statistical
distribution of the maximum programming steps.

We take the programming time of matrix PINV as an
example for derivation. As derived in (25), the mean µS and
variance σ2

S of Sprog can be obtained through:

µS = E[Sprog], σ2
S = E[S2

prog]− (E[Sprog])2. (33)

Since Sprog is bounded between 0 and Stotal, it satisfies a sub-
Gaussian tail bound, expressed as

Pr{Sprog − µS > x} ≤ exp

(
− x2

2σ2
S

)
, x ≥ 0. (34)

Assume that there are Moff = 2Nt−1 off-diagonal memris-
tors in each row. Let Smax denote the maximum programming
steps among these memristors, which is expressed as:

Smax = max
1≤j≤Moff

Sj , (35)

where Sj are i.i.d. copies of Sprog. Applying the sub-Gaussian
tail inequality (34), the survival function of Smax is upper
bounded by

Pr{Smax > µS + x} ≤M exp

(
− x2

2σ2
S

)
. (36)

The expected maximum programming steps can be ex-
pressed as

E[Smax] = µS +

∫ ∞
0

Pr{Smax > µS + x}dx. (37)

To tightly bound this integral, we select a threshold x0 =
σS
√

2 lnMoff and partition the integration domain:

E[Smax] ≤ µS + x0 +

∫ ∞
x0

Moff exp

(
− x2

2σ2
S

)
dx. (38)

By using the standard upper bound for the Q-function and
evaluating the Gaussian tail integral, we obtain:

E[Smax] ≤ µS + σS
√

2 lnMoff +
σS√

2π lnMoff

. (39)

Consequently, the programming time of a single row of PINV
can be approximated as

TINV-row = max {TINV-d, Ts E[Smax]} . (40)

The above analysis demonstrates that the time complexity
for programming time is O(

√
lnNt), which depends on the

number of transmit antennas in MIMO systems. This result
enables more accurate estimation of the programming time in
massive MIMO scenarios, and the derived expressions provide
closed-form guideline for assessing the programming time
overhead in memristor-based implementations.

VI. PERFORMANCE OF PROPOSED MIMO PRECODING
CIRCUIT

To evaluate the performance of the proposed circuit in
executing precoding algorithms, simulation experiments are
conducted to analyze the impact of memristor non-idealities
on BER in the downlink scenario. In the simulation, the mod-
ulation scheme is quadrature amplitude modulation (QAM)
with the modulation order M .

We first evaluate the impact of εp and εbp on system BER
when executing the MMSE precoding algorithm using the
proposed circuit with Nrx = 16, Ntx = 32, M = 16 and the
signal-to-noise ratio (SNR) of 16 dB. Fig. 7 shows that the
system BER decreases as εbp increases or as εp decreases. As
shown in the dark blue region, when εbp ≥ 6 and εp ≤ 3, the
system BER remains at a low level. Under these conditions,
the BER degradation of the proposed circuit is less than 5%,
compared to FP64 precoding executed on graphics processing
unit (GPU).

Next we evaluate the impact of εp and εbp with different
modulation schemes on BER. The yellow contour line in Fig. 8
marks the BER obtained under FP64 computation, serving as
a performance benchmark for comparison. The simulation is
conducted with Nrx = 4, Ntx = 32, and SNR = 10 dB, under
4QAM, circular 8QAM, rectangular 8QAM, and 16QAM
modulation schemes. As the modulation order decreases, the
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Fig. 7. Impact of εp and εbp on system BER when executing the MMSE
precoding algorithm using the proposed circuit.

system BER decreases accordingly. Under 16-QAM modula-
tion, the proposed circuit achieves a BER comparable to that
of FP64 computation when εbp exceeds 6 bits and εp is below
2µS. Under 8-QAM modulation, comparable performance is
observed with εbp above 5 bits and εp below 3µS. For 4-QAM
modulation, the circuit achieves a comparable BER even with
εbp reduced to 4 bits and εp increased to 7µS. These results
demonstrate that reducing the modulation order significantly
relaxes the precision requirements for the memristor.

In Fig. 9, we further compare the BER performance of the
proposed circuit when executing ZF and MMSE algorithms
under different εbp values, with Ntx = 32, Nrx = 16, M = 4
and εp = 1µS. The shaded regions in the figure represent the
inter-quartile range, highlighting the spread between the 25th
and 75th percentiles of the BER across Monte Carlo trials.

At low SNRs, as expected, no significant difference is
observed between the proposed circuit and the FP64 compu-
tation. As the SNR increases, the BER reduction rate of the
proposed circuit is significantly suppressed due to the limited
bit precision of the memristor. At medium-to-high SNRs, the
circuit with 4-bit memristors exhibits a significantly higher
BER than that with 6-bit memristors, whereas replacing 6-bit
memristors with 8-bit ones yields only marginal performance
improvement.

VII. THROUGHPUT AND ENERGY EFFICIENCY

For both ZF and MMSE precoding algorithms, the primary
computational burden arises from matrix inversion, leading

Fig. 8. BER performance of the proposed circuit under different modulation
orders when executing the MMSE precoding algorithm.

to a time complexity of O(n3), where n is the dimension
of the square matrix Z̃ = H̃H̃H. Under ideal conditions, the
proposed circuit can execute ZF or MMSE precoding within
a single convergence time, which remains constant regardless
of the matrix size, which corresponds to a time complexity of
O(1). In the following, we provide a detailed analysis of the
throughput and energy efficiency of the proposed circuit.

As an example, we determine the numbers of floating-point
operations (FLOPs) required by the two precoding algorithms
given Ntx = 32 and Nrx = 16. Considering the operations
accelerated by the proposed circuit, completing one group of
symbols requires 25,600 FLOPs for ZF precoding and 25,856
FLOPs for MMSE precoding.

TABLE I
POWER CONSUMPTION OF MAIN COMPONENTS IN THE PROPOSED MIMO PRECODER CIRCUIT

Main Component Key Specifications Power Consumption Reference

Current digital-to-analog converter (DAC) 8-bit, 0.4 ns conversion delay 1.6mW [18]
Voltage analog-to-digital converter (ADC) 10-bit, 0.5 ns conversion delay 41.3µW [19]

Operational Amplifier (OA) 500MHz gain-bandwidth product, 80 dB open-loop gain 12µW [6]
Memristor Programming 6-bit 0.6 pJ [20]
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Fig. 9. BER comparison between the proposed circuit and FP64 computation
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Studies have shown that the convergence time of the resistor
crossbar is independent of the crossbar size, but depends on
the factors, such as the distribution of conductance values and
the eigenvalues of the correlation matrix associated with the
conductance matrix [21], [22]. LTspice® transient simulation
results indicate that the convergence time of the proposed
circuit is less than 20 ns, as illustrated in Fig. 10, where each
curve represents the temporal evolution of the output voltage
vector vx in response to one group of input symbols.

Based on the estimation of programming time Tprog de-
scribed in Section V and the single convergence time Tconv in
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Fig. 11. Throughput of the proposed circuit compared with commercial
processors and an RRAM IMC baseline under varying matrix sizes (Ntx =
2Nrx). The right-axis scale indicates the performance gain of the proposed
circuit relative to the RRAM IMC baseline.

Fig. 10, the total computation time Ttotal-mem can be obtained by
Ttotal-mem = Tprog +Tconv. For commercial processors, the total
computation time Ttotal-pro consists of data transfer time Ttran
and floating-point computation time Tcomp. According to the
estimation in [6], the total computation time is approximately
twice the floating-point computation time Ttotal-pro ≈ 2 · Tcomp.

Table I lists the energy consumption of the main components
in our MIMO precoder circuit, and Table II presents the energy
consumption of the four baseline general-purpose processors.
The energy consumption of the proposed circuit is evaluated
with reference to the method proposed in [6], focusing on
its key components, while the energy consumption of the
commercial processors are estimated based on their datasheets.

In addition to the energy consumption, we also quantify
the area footprint of the main components in the proposed
circuit. To facilitate comparison, all circuit areas are evaluated
using the same 14-nm CMOS technology node adopted in [6].
Specifically, the operational amplifier occupies approximately
50 µm2 [6], the 8-bit DAC requires 3.07 µm2 [18], the 10-bit
ADC occupies 0.01 mm2 [19]. Regarding the memory ele-
ments, the area footprint of a regular RRAM cell is estimated
based on the 4F 2 scaling assumption reported in [20]. For the
proposed diagonal cell, its area is estimated by proportionally
scaling the 0.46 µm2 footprint reported for the 6T6R cell with
parallel resistors in [6].

Furthermore, throughput, energy efficiency, and area effi-
ciency are adopted as evaluation metrics to comprehensively
assess the performance of the proposed circuit. They are
respectively defined as

Throughput = FLOP/Total computation time, (41)
Energy efficiency = FLOP/Energy consumption, (42)

Area efficiency = Throughput/Area. (43)

Figs. 11–13 compare the throughput, energy efficiency, and
area efficiency of the proposed circuit with those of four
representative commercial processors (Intel Core i7-975EE,
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TABLE II
POWER CONSUMPTION OF COMMERCIAL PROCESSORS

Processor Type Model Power Consumption Peak Floating-Point Performance Die Size Reference

CPU Intel Core i7-975EE 130W 53.28GFLOPS 263mm2 [23]
CPU Intel Xeon Platinum 8562Y+ 300W 5.6TFLOPS N/A [24]
GPU NVIDIA RTX A2000 70W 8TFLOPS 276mm2 [25]
GPU NVIDIA TESLA V100 250W 14TFLOPS 815mm2 [26]
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Fig. 12. Energy efficiency of the proposed circuit compared with commercial
processors and an RRAM IMC baseline under varying matrix sizes (Ntx =
2Nrx). The right-axis scale indicates the performance gain of the proposed
circuit relative to the RRAM IMC baseline.
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Fig. 13. Area efficiency of the proposed circuit compared with commercial
processors and an RRAM IMC baseline under varying matrix sizes (Ntx =
2Nrx). The right-axis scale indicates the performance gain of the proposed
circuit relative to the RRAM IMC baseline.

Intel Xeon Platinum 8562Y+, NVIDIA RTX A2000, and
NVIDIA Tesla V100) as well as an analog RRAM-based
baseline circuit that implements the same MMSE algorithm
through ridge-regression computation [6]. The specifications
of the commercial processors were obtained from their official
datasheets [23]–[26] and are summarized in Table II. These
processors serve as representative general-purpose central pro-
cessing units (CPUs) and GPUs, while the analog RRAM
design serves as a representative in-memory-computing (IMC)
baseline for the same algorithmic functionality. As can be
seen from Figs. 11–13, the throughput, energy efficiency,
and area efficiency of commercial processors remain nearly
constant regardless of the matrix dimension, while those of
the proposed memristor crossbar improve significantly as the
matrix size increases.

When the matrix size Nrx is smaller than 16, the throughput
of the proposed circuit is lower than that of the Intel Core i7-
975EE. At Nrx = 256, the throughput becomes comparable to
that of state-of-the-art commercial processors. As the matrix
size increases further, the throughput of the memristor crossbar
surpasses all the selected baseline processors. Compared with
the RRAM IMC baseline, the proposed design achieves a
slightly higher throughput, as reflected by the performance
gain curve with its scale shown on the right axis.

In terms of energy efficiency, the memristor crossbar consis-
tently demonstrates advantages of several orders of magnitude
across all matrix sizes to commercial processors. For example,
the energy efficiency of the proposed circuit is 100 times
higher than that of the NVIDIA RTX A2000 when Nrx = 8.
Similar to the RRAM IMC baseline, the proposed design
exhibits an increasing trend as Nrx grows, yet consistently
achieves a 30%–50% improvement across all matrix sizes.

Regarding area efficiency, the proposed circuit outperforms
the selected CPU and GPU baselines by two to three orders
of magnitude. Compared with the RRAM IMC baseline,
the proposed design follows the same increasing trend as
the matrix size grows, while achieving 60%–100% higher
efficiency across the evaluated range of Nrx.

In addition, although the integration of parallel resistors may
raise concerns regarding potential area overhead, our design
confines these resistive elements to the diagonal positions of
the crossbar, resulting in a negligible footprint relative to the
full crossbar. The relative area proportions among the three
core components (Operational Amplifier, regular RRAM cell,
proposed diagonal cell) of the proposed circuit are illustrated
in Fig. 14, for small-scale crossbars (e.g. Nrx = 8), the area
occupied by the proposed diagonal cells is comparable to that
of the regular RRAM cells, while both together constitute only
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fier, regular RRAM cell, proposed diagonal memristor cell) in the proposed
circuit under varying matrix sizes (Ntx = 2Nrx).

a minor portion within the considered circuit components,
whose overall area is largely dominated by the operational
amplifiers. As the array dimension increases, the number
of diagonal cells grows only linearly with Nrx, whereas
the RRAM cells increase quadratically, leading to a clear
divergence between the two. Consequently, the fraction of the
diagonal cells remains nearly constant around 0.3%−0.4%
and even slightly decreases, indicating that their contribution
to the area of the proposed circuit becomes progressively
less significant. Therefore, the integration of these additional
resistors does not compromise the density advantage of the
proposed IMC architecture.

VIII. CONCLUSION

In this paper, we have proposed a memristor crossbar-based
precoder circuit for accelerating linear precoding algorithm in
downlink massive MIMO systems. To address the computa-
tional inaccuracies arising from the limited conductance range
of memristors, we have optimized the mapping scheme that
jointly considers matrix characteristics and device constraints
under both Rayleigh and Kronecker channel models, reducing
the relative computation error by more than 60% compared to
baseline approaches. Furthermore, we have developed a proba-
bilistic model for estimating the programming time associated
with the proposed circuit. Based on this model, the closed-
form upper bound and the complexity for the programming
time have been obtained. Simulation results have shown that
when εp ≤ 3 and εbp ≥ 6, the BER of the proposed
circuit only degrades within 5% compared to FP64 GPU.
Additionally, the proposed circuit achieves high throughput
while significantly enhances both energy and area efficiency
in massive MIMO configurations, outperforming conventional
digital processors under comparable conditions.

In summary, this work has identified and addressed key
enabling factors for ultra-efficient precoding in massive MIMO
systems. The proposed mapping scheme and probabilistic
model together bridge the gap between memristor-level non-
idealities and system-level performance, laying a foundation
for scalable and energy-aware baseband signal processing
acceleration.
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