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Wave propagation methods have been widely investigated for the potential application to the detection and localisation of discontinuities in structural waveguides. In the low-mid frequency ranges, previous preliminary works that used the analytic signal theory have considered local wavenumber estimations based on the time domain for the purpose of localisation in mechanical structures. However, these have not fully exploited the potential of this approach. This is accomplished herein for a one-dimensional infinite-like waveguide by means of two methods applied in the spatial domain; namely the Hilbert transform via the wavenumber domain estimator and the Direct Quadrature method. Modifications are proposed to make these methods more suitable to the space-wavenumber application and for the purpose of localisation. A three-dimensional plot is proposed, where local divergences of the wavenumbers indicate the positions of the discontinuities for otherwise uniform waveguides. Numerical simulations and experiments show an accurate estimation of the local wavenumbers and validate the methods with the proposed modifications for the localisation of different types of discontinuities. 
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Introduction 
Detection of discontinuities or local changes within structures is an important activity for health assessment and characterisation of structural components. The estimation of wavenumbers for structures can give information about discontinuities present in waveguides. Thus wavenumber estimation is a relevant topic in applications that require the understanding of wave propagation characteristics of structures including periodic features, damaged structures, complex geometries and other applications [1-4]. 
Wavenumbers have traditionally been evaluated through a global approach, where multiple measurement points along the structure are used to derive one space-invariant estimate [5-9]. A conventional spatial Fourier transform follows the same principle, as the signal under analysis is assumed to have space-invariant amplitude and wavenumbers. On the other hand, local approaches allow for the understanding of the wavenumber spatial distribution and its variation provides insight into the underlying properties or behaviour of the structure and potential structural changes. 
A way to determine wavenumbers locally is through the windowed Fourier transform, where the Fourier transform is applied sequentially to consecutive sections of a structure, identifying local aspects in the spatial dimension. Methodologies based on this principle have been proposed to determine local wavenumbers with the purpose of locating discontinuities in a structure in the form of delamination in multi-layer composites [2, 10-12], corrosion [13, 14] and surface defects [15]. Although local quantities are identified, these methodologies are based on a global approach approximated to a local one by spatial windowing. 
Truly local quantities can be derived using the analytic signal theory, where local properties can be theoretically extracted for each measurement point instead of being approximated through a short-windowed version of the signal. The analytic signal is a complex-valued signal that contains information about the local amplitudes and local wavenumbers of a signal, thus allowing for their estimation. The determination of the analytic signal from a real-valued signal can be challenging, and there exist multiple methods to achieve this with the Hilbert transform being commonly used (Feldman [16]). 
Note that this work specifically focuses on the local aspect of the wavenumbers. However, depending on the application, the time dependency is also important, for which the instantaneous aspect of wavenumbers can be explored. In both cases, the starting signals are waves measured in the spatial domain which are then analysed spatially to yield local wavenumbers or over time to yield instantaneous wavenumbers. Similarly, when the starting signals are oscillations in the time domain, local or instantaneous frequencies can be determined by considering either space or time appropriately in the derivation of the analytic signal.
The use of the Hilbert transform for the analytic signal calculation is commonly performed in the time-frequency domain, though it will be considered in this work for the space-wavenumber domain. The Hilbert transform is seen as an appropriate method to deal with non-linear and non-stationary problems, unlike the conventional Fourier spectral analysis [17], and is thus suitable for the localisation of a discontinuity in an otherwise uniform and homogeneous waveguide. A limitation of the Hilbert transform is that it is not directly applicable to broadband signals, i.e. multiple frequency components cannot exist simultaneously in the signal under analysis. In order to deal with broadband signals, Huang et al. [17-19] presented a method that is nowadays referred to as Hilbert-Huang transform which allowed for the estimation of multiple instantaneous frequencies based on the empirical mode decomposition. In the topic of anomalies detection, Quek, et al. [20] used Hilbert-Huang transformed signals to track the wave propagation times, which can give an indication of damage when additional wave reflections are observed in the data or due to differences in the propagation times (depending on the sensor setup). Bandara, et al. [21] also tracked changes in the instantaneous frequencies extracted through the Hilbert-Huang method and were thus able to detect damages in timber poles. Note that these previous works were limited to time-domain signals, i.e. the tracking of instantaneous frequencies. Mesnil, et al. [4] use both instantaneous and local wavenumber approaches for damage quantification in composite structures. The instantaneous wavenumber was derived through a Hilbert transform, but the local wavenumber was based on a windowed Fourier transform. The same approach was also investigated by Lugovtsova, et al. [22] for an aluminium carbon-fibre reinforced composite structure. Therefore, the Huang-Hilbert transform was limited to the instantaneous wavenumber estimation and not applied for the local wavenumber estimation. Craciunescu and Christou [23] recently cosidered the application of the Hilbert transform to characterise unsteady water waves in both time and spatial domains, being the space domain and local wavenumbers particularly of interest for this work. By comparison with other methods, they found low accuracy in the estimated wavenumbers through the Hilbert transform with results being 12% underestimated whereas the Double Fourier method yielded only a 2% error. However, as pointed out by the authors, no decomposition method was applied in the multi-component signal prior to the use of the Hilbert transform (as proposed by Huang et al. [17]). Overall, the Hilbert transform has not been properly used for the local wavenumber estimation and the tracking of changes in these quantities for discontinuity detection in waveguides. This is likely caused by the effects of truncation and Gibbs phenomenon in the frequency domain Hilbert estimator that bring distortions to the extracted wavenumbers (Feldman [16]). In this work, modifications are proposed in the data processing to avoid these distortions and render the Hilbert transform applicable to local wavenumber estimations.
An alternative method which does not rely on the Hilbert transform is also explored for the same purpose in this work, namely the Direct Quadrature. The Direct Quadrature method has been proposed to analyse time domain signals by Huang, et al. [24]. This is one of several alternative methods to calculate the instantaneous frequency of a signal without the need to calculate the analytic signal. A comparison with the Hilbert transform shows improvements brought about by the Direct Quadrature method, which will be explored in this work; albeit, the derivation here will be conducted in the spatial domain for the wavenumber estimation instead of the time domain. 
This work’s main contribution is that by using local wavenumber estimations, derived through either the Hilbert transform or the Direct Quadrature method, one can identify changes and locate a discontinuity or anomaly in a waveguide. 
The issues arising from broadband signals are not investigated here, as only flexural waves of one-dimensional waveguides in the frequency domain are considered. That is, a single wavenumber is assumed to exist locally at each frequency.  Each frequency is considered separately, thus eliminating the need to apply any method to deal with synchronous multiple components. However, if the methods presented here are to be employed on signals with multiple synchronous components, a prior reduction of the signal such as the empirical mode decomposition should be performed (Huang, et al. [17]). Another challenge to be considered in applying these methods to other wave types is related to the realisation of the experiment, as some wave types, e.g. longitudinal, might be difficult to excite and measure.
The next section contains an overview of the relevant methods, including the definition of the local wavenumber as a property of the analytic signal, and the descriptions of the Hilbert transform and the Direct Quadrature, along with the main sources of distortions and the proposed modifications to make these methods more suitable to the application at hand. A numerical analysis is then performed where an infinite one-dimensional waveguide is simulated, and the two methods are employed to locate a structural change added to the structure. This is then validated experimentally with a beam with anechoic terminations and added discontinuities in the form of a mass or supporting string. 
[bookmark: _Ref139294548][bookmark: _Toc132637647][bookmark: _Toc135736952]Methods
The methods reviewed and modified in this work are based on the local wavenumber defined as a property of the analytic signal. An analytic signal  is a complex-valued signal that has an imaginary part   which corresponds to the quadrature of its real part  (Gabor [25]): 
	
	
	(1)


Although commonly applied to time signals (Mesnil, et al. [4]), in this work the following theory is adapted to vibration signals over space. The real and imaginary components can be written as a function of their local amplitudes  and local arguments 
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Over a spatial length , an average wavenumber is defined as 
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The local equivalent quantity is defined as the derivative of the angular value, 
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Eq. (5) defines the local wavenumber  which can be determined for each point in space to evidence local characteristics of the signal, which in turn represent the waveguide. The difficulty thus lies in estimating the local wavenumber from the values of  as the starting point. Two methods are evaluated for this purpose, the Hilbert transform frequency domain estimator and the Direct Quadrature. Modifications are proposed to deal with the main distortions encountered with the methods and a general step-by-step is provided to facilitate the implementation of the algorithms of both methods.
As presented in the frequency-domain instantaneous wavenumber technique by Mesnil, et al. [4], the measurement data is first brought into the frequency domain so that at each frequency there is only one dominant flexural wavenumber in the data. Here, frequency response functions are used, which are complex-valued. Its real and imaginary parts are separated, and each is sequentially considered as the signal . Thus, two values of local wavenumbers are calculated, one from the real and one from the imaginary part of the FRF, and a final estimation is reached through averaging these results. This approach was taken to account for all information contained in the FRF as its real and imaginary parts might present different levels of contribution throughout the spectrum. 
[bookmark: _Ref132127295][bookmark: _Toc132637648][bookmark: _Toc135736953]Analytic signal estimation through the pre-truncated Hilbert transform
The Hilbert transform can be seen as an approach to calculate the quadrature of a real signal in order to form the analytic signal necessary for the extraction of local wavenumbers. As a convolution integral, the Hilbert transform is defined for a real-valued function  extending over a range  as the real-valued function  (Bendat and Piersol [26]):
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Therefore  is the convolution integral of  and , mathematically
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Where * indicates the convolution operator. Now consider  as the Fourier transform of ,
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Using Eq. (7) and Eq. (8),  can be seen as the Fourier transform of  multiplied by the Fourier transform of . This second term is given by
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and the function  at . In that way, the quantities  and  can be related through
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Note that  is not the Hilbert transform of the complex-valued quantity . It is the Fourier transform of, which in turn is the Hilbert transform of . 
A Hilbert transformer, which is an ideal phase shifter, cannot be realized digitally. Any practical filter would incur some loss characteristics, for which reason estimators are used as approximations for the Hilbert transform [16].
The estimator in the wavenumber domain is defined based on the relationships that exist between the Fourier transform of the real-valued signal, , and that of its quadrature . These relationships evidence some characteristics about the Fourier transform of the analytic signal defined in Eq. (2.1). These are illustrated in Figure 1.
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[bookmark: _Ref131512902][bookmark: _Toc135747197]Figure 1 – Magnitude of the spectra of Fourier transform of the original signal or real part of an analytic signal (a) and the analytic signal (b) in the wavenumber domain.
In Figure 1a, the plot illustrates the magnitude of the Fourier transform of a real-valued signal , whereas on Figure 1b the magnitude of the Fourier transform of its analytic signal  is shown. The spectrum  is shown to diverge from the spectrum  in two aspects: the spectrum  obtained from the analytic signal does not contain a “mirrored effect” on the negative wavenumbers as it happens for  and the magnitude  at the positive wavenumber components is twice that of the positive wavenumber components found in the magnitude . Through these relationships, the quantity  can be found by extracting the one-sided spectrum of the quantity . 
Starting from the real-valued function , its analytic signal  can be calculated by applying the Fourier transform to find , calculating its one-sided spectrum  and performing an inverse Fourier transform to yield . This is referred to as the Hilbert transform estimator in wavenumber domain. Eq. (11) brings the real-valued signal  to the wavenumber domain through a discrete Fourier Transform (DFT), eliminates the negative wavenumber components and duplicates the magnitude of the positive wavenumber components, 
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where  for ;  for . Because it relies upon the discrete Fourier transform of the original signal, this method has the same truncation issues encountered with the DFT technique. In addition, it also suffers from Gibbs phenomenon, also known as an end effect (Feldman [16]). 
Signal truncation to deal with Gibbs phenomenon
Given the nature of the problem being tackled, Gibbs phenomenon is anticipated to affect the estimation of wavenumbers in two ways. First, because the measurements consist of truncated spatial arrays, Gibbs phenomenon will in the most cases distort the data as it is likely for the truncated signal to have discontinuities at their start and end measurements. Note that if the truncated signal would start and end in such a way to form complete periods, Gibbs phenomenon would be non-existent or extremely reduced depending on the discontinuities within the signal (Cheh [27]). Hence, the extremes of the data are likely to have distortions because of Gibbs phenomenon and those are carried into the spatial array as well. Secondly, the local structural changes may also cause distortions because of possible amplitude steps in the analytic signal, again related to Gibbs phenomenon (Feldman [16]). This second effect could even be beneficial for the localisation as it could magnify the structural change effect in the local wavenumber estimation rendering it more visible in the dispersion plot. Since the former effect could outweigh the distortions brought about by structural changes and make them invisible in the local wavenumber plot, a modification is proposed to avert it.
To deal with the first effect, the data is truncated prior to the application of the Hilbert transform at positions that ensure the signal extrema to be zero-valued. Only the rectangular type of window is considered, since the use of different types of windows would change the waveform of the signal, thus distorting local wavenumbers at the edges of the measurement array. 
Figure 2 is used to exemplify the truncation method. Figure 2a presents the signal from which the local wavenumbers are to be extracted. If the Hilbert transform estimator is applied directly on this signal, the analytic signal is calculated through Eq. (11) and the resulting local wavenumbers through the numerical derivative of Eq. (5), resulting in the plot in Figure 2b. This plot presents the estimated local wavenumbers as a function of space, , in red, along with the expected value, in the black dashed line. Gibbs phenomenon affects these results causing the estimated wavenumbers to oscillate around the true value along the data, with a greater impact at the initial and end points of the signal.
	[image: ]
	[image: ]

	a)
	b)

	[image: ]
	[image: ]

	c)
	d)

	[image: ]

	e)


[bookmark: _Ref131611435][bookmark: _Toc135747198]Figure 2 – Original signal (a) and calculated local wavenumbers through HT without pre-truncation (b): estimated wavenumber (continuous red line) and reference wavenumber (dashed black line). Pre-truncated wave signals (c) and local wavenumbers through HT with pre-truncation (d): estimated wavenumbers (continuous and dotted orange lines), averaged wavenumbers (continuous blue line) and reference value (dashed black line). Comparison (e) between estimated wavenumbers with (continuous blue line) and without pre-truncation (continuous red line) versus reference value (dashed black line). The estimated wavenumbers are scaled to the actual wavenumber.
Alternatively, by first truncating the signal to the one shown in Figure 2c and then using Eq. (5) and (11) to determine the local wavenumbers results in the plot shown in Figure 2d. Note that the original signal is truncated into two signals (shown in the two shades of orange of Figure 2c). For the truncation to take place, a cubic spline function is fitted using the MATLAB function csapi [28], and the number of data points is artificially increased to ensure the truncation can occur as close to the zero-crossing positions as possible. Note that the two sub-signals are generated in this example as the data contains 1.5 full wavelengths, meaning that starting from the left edge of the data, a full wavelength can be extracted that has an overlapping length with the full wavelength extracted starting from the right edge of the data. After the truncation, each sub-signal is processed through the Hilbert transform and the local wavenumbers calculated. Before returning to the original number of sampling points, a moving mean is applied to the local wavenumbers with a window that has the same size as the previously added sampling points. The result of this moving mean is shown in the orange curves of Figure 2d. The results are then sampled back to the original sampling and because there is a range of two overlapping estimations, a mean is obtained between them, resulting in the blue curve shown in the same plot. 
A comparison to the true wavenumber value and to the previous estimation demonstrates how the end effect is reduced in this case, see Figure 2e. The drawback is the loss of data at the edges of the signal. However, given the extent to which the wavenumbers are affected by Gibbs phenomenon, it is preferable to lose information at the edges of the measurement array and be able to detect local structural change within the remaining array length rather than not being able to detect local changes given the distortions existing throughout the data.
Algorithm for the pre-truncated Hilbert transform
This method will be referred to as the pre-truncated Hilbert transform in the following sections. As frequency response functions are used in this work as inputs to this method, their real and imaginary parts are analysed separately and at each frequency the steps summarized in Table 1 are taken.
[bookmark: _Ref132389700][bookmark: _Toc135747235]Table 1 – Steps of the pre-truncated Hilbert transform method. 
	Steps
	Purpose

	Increase number of sampling points through cubic spline fitting
	Addition of data points to ensure subsequent truncation occurs as close as possible to a zero-crossing

	Truncate signal at zero-crossings to form full period(s)
	To avoid distortions brought by Gibbs phenomenon

	Apply Hilbert transform estimator
	To obtain the analytic signal and extract local wavenumbers

	Decrease number of sampling points 
	To return data points to the original measured positions 

	Average local wavenumber results if step 2 yields two overlapping signals
	To have a single local wavenumber estimation


Following the steps of Table 1, a weighted mean is calculated from the wavenumbers resulting from the real and imaginary parts of the frequency response functions. It is based on the rms values of the original signal at each frequency to ensure that the proper weight is given to structural results in comparison to the effects of noise.
Later, numerical and experimental studies are carried out to validate the use of local wavenumbers estimated through this method to locate a structural change added to a uniform and homogeneous waveguide. An alternative approach to this method is also explored in this work and is described in the next section. 
[bookmark: _Ref132127297][bookmark: _Ref132127337][bookmark: _Toc132637651][bookmark: _Toc135736956]Modified Direct Quadrature for local wavenumber estimation
This method was presented by Huang, et al. [24] as an alternative to the Hilbert transform in calculating the instantaneous frequency from a real-valued signal. It consists of applying an Amplitude and Frequency Modulated (AM-FM) decomposition to the signal, and from the FM part – or frequency carrier signal – determining the angular value .
The AM-FM decomposition is a normalisation scheme which separates the amplitude and frequency information of the given signal in a unique and empirical way. As it happens for the application of the Hilbert transform, the signal  needs to be in the form of an Intrinsic Mode Function (IMF) before applying this technique. That is, the number of extrema and the number of zero-crossings along the entire signal must be equal or differ at most by one and the mean of the envelopes of the signal defined by the local maxima and local minima at any point is zero (Quek, et al. [20]). The following is a short review of the AM-FM decomposition as described in Huang, et al. [24]:
1- The envelope   of the IMF is calculated by locating all the local extrema from the absolute value of the reference signal and connecting those points with a cubic spline curve. If this is the first iteration, the reference signal is .
2- The reference signal is divided by the envelope   calculated in step 1 and the resulting value is defined as . 
3- The resulting function  is evaluated. If  is scaled to unity, then  is considered the frequency carrier signal . If  is not properly normalised, then steps 1-2 are repeated until the resulting signal  is scaled to unity so that . 
4- The AM signal can be calculated by dividing the original data  by the FM signal . In this work, the AM signal is not calculated as the interest lies on tracking the angular value  of the signal only, and not its amplitude. 
Figure 3 exemplifies the single step AM-FM decomposition of a signal .
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[bookmark: _Ref131676957][bookmark: _Toc135747199]Figure 3 – Illustration of AM-FM decomposition: (a) signal prior to decomposition , (b) absolute value of signal  (continuous black line) and envelope    (dash-dot grey line), decomposed (c) FM signal  and (d) AM signal. 
After obtaining the FM signal, , because it is an oscillation scaled to unity with a single wavenumber at each point, it can be assumed to be a cosine function, i.e.
	
	
	(12)


whose Direct Quadrature is a sine of the same angular value :
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The angular value, which is needed for the calculation of the local wavenumber  as in Eq. (5), can be found through
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Or simply through the relation
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Note that through this method, the angular value  is calculated without forming the analytic signal composed by the original signal and its quadrature. Instead, the Direct Quadrature of the normalised signal is being used to directly yield the angular value .
A limitation occurring in this approach arises from sparse measurements, more specifically, for not having a measurement point exactly at the maxima of the waveform contained in the signal. This causes the wave to be distorted during the scaling process of the AM-FM decomposition. It translates into very sharp peaks in the wavenumber plot which can be alleviated by using a 3 to 5 points median filter (Huang, et al. [24]).
[bookmark: _Toc132637652][bookmark: _Toc135736957]An alternative way to derive the phase angle of the analytic signal for local wavenumber estimation
Considering Eq. (5), which defines the local wavenumber  as the derivative of the angular value  in relation to , once the angular value is calculated through Eq. (14) or (15) its approximate derivative can be determined numerically by dividing the difference between adjacent points by the spatial step  (see Eq. (4)). This is a straightforward implementation with the downside of reducing the spectrum domain by one point. If  points define the sampled signal , the local wavenumbers can only be calculated for  positions. That is, one wavenumber estimation is performed between every two points of available data. 
Alternatively, if an analytical expression is known for the angular value , its derivative can also be determined analytically. In this case, consider Eqs. (5) and (15) with  as the analytical expression of can be rewritten as
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Hence, the local wavenumber can be calculated for all sampling points  through Eq. (16) if the derivative  can be determined exactly. 
A problem may arise for this expression when  approaches a trough or peak location, . As these are minima and maxima of , its derivative  tends to zero and because it is normalised,  tends to unity, causing both the numerator and the denominator to be zero. L'Hôpital's rule can be applied, leading to
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This procedure for calculating the local wavenumber based on the analytical derivative of the angular value is used in the work. The next section clarifies the algorithm used to implement the Direct Quadrature method with this and additional modifications.
[bookmark: _Ref130570029][bookmark: _Toc132637653][bookmark: _Toc135736958]Algorithm for the modified Direct Quadrature method
In this section, additional modifications are proposed to the Direct Quadrature method to make it more suitable to the application at hand. The initial proposed step is to fit a cubic spline function with the purpose of resampling the data points in the signal. In MATLAB, this is achieved by means of the function csapi which returns the coefficients of the polynomial function that represents the fitted cubic spline to the input data [28]. Once the spline function is defined, the points of minima and maxima, where the derivative of the function equals zero, are sought and introduced as additional sampling points, increasing the number of data points. This ensures that data points exist at these maxima and minima of the signal and the sparsity measurement problem introduced at the end of the previous section is reduced.
The signal with additional sampling points is truncated to eliminate data points that lie beyond the range defined by the maxima closest to the edges of the absolute value of the signal. This is done because no proper envelope can be defined at those points for the subsequent AM-FM decompositions. Therefore, any approximation of the true envelope would cause distortions to the data at those points during the normalisation step. Figure 4 shows an example of this distortion. For that reason, a truncation is proposed for the signal to ensure that the initial and end points of the data array contain a peak or valley of the oscillatory function. 
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[bookmark: _Ref131699766][bookmark: _Toc135747200]Figure 4 – Effect of truncation in the direct quadrature method: (a) original signal (continuous grey line) and truncated signal (dotted blue line) and (b) resulting scaled wavenumbers with the corresponding lines and reference value (dashed black line).
The algorithm then performs the AM-FM decomposition of the signal. In this step, unlike originally described for the Direct Quadrature method, the envelope  is only calculated once. The signal  resulting from the division between the reference signal and the envelope is evaluated. If  is normalised – that is, all values lie within the  range – then it is considered as the FM signal. Otherwise, if it is not fully normalised in one iteration, this signal is not considered for the local wavenumber calculation, i.e., it is eliminated from the data set. 
The reason for eliminating this signal for the data set and not allowing for an additional normalisation step to occur is that a distortion is created in the signal when the normalisation does not take place in one iteration. This distortion causes a significant deviation in the estimated local wavenumber, which might prevent the localisation of a structural change in the waveguide. This distortion happens because when the normalisation is not fully achieved in one iteration step; it signifies that the envelope is not equal or greater than the magnitude of the signal at a given point, as illustrated in Figure 5a. This point, at an additional iteration step (shown in Figure 5b), is considered a point of maximum/minimum value and gets scaled to the value of 1 or -1 even though it was not originally a point of maximum/minimum. Once normalised through additional iteration steps, there occurs an inversion between the original point of maximum and the one point which was normalised in subsequent steps. This is illustrated in Figure 5c. This inversion between the peak/valley and the adjacent points has a significant effect on the derivative of the angular value , i.e. the local wavenumber, , and thus justifies this data being eliminated from the data set.
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[bookmark: _Ref131687004][bookmark: _Toc135747201]Figure 5 – Inversion of peak location through multiple-step normalisation: (a) sampled original signal (-x- black line) and defined envelope (dash-dot grey line) in step 1, (b) in step 2 where inversion occurs, and (c) comparison of peak position in original (-x- black line) versus normalised function (-o- blue line).
For the applications considered in this work, this approach is deemed suitable, as a wide frequency range is considered, and one signal is extracted per frequency, resulting in many available signals. Therefore, as will be seen in the examples within the following sections, eliminating some of those frequencies (and their data) is not problematic for the purpose of locating a structural change in a waveguide through the local wavenumber. That is, the goal can still be achieved with less frequency points being analysed.
After performing the AM-FM decomposition, the normalised signal has the added sampling points removed. This is done to return the sampling array to its original values. This removal is achieved in the same manner as the addition of these points, i.e., a cubic spline function is fitted to the data and the points of maxima/minima are found through the derivative of that function. If they do not correspond to an original measured point, then they are eliminated. In this step, as the normalised signal exists as a fitted cubic spline function, there is an analytical expression to describe it, i.e. the function . Therefore, its derivatives used in Eqs. (16) - (17) to determine the local wavenumber can be calculated at this step. The derivatives  and  are calculated through the MATLAB function fnder. In this way, the local wavenumber  can be calculated through Eq. (16) and (17).
Note that, like for the pre-truncated Hilbert transform method, the use of frequency response functions for the modified Direct Quadrature requires its real and imaginary parts to be analysed one at a time and a mean to be performed on the results from both parts. The weighted mean based on the rms values of the original signal at each frequency is proposed in this method as well.
Having detailed the proposed modified Direct Quadrature method, the next section presents numerical examples to evidence how this method performs in estimating the local wavenumber in comparison to the pre-truncated Hilbert transform method.
[bookmark: _Ref127970732][bookmark: _Ref127973576][bookmark: _Toc132637654][bookmark: _Toc135736959]Results
The performances of the pre-truncated Hilbert transform method and the modified Direct Quadrature method are evaluated in this section through numerical and experimental analyses. The main objectives are to verify whether these methods can accurately estimate the wavenumbers, in the cases where the wavenumbers are known, and to determine whether discontinuities in the waveguide can be detected through a change caused in the estimated local wavenumbers.
As the results are frequency and spatially dependent, a three-dimensional plot is used throughout the results featuring frequency, distance (between reference and response) and wavenumber. To be able to detect a discontinuity through a change in the local wavenumber where a-priori knowledge of the wavenumber is not available, a graphical aid in the form of a colour scheme is proposed to facilitate the comparison between the estimated wavenumbers.
The colour scheme is used to evidence discrepancies in the estimated wavenumbers along the spatial positions. At each frequency, the mean value of the estimated local wavenumbers is calculated and set as a reference. The differences between the local wavenumbers and the mean wavenumber value are calculated and the point with highest deviation is used to scale the estimated wavenumbers. The result of that scaling ensures that all data points are allocated a value between .
Data points with zero-valued wavenumbers are disregarded in this calculation, as they are a result of data that was eliminated at the truncation stages of the two methods. As the main purpose of this colouring scheme is to detect wavenumber deviations that are related to structural changes, a threshold is defined below which all points are attributed the reference colour. This overrules the colours defined in the spectrum and it is done to avoid having small wavenumber deviations that are attributed contrasting colours, i.e., to avoid small errors related to the method or experimental procedure standing out in the plot. Above this threshold the colour spectrum prevails. The magnitude of the threshold is defined on each application, considering the effects of noise, method distortions and change in the local wavenumber due to discontinuity.
[bookmark: _Ref140850401]Numerical simulations with the pre-truncated Hilbert transform and the modified Direct Quadrature methods
For the numerical validation, an infinite beam is simulated in two configurations: with and without a discontinuity. These cases are simulated through the analytical expressions that follow. For the infinite beam without any discontinuity [29]:
	
	
	[bookmark: _Ref138866626](18)


where  is the flexural stiffness of the beam,  is the bending wavenumber of a Euler-Bernoulli beam () with  as the mass per unit length,  is the distance between the output and input and  is the frequency. 
For the infinite beam with a structural change, the discontinuity is introduced through the addition of a point mass at point , due to its simplicity in modelling and experimental application. The infinite beam with a point mass is modelled through:
	
	
	(19)


where  is the mobility of the infinite beam with the added mass,  is the mobility of the infinite beam with the response position given by the first subscript and excitation position by the second subscript (calculated through Eq.(18)) and  is the mobility of the point mass () with  as the added mass. Positions  and  represent the locations of the point mass and the input, respectively. Note that, for cohesiveness, accelerances are obtained from these mobilities and used for the wavenumber extraction seeing that these are the quantities measured in the subsequent experiments.
A steel beam is considered having a rectangular cross section with thickness 6.4 mm, width 5 cm and nominal properties of Young’s modulus 210 GPa and density 7900 kgm-3.  A spatial length of one metre is considered, with a simulated response at each 25 mm interval, starting at one metre distance from the source location. For the simulation containing a point mass, it is a 22 g mass added arbitrarily at a distance of 1.3 m from the input.
Even though it is not necessary to apply the pre-truncated Hilbert transform method and the modified Direct Quadrature to determine the local wavenumbers in the case of the homogeneous infinite beam without local changes, because the real and imaginary parts of the frequency response function already form an analytic signal, they are used in this work to validate the results against the predictable values. The accelerances obtained from Eq. (18) undergo the processes and methodology described in section ‎2, yielding the two dispersion surfaces shown in Figure 6.
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[bookmark: _Ref128055300]Figure 6 – Numerically obtained local wavenumbers of the infinite beam considering (a) pre-truncated Hilbert transform method and (b) its side view, (c) Direct Quadrature method and (d) side view. Black dashed line in (b) and (d) shows analytic prediction.
In Figure 6, a threshold of 5% for the colouring is used. With the colour scheme in mind, the first observation to be made is that except for a few points at edge positions and at higher frequencies, both methods present results with low deviation (below 5%) that fit the analytical prediction shown in the black dashed line in Figure 6b and Figure 6d. 
The lack of estimations at very low frequencies and at edge positions of the surface plot (see plots of Figure 6a and Figure 6c) is explained by the limitations of the methods in terms of requiring a full or half wavelength to be contained in the signal for the pre-truncated Hilbert transform and modified Direct Quadrature, respectively. This aspect has been explored in detail in sections ‎2.1 and ‎2.2.  
For the simulation of the infinite beam with the point mass, the methods are used with the purpose of locating the position of the added mass through the change caused in the estimated local wavenumbers. Before analysing the wavenumbers resulting from the proposed methods, Figure 7 shows the plot of the real and imaginary parts of the accelerance at an arbitrary frequency of 1kHz over the spatial array for the numerical simulation.
[image: ]
[bookmark: _Ref128060079][bookmark: _Toc135747207]Figure 7 – Real (in blue) and imaginary (in orange) parts of the accelerance of infinite beam with point mass added (position m indicated through dashed line) at an arbitrary frequency.
From the accelerance plot of Figure 7, it is possible to note two distinct behaviours, one that occurs between the input and the position of the mass [1, 1.3] m and another past the position of the point mass (above 1.3 m). In the first case, the real and imaginary parts of the accelerance no longer form an analytic signal. That is, the imaginary component is not a quadrature of the real component, and thus Equation (5) cannot be used directly with the accelerances as the analytic signal for the estimation of the local wavenumbers. The visually most significant effect occurs in the amplitudes of those signals and can be interpreted as the effect of superposition of the waves caused by the input and the ones reflected by the point mass. For the points located past the position of the mass (distance greater than 1.3 m) the two signals form an analytic signal, that is, the imaginary component is the quadrature of the real component.
If these accelerances are used directly in Equation (5) to calculate the local wavenumbers, the results look like what is shown in Figure 8. This dispersion surface shows that, for the locations between the input and the position of the point mass there are distortions related to wave reflections brought by the added mass that break the quadrature between real and imaginary components of the accelerance. Beyond the position of the point mass, there is a length of the beam over which the results diverge slightly from the expected ones (which could be some near-field effect), but further on the results are as expected. 
Alternatively, using the two presented methods to derive the analytic signal based on each part of the accelerance (real and imaginary), one at a time, and averaging the results in accordance to the process described in section ‎2 results in the dispersion surfaces is shown in Figure 9.
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[bookmark: _Ref128063128][bookmark: _Toc135747208]Figure 8 – (a) Numerically obtained local wavenumbers of the infinite beam with point mass (mass location m) considering FRF as analytic signal and (b) side view with black dashed line showing analytic prediction. 1% colouring threshold. 
From the plots shown in Figure 9, it can be seen that the position of the point mass coincides with the position where the most significant local wavenumber deviation takes place for both methods. This is shown through the plots (b) and (d) of Figure 9, as the match between the black line that represents the true location versus the red colouring that indicates the maximum wavenumber deviation.
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	[bookmark: _Ref131067523][bookmark: _Toc135747209]c)
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[bookmark: _Ref139386114]Figure 9 - Numerically obtained local wavenumbers of the infinite beam with point mass (m) through (a) the pre-truncated Hilbert transform method with (b) its top view, (c) the modified Direct Quadrature and (d) its top view. Black continuous line in (b) and (d) shows true position of the mass. 1% colouring threshold. 
Comparing the results obtained through the pre-truncated Hilbert transform method and the modified Direct Quadrature method in Figure 9, it can be seen that the modified Direct Quadrature produces more deviations along the points considered that are not associated with the structural change. This is in accordance with the results shown for the infinite beam in Figure 6, where the results of the modified Direct Quadrature method present some deviations along the spatial points which stand out at higher frequencies. 
[bookmark: _Toc132637658][bookmark: _Toc135736963]Experiments with the infinite beam
Following the numerical analysis, experiments were performed to verify these methods. The tests were performed with a beam of length 6 m supported by anechoic terminations at its ends to ensure no wave reflections. The beam has the same mechanical properties as that of the numerical simulations in section ‎3.1. Considering reciprocity, the accelerances were measured through the roving hammer technique by keeping the accelerometer (type PCB 352A24) at a fixed reference position distanced 0.95 m from the left edge of the beam. The structure was excited with an instrumented impact hammer PCB 086C01 applied at the measured array length schematically shown in Figure 10. 
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[bookmark: _Ref131687548][bookmark: _Toc135747212]Figure 10 – Picture (a) and illustration (b) of infinite beam test setup with relative position of reference sensor and measured array length.
Four configurations were investigated, as described in Table 2. The array length contains a total of 41 measurement points, separated at 2.5 cm intervals from one another, measured with a roving hammer technique. It is important to highlight that the roving hammer technique might introduce errors due to mispositioning of the impacts which prevents the intervals from being exactly separated by 2.5 cm. This affects the local wavenumber estimation as per Equation (5). This is mitigated by performing multiple measurements at the same point and averaging them for the determination of the frequency response functions. 
The distance between the measured array length and the reference accelerometer varied according to the configuration under test as described in Table 2. Note that a distance is always considered between input and responses and between the measured array and the sand boxes to avoid near-field effects and unwanted reflections, which were seen to distort the local wavenumber estimations in preliminary tests. 
[bookmark: _Ref139382583]Table 2 - Description of experiments and purpose in the validation of the proposed methods
	Test
	Description
	Purpose
	Distance 
 [m]
	Position of discontinuity [m]

	I
	No added element
	Validate infinite beam results without any added elements
	1
	-

	II
	Added 22g mass
	Locate a mass of 22g within measured array
	2.5
	2.82

	III
	Supporting string 
	Locate the position of the supporting string within measured array
	2
	2.37


Test case I – Infinite beam
In the test case I, three methods were used to estimate the local wavenumbers: using the FRF as the analytic signal, applying the pre-truncated Hilbert Transform and applying the modified Direct Quadrature to the FRFs. The latter methods are applied to validate their performance in accurately estimating the local wavenumbers. The results from the three methods are plotted against the analytical predictions in Figure 11, in which the colouring threshold is set to 10% for all the plots. 
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[bookmark: _Ref139383622]Figure 11 - Experimentally obtained local wavenumbers of the infinite beam considering (a) FRF as analytic signal and (b) its side view, (c) pre-truncated Hilbert transform method and (d) its side view and (e) modified Direct Quadrature method and (f) its side view. Black dashed line on (b), (d) and (f) shows the analytic prediction.
Using the FRF as an analytic signal and extracting the angular phase between every two spatial points (Figure 11a) is the method that yields the results with highest relative deviation throughout the spectrum. The dominance of the red colouring indicate that the results deviate at relative values that are above 10% that of the mean at each frequency. The trend, nonetheless, fits the analytic prediction as shown in Figure 11b. The results at the lowest frequencies were omitted because of large deviations which would hinder the visibility of the plot. This is likely to be due to the effect of reflections of waves that could not be absorbed by the anechoic terminations.
The lack of results observed at the lower and side edges of the dispersion surfaces in plots (c) and (e) of Figure 11, as explained in sections ‎2.1 and ‎2.2, is related to the truncation necessary to perform these methods. 
The results from the pre-truncated Hilbert transform and the modified Direct Quadrature methods, plots (c)-(f) of Figure 11, are similar to one another and present lower deviations than by using the FRF as an analytic signal. At lower frequencies, the modified Direct Quadrature method presents some points with an amount of deviation higher than 10%. That indicates that this method could be more sensitive to noise than the pre-truncated Hilbert transform method. At frequencies above 2kHz both results (Figure 11d and Figure 11f) follow the analytical prediction with deviations below the 10% threshold. 
By finding an average maximum deviation for the results with the infinite beam, a new threshold can be defined for each of the methods to ensure that in the following test cases, when a structural change is added to the beam, the colouring scheme highlights only wavenumber deviations that are greater than this baseline deviation. The purpose is to make the local structural change detectable despite possible noise effects. These thresholds are considered by taking an average of the deviations at each location along all frequencies and evaluating the maximum value from all of the location points. For the pre-truncated Hilbert transform method, that value is of 6%, whereas a percentage value of 10% is kept for the modified Direct Quadrature method.
Despite the noise and the abovementioned differences between the methods, these experimental results present a good fit to the numerical and analytical ones corroborating this framework as a means to estimate local wavenumbers in an infinite beam.
Test case II – Infinite beam with added local mass
A concentrated mass in the form of a nut of approximately 22 g was attached to the infinite beam for this test case. This mass is equivalent to 0.1 – 8.7 % of the mass of the free uniform beam wavelength to which it is attached in the frequency range up to 6kHz. This wavelength is determined as the reciprocal of the wavenumbers calculated with the dimensions and material properties described in Section ‎3.1.
Here a different section of the beam was considered, having the reference sensor distanced by 2.5 metres from the closest measurement point. The nut was attached at a point 2.82 m away from the reference and the FRFs were obtained through a roving hammer test. 
Both the pre-truncated Hilbert transform method and the modified Direct Quadrature were applied considering these FRFs yielding the results shown in Figure 12.
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[bookmark: _Ref139386297]Figure 12 - Local wavenumber results from (a) pre-truncated Hilbert transform and (b) its top view, (c) modified Direct Quadrature method and (d) its top view. Position of nut (m) indicated through (continuous black line) in (b) and (d). Colour thresholds of 6% for pre-truncated Hilbert transform and 10% for modified Direct Quadrature. 
These results show a visible increase in the wavenumbers at the position where the mass was added, evidenced by the match of the red region and black line on plots (c) and (d) of Figure 12. Thus showing that the mass could be located through both methods. 
There are visible deviations in the wavenumbers at a distance around 3 and 3.2 m from the reference, shown in green on the plots, which are not associated with any external structural change. No further investigation was performed to determine whether it is associated with noise or some internal property of the waveguide. Nonetheless, it is possible to conclude that if the structural change that is to be located through this method does not provoke a significant change in the wavenumbers, then it is possible that deviations brought by other factors such as noise or other differences in local properties might be evidenced and make a proper localisation of the structural change more difficult. 
Comparing the results of both methods, the main difference lies in the magnitude of the variation of the wavenumbers along the spatial locations. Even setting a higher colour threshold of 10% for the modified Direct Quadrature, versus 6% for the pre-truncated Hilbert Transform, the deviations at position around 3.2 m are dominant up to 2 kHz though that method.
Test case III – Infinite beam and the supporting string
In test case III, the string used to support the beam was considered as an alternative type of discontinuity in the waveguide. Once again, the proposed methods are applied with the means of locating the string that is used to support the beam. The pre-truncated Hilbert transform method and the modified Direct Quadrature method applied to the obtained FRFs resulting in the surfaces shown in Figure 13.
The effect of the supporting string on the local wavenumbers is discernible in the results shown in Figure 13. As it happens for the added point mass, there is an increase in the estimated local wavenumber associated with the supporting string and in this case, no spurious positions are evidenced in the plot.
There is a slight offset between the position of the maximal wavenumber deviation and the true position of the string of approximately 1 cm, which would yield a 0.4% error in the localisation, at medium to higher frequencies for the pre-truncated Hilbert transform method and throughout the frequency spectrum of the Direct Quadrature method results. Due to the low magnitude of the error, this was not further investigated in this work.
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[bookmark: _Ref139386365]Figure 13 - Local wavenumber results from (a) pre-truncated Hilbert transform and (b) its top view, (c) modified direct quadrature method and (d) its top view. Position of string (m) indicated through (-) in (b) and (d). Colour thresholds of 6% for pre-truncated Hilbert transform and 10% for modified Direct Quadrature. 
Through these experiments, the proposed methods were shown to be able to estimate the local wavenumbers of the infinite waveguide and to locate the position of a local structural change in the form of an added mass and supporting string, when proper consideration is given to the input position and to the amount of noise versus structural change effect on the local wavenumbers. 
Conclusions
In this work, the problem of locating a discontinuity in a waveguide based on estimation of the experimental local wavenumber was considered. This problem can be divided into (i) accurately estimating local wavenumbers and (ii) investigating divergences in the wavenumbers brought about by local structural changes. For wavenumber estimation (i), modifications to the Hilbert transform frequency-domain estimator and to the Direct Quadrature method were proposed, while divergence (ii) was investigated through numerical and experimental analysis. The results have shown that the proposed modifications enable an accurate estimation of the local wavenumbers of an infinite-like one-dimensional structure. Likewise, a discontinuity in the form of a local mass or support could be located by tracking wavenumber changes along the structure. It was also observed that spurious distortions can exist brought about by noise and near-field effects of the input and they should be avoided for a proper localisation of the structural change by ensuring their effect is smaller than the one of the structural change or is placed outside the measuring length. 
These developments hold importance in various fields, where the methods can be applied to improve remote monitoring to optimise performance and maintenance of structural components. Further understanding of the types and magnitudes of discontinuities that can be located through these methods, considering the effect of noise, and applicability to finite structure are topics to be investigated in future research.  
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