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ABSTRACT
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS

Optoelectronics Research Centre

Doctor of Philosophy

DESIGNING A NANOSCALE X-RAY SOURCE:
TOWARDS SINGLE MOLECULE X-RAY SCATTERING

Christopher Andrew Froud

This thesis describes the design and construction of a femtosecond X-ray
source based on high harmonic generation in an argon filled hollow capil-
lary waveguide. The system has demonstrated excellent efficiency at gen-
erating harmonics in the range 20 — 50 eV and is tuneable by exploiting the
ionization-induced blue-shift that occurs in the waveguide.

Phase-matching is extremely important for efficient high harmonic gener-
ation. In a hollow capillary, this becomes a complicated three-dimensional
problem. We show that the beating between the different transverse modes
of the capillary has a prominent effect and develop a useful diagnostic tech-
nique for imaging their behaviour which could lead to a better understand-
ing of phase-matching.

The X-ray source is designed for X-ray scattering experiments, which will
ultimately allow the imaging of single biomolecules. Such experiments
will require an intense, focused X-ray beam. Towards this aim, this the-
sis demonstrates focusing techniques based on tapered capillary optics, in-
cluding a model that was developed to understand their behaviour.
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Chapter 1

Introduction

The discovery of X-rays in 1896 by Willhelm Rontgen [1] is an important
milestone in the history of science. His discovery revealed a new world,
hidden from our own eyes, sparking a revolution in scientific and medical
imaging techniques. X-rays give access to atomic scale spatial resolution
and have proved invaluable for the structural analysis of solid-state ma-
terials, in atomic physics and molecular chemistry and in the life-sciences
where they have aided the discovery of the building blocks of life, includ-
ing DNA. The invention of the laser in 1960 [2, 3] started a chain of devel-
opments, producing progressively shorter pulsed light sources which have
offered us insight into the temporal dynamics of events on ever decreasing
timescales. Today; it is routine to generate femtosecond laser pulses in the
infrared, which can be used to monitor atomic and electronic motion, how-
ever, the long wavelengths of these lasers prevent us from directly imaging
molecular structure at atomic resolution. In the past decade, X-rays and
femtosecond lasers have been combined to produce sources which take ad-
vantage of their respective spatial and temporal resolution, opening up a

whole new field of structural dynamics.

A number of techniques exist for producing ultra-fast X-ray pulses; fig-

ure 1.1 summarizes the characteristic pulse length and energy profile avail-

1
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Figure 1.1: The pulse length and photon energy/wavelength ranges cov-
ered by a variety of ultra-fast X-ray sources. In general, higher photon
energies are available from the accelerator based sources, such as the free
electron lasers (FELs), while the shortest pulse lengths may be obtained by
high harmonic generation (HHG). Currently, high harmonic generation is
the only technique capable of producing X-ray pulses that approach the
single optical-cycle limit for electromagnetic radiation, represented by the
dashed line. Adapted from reference [4].

able from a variety of sources. All of these techniques rely, in some way,
on femtosecond lasers, with the exception of third-generation synchrotron
sources, such as Diamond, which are capable of producing X-ray bursts of
10-100 ps [5]. Femtosecond lasers are being employed in the next genera-
tion of accelerator based X-ray sources. These X-ray Free Electron Lasers
(FELs), such as FLASH at the Deutsches Elektronen-Synchrotron (DESY),
generate an ultra-short electron bunch in a femtosecond laser-driven pho-
tocathode which is then accelerated to gigaelectronvolt energies. As of
2007, FLASH was producing X-ray pulses in the range 13-50 nm with pulse

lengths as short as 10 fs [6] and work is underway on the next generation of
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FEL sources, such as the Linear Coherent Light Source (LCLS) at the Stan-
ford Linear Accelerator Centre (SLAC) that will offer femtosecond pulses
at hard X-ray wavelengths [7].

Another method for producing ultra-fast X-ray pulses, that will be used
for the experiments described in this thesis, is high harmonic generation,
a non-linear optical technique which up-converts infrared laser photons
into X-ray photons. High harmonic generation is capable of producing
the shortest X-ray pulses and currently holds the record for producing the
shortest light pulse ever measured—a single isolated 130 attosecond
pulse [8]. High harmonic generation typically produces 107 photons per
pulse at 30 nm [9], comparing favourably with bending magnet radiation
from synchrotron storage rings [5], across a region from 10 eV to a few kilo-
electron volts [10]. This region is often referred to as the soft X-ray (SXR)
and/or extreme ultraviolet (XUV) spectral region and is particularly inter-
esting because it contains the K- and L-absorption edges of a large number
of important elements. These edges are associated with the removal of core
electrons from low lying atomic orbitals, which results in the strong ab-
sorption characteristics of matter in this spectral region. The strong atomic
resonances characteristic of these spectral regions mean that all materials
have absorption lengths of a few micrometers or less, which has historically
held back development. However, while these resonances make the science
technically challenging, they also provide an enormous amount of element
specific and chemical information. Furthermore, the relatively short wave-
lengths provide an advantage for viewing small structures in microscopy

and for writing small structures in lithography.

Figure 1.2 shows the region of the electromagnetic spectrum contain-
ing the soft X-ray and extreme ultraviolet. The soft X-ray region is placed
just below the K-absorption edge of carbon at 250 eV and the hard X-ray

region at several kiloelectron volts, while the XUV region is bounded by
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Figure 1.2: The region of the electromagnetic spectrum from the vacuum ul-
traviolet (VUV), through extreme ultraviolet to soft X-ray showing a num-
ber of important K- and L-absorption edges of elemental species. Data
from reference [11].

the vacuum ultraviolet (VUV) at about 30 eV and the soft X-ray region at
250 eV [12]. A number of key absorption edges lie within this region, of
particular interest are the L-absorption edge of silicon and, for the study
of biological systems, the K-absorption edges of carbon, oxygen, and ni-
trogen. The region between the K-edges of carbon (284 eV, 4.37 nm) and
oxygen (543 eV, 2.28 nm) define a region commonly called the water win-
dow (figure 1.3). This region is of particular interest for microscopy in the
life sciences because of the relative transparency of water and natural con-
trast with carbon, as well as the possibility for element specific mapping of
potassium or calcium that have L-edges in the water window [13].

In addition to the role of XUV in spectroscopy and microscopy, there is
a growing interest in soft X-ray scattering. At first, this may seem surpris-
ing given that the wavelengths are too large to fit interatomic length scales,
however, it proves to be ideal for imaging nanostructures. XUV scatter-
ing offers the possibility for diffraction limited lens-less imaging free from
aberration using holographic techniques [15, 16] or phase inversion algo-
rithms [17,18]. By tuning the X-ray wavelength to match particular absorp-
tion edges it is possible to enhance the contrast for particular elemental or

chemical species [19]. This resonant X-ray scattering technique can be used
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Figure 1.3: The absorption length for XUV in water (dashed line) and ma-
jority constituents of a protein sample (solid line), in the region of the water
window. Data from reference [14].

to explore the composition of chemically heterogeneous, structured nano-
materials [20] and the distribution of domains in magnetic materials [5,19]
where it can also be a sensitive detector of charge and spin [21].

Another promising application for soft X-ray scattering is for probing
the shape of large proteins and biological macromolecules. Information on
the protein space envelope can be used to improve molecular modelling
[22,23] and the availability of high intensity, femtosecond X-ray sources
promises to extend diffractive imaging of non-periodic samples down to
the ultimate limit of single molecules [24] and to timescales suitable for
probing dynamical structure of the fastest biological processes [25] such as
ligand-protein interactions [26], the cis-trans isomerisation of Rhodopsin

[27,28] and the femtosecond reorganization of hydrogen bonds in aqueous
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solutions [29]. Single molecule X-ray scattering removes the need for sam-
ple crystallization which is a pre-requisite in current methods which rely on
the coherent scattering from a large array of identical molecules in a crys-
tal to achieve detectable signals. Crystallization is a bottleneck in modern
protein structure determination [30] which has become increasingly acute
with the advent of modern genomic sequencing where the number of iden-
tified proteins currently outweighs the number with complete crystal struc-
tures [31]. It is expected that single molecule X-ray scattering will improve
the throughput of X-ray structure determination for biological materials,
such as membrane bound proteins which are currently extremely difficult
and time-consuming to crystallize [32] as well as opening up new avenues
for materials that are currently impossible to crystallize.

This thesis presents my contribution towards the continuing work in
Southampton to build and optimize an XUV source suitable for single mol-
ecule X-ray scattering experiments. Chapter 2 examines the driving forces
behind single molecule X-ray scattering, discussing the potential rewards
that are available and the problems that will need to be negotiated on the
way.

The XUV beamline is based on high harmonic generation in a hollow
core capillary waveguide and in chapter 3 the theory of high harmonic gen-
eration is reviewed, looking in detail at the theory that affects generation in
hollow core capillary waveguides, before reviewing the experimental con-
tiguration that was designed in chapter 4.

During the development of the high harmonic source, it was discov-
ered that it is possible to tune the wavelength of the harmonic output by
taking advantage of the non-linear interaction of the laser pulse with the
ionized generating medium. A tuneable source of coherent X-rays is of sig-
nificant interest for X-ray spectroscopy and resonant soft X-ray scattering

experiments and chapter 5 discusses the theoretical basis and experimen-
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tal results from this work. Chapter 6 discusses spectrally resolved imag-
ing techniques that were developed to understand the role the ionized gas
plays in the harmonic generation process as the basis of future work to im-
prove the efficiency and energy characteristics of the harmonic beam.

Single molecule scattering can benefit from a confined X-ray source to
increase photon flux and spatial resolution, however focusing X-rays re-
quires different techniques to those commonly employed in the visible be-
cause of high material absorption and because the refractive index of ma-
terials is less than unity for X-rays. A promising technique is the use of
grazing incidence, tapered hollow capillary optics; chapter 7 discusses the
theoretical basis of this work and describes the experimental results that
were achieved.

Finally, Chapter 8 looks briefly at how this work has placed us for
achieving the goal of single molecule scattering and reviews ideas for fu-

ture experiments.



Chapter 2

Towards Single Molecule

X-Ray Scattering

2.1 Introduction

Single molecule spectroscopy has become a routine analytical tool over
the past fifteen years, allowing the study of molecular and biological sys-
tems beyond the ensemble average, to study transient processes and the
dynamics of individual molecules as they interact with their local envi-
ronment [33]. However, using visible and ultraviolet light, the molecule
itself is too small to image directly. Instead, current techniques rely on in-
direct structural information, for example, by using time-resolved Raman
and infrared spectroscopy [26] or by measuring fluorescence resonance en-
ergy transfer (FRET) [34, 35] to deduce information about protein confor-
mational changes. This has offered us insight into some of the fastest pro-
cesses in biology and chemistry which occur on femtosecond timescales.
However, none of these spectroscopic techniques are capable of providing
the atomic resolution, three-dimensional structural information, that can
be provided by X-ray crystallography.

In X-ray crystallography, the scattering from a large array of identical
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molecules in a periodic sample, such as a crystal, add coherently to form
Bragg peaks. By taking the Fourier transform of the resulting diffraction
pattern and applying analytical techniques to compensate for the phase
information that is lost by the detector, it is possible to reconstruct the elec-
tron density, and hence the atomic positions in the crystal at atomic reso-
lution [36]. The formation of Bragg peaks results in an amplification of the
diffracted signal of the order of IV 2 where N is the number of unit cells
in the crystal [37]. This amplification greatly reduces the intensity of the
X-ray source required to achieve a detectable diffraction pattern and, for
large crystals, allows relatively weak laboratory based X-ray sources, such
as rotating anode machines, to be used. However, as the number of read-
ily crystallizable proteins decreases, crystallization has become the major
bottleneck in the process, taking many years of painstaking work in some
cases [25]. This is especially true in the case of large bio-molecules which
can be extremely difficult to crystallize [30] and where it is typically not
possible to form large well ordered crystals [38].

The ability to resolve a diffraction pattern depends on a combination of
sample size, sample quality and source brightness. Over the last 25 years,
research at synchrotron beamlines has reduced the sample size necessary
for X-ray crystallography. This has allowed the acquisition of structural
data from micron-sized samples [39,40], since the source brightness com-
pensates for the reduction in scattering signal. In 2004, 76% of all sub-
missions to the Protein Data Bank [41] were based on data measured at
synchrotron beamlines [38].

Reducing the size scale further, to perform scattering experiments on
single biological macromolecules or other non-crystalline media, is an at-
tractive proposition. This would allow the systematic study of structures of
key biological interest which are not amenable to crystallization and hence

are not accessible to conventional X-ray crystallography [37]. It has been
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estimated that 20 — 40% of all protein molecules are difficult or impossible
to crystallize [42,43], including membrane bound proteins, only a handful
of which are known, large macromolecules and non-repetitive structures
such as cells. The next section briefly discusses why protein structure de-
termination is so important in modern biochemistry and molecular biology.
The rest of this chapter considers the key scientific and technical challenges
that face single molecule structural determination and discusses the solu-

tions that have been proposed.

2.2 The importance of proteins structures

Proteins are the building blocks of life. These ubiquitous macromolecules
occur in all areas of plant and animal biology, performing an enormous
variety of functions. They make up the tissues of the human body and
the enzymes which catalyze reactions, they transport and store oxygen in
the form of globins, form hormones such as insulin and fight disease by
forming antibodies [30].

Proteins are polymers built from the standard amino acids. The gen-
eral form of these a-amino acids is NHy-CHR-COOH where R represents
one of 20 different side chains. These side chains vary considerably in size,
shape, charge, hydrogen-bonding or hydrophobic nature and chemical re-
activity [44]. The sequence of amino acids forms a protein’s primary struc-
ture and is dictated by the sequence of base pairs in the genes.

Estimates for the number of protein encoding genes in the Human
Genome vary wildly from 25,000 - 100,000 [45,46] and, with the possibility
that genes can code for multiple proteins [46] and post-translational mod-
ification can occur [47] then the number of proteins could be significantly
greater. As of 2007, more than 38,000 structures exist in the protein data

bank [41], but not all of these are unique. Therefore, within human biol-
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ogy alone, there is an enormous challenge to characterize all the possible
proteins.

Chemical composition does not go the full way to explaining the func-
tional diversity of proteins. Equally important is the role shape, or confor-
mation plays. Proteins are dynamic molecules and remarkably, they fold
to form complex three dimensional structures—a feat that they are pre-
disposed for and which occurs spontaneously, mediated by electrostatic
interactions (hydrogen bonding and Van der Waals) and steric considera-
tions between the functional groups within the protein chain and with their
environment (i.e., solvent).

Having an accurate three dimensional protein structure is essential in
rational drug design, where a protein is isolated and its structure deter-
mined to identify active sites. With a knowledge of the size, shape and
chemical properties of the protein, potential target molecules can be identi-
fied that may be directed to block binding sites or inhibit enzymatic activ-
ity and control the biological processes. The development of treatments for
the human immunodeficiency virus (HIV) that causes acquired immunod-
eficiency syndrome (AIDS) exemplifies the rational drug design process.
X-ray crystal structures of the HIV-1 protease were used as the starting
point for creating inhibitor targets. Structural analysis, in combination with
molecular modelling, has lead to a number of successful treatments which
deactivate the virus and greatly decreases the mortality rate associated with
AIDS [48]. This structure based approach to drug discovery has greatly re-
duced the time and cost required to bring new drugs onto the market.

X-ray crystallography has been the mainstay of protein structure deter-
mination and is responsible for providing 85% of the structures available in
the protein data bank [41]. Its popularity is due in part to its capability of
providing a greater detail of structural data than spectroscopic techniques,

including bond lengths and bond angles [36].
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2.3 Radiation damage

X-rays primarily interact with the electrons in matter through elastic scat-
tering and absorption. The elastically scattered photons carry information
about the electron distribution in the material while the absorbed X-ray
photons can result in radiation induced damage. Experiments on single
molecules and other non-crystalline media are limited by the significant
radiation damage that occurs to the samples as a result of the very large
radiation doses that are required [43] to which biological material is partic-
ularly susceptible.

Cooling the sample can help reduce sample damage [49] but during
the lengths of exposure necessary to collect data using conventional tech-
niques, the large amount of energy imparted to the molecule by the X-ray
beam is sufficient to cause the sample to deteriorate. This can result in
movement of the atomic positions, meaning that the longer the exposure
time, the less information the final scattering pattern contains about the
original structure [24].

Since the photoabsorption cross section of carbon at all wavelengths in
the soft and hard X-ray region is much greater than the elastic scattering
cross sections (figure 2.3), the photoelectric effect will be the primary dam-
age mechanism [50]. More photons will deposit energy into the sample
than will be elastically scattered to give useful structural information. The
photons which are absorbed can potentially cause damage through sample
heating and ionization [24].

In the photoelectric effect, absorption of a photon results in the emission
of an electron in a low-lying orbital; the unstable configuration of the result-
ing ionized species undergoes relaxation whereby an electron in a higher
orbital drops down to fill the hole. In this process, energy is usually lost
as a fluorescent X-ray photon in heavy atoms or, in light elements, as an

Auger electron, which is usually ejected.
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Figure 2.1: The atomic cross sections for carbon for photoabsorption (solid
line) and elastic scattering (dashed line) as a function of wavelength.
(1 Barn = 1072 m~2) Data from reference [14].

Auger emission dominates (over 95%) for carbon, nitrogen, oxygen and
sulphur. Hence, in these elements, absorption of each X-ray photon results
in the removal of two electrons. The photoionization of inner shell electrons
can result in states where, before the outer shell electrons have time to relax,
they can effectively be unbound and therefore emitted in an effect called
shake-up [50].

Inelastic (Compton) scattering represents another damage mechanism
since this results in a direct momentum transfer between the X-ray photon

and an electron. In cases where the energy imparted exceeds the electron’s
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binding energy, the electron can be ionized. This effect is most significant
for hard X-ray experiments since the Compton scattering cross-sections are
very small in the soft X-ray region.

The energetic photoelectrons, Auger and shake-up electrons which are
emitted can further interact with the sample when they leave the atom they
were emitted from resulting in further damage. Ultimately, ionization re-
sults in a build up of positive charge which leads to a Coulomb explosion.

An approach to overcoming the degrading effects of radiation dam-
age, using a short X-ray pulse to record the scattering pattern in a time
shorter than the timescale of the damage process, was first suggested by
Solem and Baldwin [51]. This is supported by data from a series of molec-
ular dynamics simulations performed by Neutze et al. [24] which show
that using an ultra-short pulse (< 50 fs) of high intensity X-ray radiation
could substantially increase X-ray tolerance and allow the imaging of sin-
gle biomolecules. This modelling demonstrated that the damage threshold
at 1 A could be increased to around 10°-107 photons per Angstrom de-
pending on pulse duration compared with only 200 photons per Angstrom

in conventional experiments [49].

2.4 Image reconstruction

In the visible, it is possible to make aberration-free, diffraction limited len-
ses, allowing imaging with a spatial resolution limited only by the wave-
length. At X-ray wavelengths, manufacturing such a lens is technically
more demanding and while focal sizes of tens of nanometers have been
achieved, atomic-resolution lenses do not seem feasible [52]. Chapter 7 dis-
cusses techniques for making X-ray optics in more detail.

It is possible to achieve atomic resolution imaging without lenses by

performing the image reconstruction numerically, using a computer—the
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electron density, and hence atomic positions, being related to the diffraction
pattern by the Fourier transform. Consider an image f(x), where x is a
position vector in image space. The Fourier transform F'(k) of the image is
given by [53]

F(k) = /OO f(x) exp(i27k - x)dz, (2.1)

where k is the position vector in Fourier space. In practice, since the diffrac-
tion pattern is projected onto a camera composed of a grid of N pixels of
finite size, we instead use the discrete Fourier transform [18]

N-1

F(k) =Y f(x)exp(i2rk - x/N), 2.2)
=0
where x and k are discretized and represent pixels that range in each di-
mension from 0 to (N — 1). Since F'(k) is complex, the correct image will
be obtained by inverse Fourier transform of the diffraction pattern

N-1

f(x) = F(k)exp(—i2mx - k/N), (2.3)
2=0

if the magnitude and phases are known and the Fourier transform is sam-
pled at a frequency at least equal to the Nyquist frequency [54]. Where the
amplitude and phases are known, the Nyquist frequency is the minimum
sampling frequency required for the correct inversion of the Fourier trans-
form [54]. Since only |F(k)|? can be measured experimentally, the data
corresponds to [55]

N-1

[F(K)| = | f(x)exp(i2nk - x/N)|. (2.4)

=0

There exists a set of N-equations of the form given by equation 2.4 and the
solution of the phase problem involves solving each of these equations for

f(x), for each pixel element in F'(k).
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For a one-dimensional object composed of N pixels, where f(x) is com-
plex, there are N equations of the form given by equation 2.4 whereas
there are 2N unknowns because f(x) has both real and imaginary com-
ponents. For complex-valued objects in two- and three-dimensions, the
total number of equations is N? and N3 respectively, while the total num-
ber of unknown variables is 2N? and 2N? respectively. When f(x) is real,
the number of unknown variables reduces to NV, whereas the number of in-
dependent equations also goes down to N/2 because the magnitude of the
Fourier transform |F'(k)| has central symmetry [42]. By extension to two-
and three-dimensional real objects, the total number of equations is N2 /2
and N3 /2, respectively, and the total number of unknown variables is N 2
and N3 respectively. In a crystal, the diffracted intensity is concentrated
in discrete Bragg peaks which imposes a limit on the sampling rate of its
Fourier transform. The result of this is that the phase problem for a crystal
sampled at Bragg density is under-determined by a factor of two; equation
2.4 cannot be solved without additional information and the phase is not
unique [55]. In X-ray crystallography, a variety of methods, such as the
direct method [53], have been developed for solving the phase problem.
The direct method involves applying atomicity and positivity constraints
to equation 2.4 to greatly reduce the number of unknown variables.

When the specimen is non-crystalline, the diffraction pattern is contin-
uous and no longer exhibits Bragg peaks. This changes the nature of the
phase retrieval problem since it is possible to sample the Fourier trans-
form at a frequency greater than the Nyquist frequency. This increases
the number of independent equations for the same number of unknown

variables [43]. The oversampling ratio « is given by [55]

_ volume of electron density region + volume of no-density region

)

volume of electron density region
(2.5)
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where the volume of the region represents the total grid points inside the
region. Miao and Sayre have shown [54, 55] that for o« > 2, the number
of independent equations exceeds the number of unknown variables and,
in principal, the phase information can be retrieved from the diffraction
pattern using an iterative algorithm.

The oversampling technique is best illustrated by an example. Fig-
ure 2.2(b) shows an object and figure 2.2(a) its diffraction pattern. Sam-
pling the diffraction pattern at the Nyquist frequency produces an N x N
array which is inverted on a computer, using the fast Fourier transform
(FFT) technique to give an NV x IV array where the object fills the array. Fig-
ure 2.2(c) shows the diffraction pattern of the same object sampled at twice
the Nyquist frequency, resulting in 2N x 2N array. The inverse fourier
transform of the diffraction pattern, shown in figure 2.2(d), gives a 2N x 2N
array where the object occupies the same N x N area as before, but is now
surrounded by a zero-density region which is used to drive the phase re-
trieval process.

Phase retrieval is a non-linear optimization problem in a multi-dimen-
sional phase space, the dimensionality being equal to the number of phases
to be retrieved. In principal there exists a unique phase solution in an over-
sampled two- and three-dimensional diffraction pattern [56], the challenge
is to find it from the large number of non-linear equations involved. The
majority of algorithms are based on an iterative transform algorithm (ITA),
which cycles between image and Fourier space, respectively enforcing con-
straints of known object support and known diffraction modulus. Most of
these algorithms are descendants of the Gerchberg-Saxton error-reduction
algorithm [17], or Fienup’s hybrid input-output method [18].

Figure 2.3 illustrates the general concept of phase retrieval using a hy-
brid input-output (HIO) type algorithm. In the HIO procedure, constraints

are iteratively applied in image and Fourier space, and a feedback param-
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Figure 2.2: (a) The diffraction pattern of an object is sampled at the Nyquist
frequency and (b) the inverse Fourier transform gives the reconstructed
image which fills the resulting array. (c) The diffraction pattern is oversam-
pled at twice the Nyquist frequency and (d) the inverse Fourier transform
gives the reconstructed object which is now surrounded by an area of zero-
density, which can be used in phase retrieval.
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Figure 2.3: A schematic representation of the hybrid input-output (HIO)
algorithm for iterative phase retrieval.
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eter is applied in image space to damp the effect of the support constraints
which allows the algorithm to climb out of local minima. The process be-
gins with a measured, oversampled diffraction pattern | F'(k)|, shown in fig-
ure 2.4(a), to which random phases are added. This is inverse Fourier trans-
formed to give a initial estimate of the object f(x), shown in figure 2.4(b).
For this object, we define a mask to separate the electron density and no-
density regions based on an initial estimate of the envelope of the object,
called the support. This envelope can be selected, for example, from a low-
resolution optical or electron micrograph of the image [37]. This object is
used as the basis of the first iteration step g;(x) in the input-output algo-
rithm.

The input image g;(x) is Fourier transformed, as shown in figure 2.3(c),
to give a diffraction pattern G;(k). In figure 2.3(d), the Fourier constraints
are applied to give G)(k), taking the phase information present in G;(k)
and replacing the magnitude with that from |F(k)|. G} (k) is inverse Fourier
transformed to give the new object ¢/(x), shown in figure 2.3(e). Object
support constraints are enforced on the real space image in figure 2.3(f),

driving the electron density outside the support to zero using the equation

gir1(x) = gi(x) — Bgi(x),  x¢ S (2.6)

where S represents the region inside the object support and 3 is a constant.

Miao and Sayre [54, 55] have developed an iterative algorithm for re-
trieving the phase from oversampled scattering patterns and Miao has used
this technique to retrieve images of nanostructured gold samples [40, 57]
and single particles of the Escherichia coli bacteria [58] from experimental
scattering data.

To illustrate the concept of phase retrieval, which will be a necessary
step in the reconstruction of structural information from X-ray scattering

data, I have written an iterative transfer algorithm in Matlab®. The al-
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Figure 2.4: (a) Real space object and (b) intensity of the simulated oversam-
pled scattering pattern, shown on a logarithmic scale.

gorithm is based on the HIO method described above, with the addition
of a support refinement step which was recently developed by Marchesini
et al., called Shrinkwrap [59]. The Shrinkwrap algorithm does not require
a priori knowledge of the shape of the object. This is advantageous since
it has been shown that the quality of the support affects the quality of the
retrieved image [60]. In the first iteration, the autocorrelation function is
used as an estimate of the object support. This is not particularly accurate
but guarantees that the object will fit within the support. As the algorithm
develops, the support is continually updated by thresholding the intensity
of a blurred version of the current object. By thresholding, the envelope
of the object is traced at a given intensity contour and a gaussian blurring
function is applied to smooth out noise and, if necessary, expand the area
of the support. The algorithm is very stable, successfully converging to the
correct support and object, and has been used for the successful reconstruc-
tion of experimental X-ray diffraction patterns [59,61,62].

The algorithm was tested with the simulated oversampled diffraction
data shown in figure 2.4(b), which was created by taking the squared mag-
nitude of the Fourier transform of the 64 x 64 pixel object shown in fig-
ure 2.4(a), using the Fast Fourier Transform (FFT) method. The diffraction

pattern is oversampled by a factor a = 4 by surrounding the object with a
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zero density border, as described in figure 2.2. The algorithm starts from the
autocorrelation function, obtained by taking the Fourier transform of the
diffraction pattern and an initial estimate for the support mask is obtained
by thresholding the autocorrelation function at the 3% intensity level. The
HIO algorithm is applied, as described above, with a feedback parameter
B = 0.9. Every 20 iterations, we apply a support refinement step by gaus-
sian blurring and thresholding the current estimate of the reconstructed
image. This is done by convolving the current image with a Gaussian of
width 0. The new mask, which will be used in subsequent iterations, is
then created by applying a threshold at the 20% level. The width o is set
initially to 3 pixels and reduced by 3% every time the Shrinkwrap step is
applied down to a minimum of 1 pixel. These parameters have been re-
fined to improve the speed of convergence of the algorithm for this data-
set. Figure 2.5 shows the progress of the algorithm and mask after 1, 10, 100
and 500 iterations of the algorithm, showing the progressive refinement of
the mask and retrieved object. After 500 iterations, the final support is ob-
tained (figure 2.5(j)) and further refinement of the object is achieved by per-
forming 500 iterations of the HIO algorithm starting from random phases,
with a feedback parameter 3 = 0.9. The complete phase retrieval of the
object from the 128 x 128 pixel diffraction data took 37 seconds on a single-
processor, 1.7 GHz Intel® Centrino® system with 512 MB of memory.

The progress of the retrieval algorithm can be monitored by measuring

the real-space error [18]

E* =Y "[d (0P, 2.7)

x¢S
where S is the support and ¢/(x) as defined in figure 2.3 is the current esti-
mate of the real space object. The error E for the phase retrieval shown in
tigures 2.5(a-h) is shown in figure 2.6.

Another example of particular interest is phase retrieval from a complex
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Figure 2.5: Progress of the reconstruction algorithm showing (a) the re-
trieved object and (b) mask after 1 iteration, (c-d) 10 iterations, (e—f) 100
iterations and (g-h) 500 iterations of the HIO algorithm with support re-
finement by the Shrinkwrap technique. (i) Retrieved object after refinement
with 500 iterations of the HIO algorithm using (j) as the final support.
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Figure 2.6: Error as a function of number of iterations for the image recon-
struction illustrated in figure2.5(a-h).

valued object which can occur, for example, when the object is not illumi-
nated by a plane-wave [59]. This has proved to be a challenging problem,
however, it has been shown that it is possible given a sufficiently tight sup-
port [60]. The adaptive support refinement in the Shrinkwrap algorithm
[59] satisfies this requirement, making the algorithm highly successful at
the retrieval of complex valued object. Figure 2.7(a) illustrates the phase
of a complex valued objects. Using 1500 iterations of the HIO algorithm
with a support refinement step every 20 iterations as described above, a
very tight support was formed. Figure 2.7(b) illustrates the reconstructed
phase profile which, with the exception of the arbitrary phase shift which
occurs, shows perfect agreement with the original object. The phase shift,

and other ambiguities about the absolute position and inversion about the
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origin can occur because f(x), f(x+ &1) exp(i¢1), and f*(—x + &2) exp(ig2),
all give rise to the same value for |F'(k)|, where &1, {2, ¢1 and ¢2 are real

constants [53,55].

,
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Figure 2.7: (a) The phase component of a complex valued object and (b) the
reconstruction of this phase profile. Aside from the arbitrary phase shift
which occurs, a perfect reconstruction of the phase profile is possible.

2.5 Conceptual experiment

In an intense, focused X-ray beam, no biological sample is likely to survive
more than one X-ray pulse. However, to form three-dimensional images
requires more than one view of the sample. With repeatable samples, a full
three-dimensional data set may be constructed from the diffraction patterns
of identical molecules in random orientations. Figure 2.8 shows a schematic
representation of such an experiment. A stream of identical molecules is in-
serted into the X-ray beam using mass spectroscopic sample selection and
injection techniques [43, 50, 63]. The arrival time of the molecule is care-
fully synchronized with the X-ray pulses. Unlike the use of a solid support,
such as holding the sample on a silicon nitride membrane, this technique
ensures the particle is the only scattering object in the beam. The resulting
scattering pattern is recorded on a charge-coupled device (CCD) detector.

The multiple patterns that are recorded can be sorted and classified to
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Figure 2.8: Schematic representation of a single molecule X-ray scattering
experiment. The intensity pattern formed when an intense X-ray pulse scat-
ters from the particle is recorded by a charge-coupled device (CCD) detec-
tor. A stream of single molecules are injected into the beam; their arrival
time is synchronised to coincide with the arrival of the X-ray pulse. The in-
tense X-ray pulse ionizes the molecule, ultimately leading to Coulomb ex-
plosion and allowing only a single diffraction pattern to be recorded from
each molecule. (Protein molecules taken from reference [24] and diffraction
pattern adapted from [64].)
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group like orientations together, averaging the images within each group
to improve signal-to-noise which may be insufficient to produce high reso-
lution data from a single X-ray shot [65]. In cryoelectron microscopy, cross-
correlation techniques have been developed to sort individual images into
groups based on similar orientations [64]. After classification and averag-
ing, the relative orientation of each image can be determined to produce
a three-dimensional map of Fourier space [65]. The phase retrieval tech-
niques described in section 2.4 can then be applied in three-dimensions to
recreate the three-dimensional electron density of the sample.

A recent experiment performed by Chapman et al. at the FLASH soft
X-ray free-electron laser demonstrated single-shot imaging of a nanoscale,
non-period object. An intense 25 fs pulse, containing 10'2 photons at 30 nm
was capable of producing a single-shot diffraction pattern before destroy-
ing the sample. The image was reconstructed using the over-sampling
phase retrieval method and importantly, shows no measurable sign of ra-
diation induced damage [61]. This experiment gives an estimate of the
number of photons required from a high harmonic source for a single-shot
diffraction experiment and recently, Hergott et al. demonstrated a high har-
monic source capable of producing > 10!! photons per pulses at 53 nm by

loosely focusing high energy 60 fs 25 m] pulses into a Xenon gas jet [66].

2.6 Summary

In this chapter, we have reviewed the key aims of single molecule X-ray
scattering and discussed the challenges presented by radiation damage
caused by irradiating the sample with with intense X-rays. This can be
mitigated by using a femtosecond X-ray source and in the next chapter, we
look at the theory behind high harmonic generation, the technique we will

use to generate femtosecond XUV pulses.
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High Harmonic Generation

3.1 Introduction

In high harmonic generation, the extreme non-linear optical response of a
medium to an intense laser field (> 10 W cm™2) results in a proportion of
the incident laser being converted to higher frequencies. These harmonic

frequencies v, are an integer multiple ¢ of the fundamental frequency vy,
Vg = qUp, (3.1)

where ¢ is the harmonic number [67]. In the first reports of high harmonic
generation [68,69] it was noticed that the harmonic spectrum, shown sche-
matically in figure 3.1, consists of three characteristic regions: perturba-
tive, plateau and cut-off. The perturbative region corresponds to those har-
monic orders where the intensity is observed to decrease rapidly and is
so-called because this behavior can be explained in terms of perturbation
theory [70]. For the higher orders, a plateau region of equally intense har-
monics is observed which extends up to the cut-off as the maximum fre-
quency is reached. It is not possible to explain the behavior of the high

order harmonics and plateau region in terms of perturbation theory which

28



CHAPTER 3. HIGH HARMONIC GENERATION 29

Perturbative Plateau Cut-off
| 1 1 1

Harmonic intensity

HAAAAAAAAAA

Harmonic frequency

Figure 3.1: Schematic high harmonic spectrum showing the typical fea-
tures. There is a rapid decrease in intensity over the first few orders fol-
lowed by a plateau region of constant intensity which is terminated by a
cut-off, the highest harmonics that are generated.

predicts that efficiency decreases with increasing harmonic order [4].

3.2 Single-atom response

For a full understanding of all the features of the experimentally observed
high harmonic spectrum, it is necessary to use the quantum mechanical
models discussed in section 3.2.4. However, many of the features can be
understood in terms of a simpler semi-classical model of the single atom
response to the intense field which was developed by Corkum [71]. In this
three-step model, which is summarized in figure 3.2, the electron is first
ionized. It is then free to propagate as a classical particle under the influ-
ence of the oscillating laser field. When the laser field changes sign, the
electron will be accelerated back towards the parent ion before finally, the
electron recombines. The kinetic energy that the electron has acquired plus

the ionization potential of the atom is given up as a high energy photon
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Laser E-field

Figure 3.2: The three-step model. (a) The electron is ionized and (b) the free-
electron is driven away from the parent ion. (c) After the sign of the electric
tield reverses, the electron may be accelerated back to recombine with the
parent ion to emit a photon with energy equal to the kinetic energy of the
electron plus its ionization potential.

when the electron recombines. Each of these steps is discussed in detail in

the following section.

3.2.1 Ionization

There are three ionization regimes for an atom in a strong laser field. At
modest intensities, multiphoton ionization (MPI) occurs by the absorption
of multiple photons via intermediate states (figure 3.3(a)). As the field
stren-gth increases, the electric field E(¢) of the laser will produce a po-

tential eE(¢)r that is sufficient to significantly distort the Coulomb potential

2
Vit t) =

— E(t 2
47T607‘ +e ( )r’ (3 )

where e is the charge on the electron, ¢ is the permittivity of free space and

r is a position vector [4]. This distortion (figure 3.3(b)) forms a potential
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Figure 3.3: The three possible mechanisms for ionization. (a) Multi-photon
ionization dominates at lower intensities. (b) As the intensity is increased,
the atomic potential is distorted and tunnel ionization is possible. (c) At
even higher intensities, the potential barrier is suppressed and over the
barrier ionization occurs.

barrier through which the electron can escape by tunneling [72]. As the
electric field strength is increased further, the barrier becomes suppressed
to such an extent that the electron can pass over the top of it (figure 3.3(c)).
This process is called over the barrier ionization (OTBI) and occurs for in-

tensities given by [73]

I =4 x 10°(1} 2?), (3.3)

where I is expressed in W cm™2, Z is the residual charge on the ion after
ionization and I, is the ionization potential in electron volts. For neutral
argon, where I, = 15.76 eV [74] and Z = 1, the threshold for OTBI is
2.5 x 10 W em~2,

The mechanism of tunnel ionization has been extensively studied, with
the theory originating from the work of Keldysh. A comprehensive review

of the development of this work was given recently by Popov [74], which
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gives an expression for the rate of tunnel ionization

|
w = I{',2C,%l\/§(2l +1) L+ m)t

2mml(l — m)!

. * 2 1
2211 —mFm+1.5—2n exp |:_3P1 (1 _ 10,}/2>:| ’ (34)

where w is given in the atomic unit of frequency, 4.13 x 106 s,/ and m
are the angular momentum and magnetic quantum numbers of the atom
respectively, C; is the dimensionless asymptotic coefficient of the atom
wavefunction away from the nucleus (values for common atoms and ions

are given in [74]) and «, the principle quantum number n* and the reduced

field F are given by
_ b
n* = _Z (3.6)
21,
E
F= BE (3.7)

where I, is the ionization potential for the atom, E, = 5.14 x 10° V em™!

is the atomic unit of electric field intensity, /gy = 13.6 eV is the ionization
potential of hydrogen and FE is the amplitude of the laser electric field given

in atomic units. The Keldysh parameter v is given by

1

= W, (3.8)

7y

where Ky = I,/ hw is the number of photons required for MPI. The Kelydsh
parameter determines whether the atom is ionized in the tunneling (y < 1)

or multiphoton regime (y > 1) [74].

Given an unchirped sinusoidal pulse of frequency wy we can calculate

an instantaneous value of the electric field F as a function of time ¢ through
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Figure 3.4: Ionization fraction 7 (solid line) of argon as a function of time ¢
for a 40 fs laser pulse (dashed line) with a peak intensity of 3 x 101* W em 2.

the pulse from

2
E(t)=Ey-R {exp [—2[712 (i) ] exp(iwot)} , (3.9)

where Ej is the peak field and 7 is the full width at half maximum of the
intensity of the gaussian temporal profile. Equations 3.4 and 3.9 can then
be used to calculate the ionization rate w(t) through the oscillating laser

field which can be converted to an ionization fraction 7(t) by

t
n(t)=1- /0 Ny (tw(t)dt', (3.10)

where N, is the number of neutral atoms. Figure 3.4 shows an example of
the ionization fraction as a function of time during a 40 fs pulse. The ion-
ization is calculated over each time step and the total ionization integrated

to give the ionization level at any time within the pulse [75].
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3.2.2 Propagation

After the electron is ionized, it can be considered to be a free electron whose
motion is governed only by the laser field [71]. The force that the electron
experiences will be proportional to the laser electric field E(t) = Eysin(wt).
By integrating the classical equations of motion, a classical position z(t)

and velocity v(t) can be obtained for the electron as a function of time [76]:

v(t) = —vo(cos(wt) + vg cos(wt')), (3.11)
1
x(t) = —(—vg sin(wt) + vo sin(wt’)) + (¢ — to)vo cos(wy), (3.12)
w
where vy = Epe/mw. It is assumed that the electron escapes at time ¢’ with

initial position z(¢') = 0 at velocity v(¢') = 0.

Depending on the time ¢’ that the electron enters the continuum, it may
follow a number of different trajectories. For HHG to occur, the electron
must be accelerated away from the nucleus and then return to its original
position, z = 0, to recombine and emit an XUV photon. Figure 3.5 shows
a number of possible trajectories for electrons emitted at different times
through the optical cycle. Electrons emitted while the field is growing in
absolute value (0 < t/7 < 0.25) are accelerated away from the core and
will never return and therefore these trajectories do not contribute to the
harmonic emission (trajectory (a) in figure 3.5). If the electron is released
at the peak of the field (¢/7 = 0.25) it returns to its parent ion with zero
kinetic energy (trajectory (b) in figure 3.5). Electrons that are emitted when
the field is decreasing in absolute value (0.25 < t/7 < 0.5) recombine with
a higher kinetic energy and spend a shorter time in the continuum. Finally,
electrons emitted when the field is close to zero (t/7 ~ 0.5) spend a very

short time in the continuum and acquire a small amount of kinetic energy.
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Figure 3.5: The electron trajectories in the continuum corresponding to dif-
ferent release times ¢ during the optical cycle of period 7. An electron emit-
ted at (a) t/7 = 0.2 represents an electron that is accelerated from the core
and does not contribute to harmonic generation, (b) at t/7 = 0.25 the elec-
tron returns with zero kinetic energy and at t/7 =(c) 0.3, (d) 0.35 and (e) 0.4
the electron has varying return kinetic energy.

3.2.3 Recombination

When an electron recombines with its parent ion, a photon is emitted with
energy equal to

hw = Exg + I, (3.13)

where Exg is the kinetic energy the electron acquired in the laser field and
I, is the ionization potential. As discussed in the previous section and
shown in figure 3.5, the slope of the trajectory at + = 0 when the electron
re-encounters the ion assumes different values corresponding to different
velocities and therefore different kinetic energies. Solving equation 3.12
for z(t) = 0 numerically, it is possible to calculate the kinetic energy as a

function of release time (figure 3.6) and determine that the maximum ki-
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Figure 3.6: Return kinetic energy of the electron expressed in units of the
ponderomotive energy U, as a function of the release time ¢ /7.

netic energy the electron may acquire is given by ~ 3.17U,, where U, is the

ponderomotive energy,

e?F3
UP = 4w2mg) (314)

which is the average kinetic energy of an electron oscillating in an electro-

magnetic field of amplitude Ey and angular frequency w.

The maximum kinetic energy that the electron can acquire corresponds
to the maximum photon energy E. which can be generated and therefore

we expect the high harmonic spectrum to be cut-off at photon energies

higher than [71]

E. = I, + 3.17U,,. (3.15)

According to this classical picture, the highest possible harmonic or-
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Figure 3.7: The highest photon energy achievable in argon for laser pulses
of wavelength 780 nm and pulse lengths (a) 10 fs, (b) 20 fs and (c) 40 fs
focused into a 75 pm radius capillary. Shorter pulses and higher energies
push the cut-off to increase the maximum harmonic order.

der that can be achieved will be a function of the ionization potential of
the gas medium and the wavelength, pulse width and pulse energy of the
laser. Figure 3.7 illustrates the highest photon energy that can be achieved
in neutral argon. Itis clear that by increasing the pulse energy or decreasing
the pulse length, the cut-off will be shifted to higher energy. The highest
photon energy achievable in neutral atoms is ultimately limited by the sat-
uration intensity, hence the harmonic cut-off may be increased by choosing
a generating gas with a large ionization potential, such as helium [77], or
using ions [78,79]. As such, neutral atoms, molecules and ions when illumi-
nated with laser intensities of 101 — 10 W em 2 can emit high harmonics
in the range of tens to several hundreds of electron volts. The highest en-

ergy that has been generated to-date is 1.3 keV, demonstrated by focusing
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a few-cycle pump pulse with a peak intensity of 1.4 x 10'® W em™2 into a
helium gas jet [10].

So far, this discussion has not considered why the harmonic peaks exist
at odd integer multiples of the fundamental frequency, f. This can now be
understood by considering the temporal structure of the harmonic emis-
sion which repeats every half cycle 7'/2 of the laser field. As a result, the
Fourier transform of the time-domain signal will have a frequency separa-
tion 1/(7/2) = 2f. In a medium that possesses inversion symmetry, such
as the gases commonly used for harmonic generation, the induced polar-
ization is an odd function of the electric field, repeating every half-cycle of
the laser field but with a change of direction, hence only odd harmonics are
formed.

In section 3.3 this simple single atom picture is extended to incorporate
macroscopic effects, including phase-matching and absorption and it will
be seen that propagation effects can impact upon the harmonic emission

that is observed.

3.24 Quantum model

In the previous section, it has been demonstrated that much of the high
harmonic generation process, including the overall range of photon ener-
gies generated can be understood in terms of the semi-classical three-step
model. However, for a more complete picture, a fully quantum mechani-
cal treatment is required. In a quantum model, as the laser field strength
increases, part of the electron wave function tunnels from the atomic po-
tential and propagates in free space away from the atom. As the sign of
the laser field reverses, the extended electron wavefunction re-encounters
the part of the wavefunction still in the ground state of the atom. The part
of the wavefunction that propagates in the laser field is phase shifted rela-

tive to the ground-state wavefunction, resulting in an oscillating dipole. By
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taking the Fourier transform of this time domain signal, the harmonic spec-
trum can be recovered. A quantum-mechanical formulation of the three-
step model has been developed by Lewenstein et al. [80] which successfully
explains the characteristics of harmonic generation, such as the photon en-
ergy cutoff, as well as offering insight into the spectral characteristics and
divergence properties of the beam. The remarkable success of the semi-
classical three-step model can be explained by the fact that the classical tra-
jectories correspond to those trajectories in the quantum mechanical model
which add constructively [81]). Many of the properties of the harmonic

emission are related to the phase of the electron, which is given by [82]
¢ = QWtf - S(pst7 Ly, tf)/h7 (316)

where ¢ is the harmonic order, w is the laser frequency, ¢; is the time the
electron is released in the laser field, ¢/ is the recollision time and S is the
semi-classical action over the electron’s trajectory. The phase of the emit-
ted harmonics is therefore not simply related to the phase of the driving
laser, but also to an intrinsic phase component that can vary with the laser

intensity.

3.3 Macroscopic effects

The previous section addressed the single atom response which is respon-
sible for generating the harmonic frequencies. However, high harmonic
generation does not only involve a single atom but an ensemble which are
coherently driven by the laser. The following section discusses the impor-

tance of propagation effects, such as phase-matching.
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3.3.1 Phase-matching

For any non-linear optical process to be efficient, the emission from a large
number of atoms must radiate coherently. As the driving laser passes
through the medium, it induces a coherent harmonic signal that co-prop-
agates with it. If this signal is to build in intensity over the entire interaction
length, the phase velocity of the driving laser and induced harmonics must
be the same, that is, the process must be phase-matched; this is shown sche-
matically in figure 3.8. In phase-matched harmonic generation, the har-
monic emission at all points in the interaction region adds constructively,

leading to bright output at the harmonic frequency.

Consider the wave equation for the fundamental laser E; = ¢'(ks#—«1)
and generated harmonics E, = ¢/(ka?=%) where k and k, are the wavevec-
tors of the fundamental and harmonic respectively and ¢ is the harmonic
order. Phase-matching is achieved when the phase mismatch, given by
equation 3.17, is zero:

Ak = ko — qgky = 0. (3.17)

In a phase-matched process (A k£ = 0) the intensity grows as the square of
the density (and hence in a homogeneous medium it grows as the square of
the propagation distance). This is shown in figure 3.9(a) and is contrasted
with a process that is not phase matched which results in a coherence length
L. after which there is a 7—phase shift between the fundamental and har-
monic (figure 3.9(b)). The coherence length is related to the phase mismatch
Ak by L. = w/Ak. Macroscopically, all the light generated in one coher-
ence length is completely cancelled by light generated in the next coherence
length and therefore, harmonics generated in a process which is not phase

matched arise only from the last two coherence lengths.

The value of Ak is influenced by several factors. Since high harmon-

ics are generated in a gas medium which exhibits a wavelength dependent
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Figure 3.8: An example of phase-matching in second harmonic generation.
(a) When the (red line) fundamental and (blue line) second harmonic prop-
agate with the same phase velocity, the harmonics from points A and B

add in phase, enhancing the signal; (b) when their phase velocities differ,
the harmonics from A and B cancel.
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Intensity

Electric field

Figure 3.9: (a) When Ak = 0 (solid line) the intensity grows as the square
of the propagation distance in the non-linear medium. When Ak # 0 (dot-
ted line) the intensity oscillates between zero and a small value with period
2L., where L. is the coherence length. (b) Phase mismatch in second har-
monic generation causes a build up in the harmonic field (solid line) over
the coherence length L. at which point a m-phase shift between the driving
laser (dashed line) and harmonic results in destructive interference over the
next coherence length.
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refractive index, the wavevector will be modified by the neutral gas dis-
persion Akgisp. The high intensities required to generate harmonics lead to
the generation of free electrons and the plasma dispersion provides another
contribution Akpjasma to the wavevector. Additionally, a geometrical modi-
fication Akgeom arises from focusing and propagation of the laser beam and

the total wavevector mismatch can be written

Ak = Akdisp + Akplasma =+ Akgeom- (318)

Geometrical effects

The geometrical contribution to the wavevector arises because of the need
to confine the electromagnetic wave to a small region in space in order to
create intensities sufficient for harmonic generation—in contrast, the geo-
metrical contribution from an infinite plane wave would be zero. The form
that Akgeom takes depends on the experimental configuration. Figure 3.10
shows the three configurations that are commonly employed for high har-
monic generation experiments: gas jet [83], gas cell [84,85] and gas-filled
capillary [9,86,87]. The gas jet and cell are examples of free space propaga-
tion where the geometrical wavevector contribution comes from the Guoy
phase shift which occurs as the beam passes through the focus [88]. A gas
cell may be preferred over a gas jet in some experiments where it is nec-
essary to reduce the gas load into the vacuum chamber [89] or where it is
desirable to have more control over the interaction length [90,91] which can
lead to optimization of the phase-matching and improvements in conver-

sion efficiency [92].

To generate harmonics in a gas-filled capillary, the laser is coupled into
and propagates along a hollow waveguide and the geometrical contribu-
tion arises from the waveguide dispersion. There are several benefits to

using a capillary in high harmonic generation experiments. The interaction
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Figure 3.10: Three experimental geometries are typically employed in high
harmonic generation: (a) gas jet, (b) gas cell and (c) gas-filled capillary.
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length in a capillary can be greatly increased over that which is possible
in a gas jet or cell, where the interaction length is limited by the confocal
parameter and by ionization-induced defocusing. The waveguide controls
the phase and intensity profile of the fundamental but the harmonics are
virtually unaffected by the guide since they have a much smaller mode
area. The fundamental propagates in a waveguide mode corresponding
to a modified propagation vector which increases the phase velocity com-
pared to free-space propagation. Thus, the waveguide contribution to Ak
has opposite sign to the neutral gas and plasma contributions making it
possible to balance the phase mismatch between the fundamental and har-
monics [89].

To generate harmonics in a capillary, the laser is focused on the capil-
lary and propagates inside. The waveguide modes, which are solutions to
Maxwell’s equations for the particular case of the boundary conditions of
the hollow waveguide, have been given by Marcatili and Schmeltzer [93].
For a linearly polarized TEM laser, coupled into a cylindrical fused silica
waveguide of radius a filled with a gas of refractive index n, the propaga-

tion constant for the fundamental EH;; mode is given by
2
k= nk2 — (%) : (3.19)

where ky is the propagation constant in vacuum and u;; is the first zero of

the Bessel function Jj.

Dispersion

Any gas medium used for high harmonic generation exhibits a wavelength
dependent refractive index, called dispersion, dependent on the spectral
positions of absorption lines in the medium. The visible refractive index

of the noble gases, such as argon, is slightly greater than unity and can be
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described using the Sellmeier equations [94]. These equations are fitted to
experimental data and as such are valid over limited spectral regions, typi-
cally at wavelengths above the ultra-violet absorption bands. For the XUV,
the refractive index, which is typically fractionally less than unity, may be
calculated from atomic scattering factor data; this is discussed in more de-
tail in chapter 7. Since the propagation vector depends on refractive index
k = (nw)/c, this difference in the refractive index for visible and XUV pho-
tons leads to
_2mg

Ak = [ng —nyl, (3.20)
As

where ¢ is the harmonic order, )\; is the fundamental wavelength and n,
and ny are the refractive indices at the harmonic and fundamental respec-

tively.

Refractive index
The refractive index of the partially ionized gas is given by [95]

77Na7“e/\2

n=14+P |(1—n)Ngd(\) 5 ,

(3.21)

where P is the gas pressure in bar, 7 is the ionization fraction, NV, is the
number density at one bar, 6(A) = d(Af) — 6(Ar/q) is the neutral gas dis-
persion at 1 bar and 7. is the classical electron radius. Any contribution
from non-linear refractive index is usually neglected since its contribution
is small at the intensities and low pressures encountered in the experi-
ment [95].

From the refractive index in equation 3.21, the propagation constant for
a laser of wavelength X in the EH;; mode of a hollow capillary is

217 27P(1 —1)0(A\) Natm
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where the terms correspond to the vacuum propagation, neutral gas dis-
persion, plasma dispersion and waveguide dispersion respectively. The

phase mismatch Ak = k, — gk; is therefore given by

21w N,

q

2
A
Ak ~ qZH L4 Nore(qhy — Ag) —

a2 [5Af - 5()‘(1)]7 (323)

where N, = (1 — n)PN, is the number of neutral atoms, N, = nPN, is
the number of electrons and Af and ), are the fundamental and harmonic
wavelengths respectively. In previous studies, it has been assumed that the
refractive index of the ionized gas atoms is unity [95]. This is not consid-
ered to be a good approximation and here we assume that the index of the
ionized gas is approximately the same as the index of the neutral atoms.
The effect of the waveguide on the XUV is ignored since the mode size of
the XUV beam is considerably smaller than the fundamental and therefore
it does not encounter the waveguide wall.

Figure 3.11 shows plots of Ak as a function of pressure and ionization
fraction for each harmonic, obtained using equation 3.23. This illustrates
that, for a particular ionization fraction, harmonic generation can be phase
matched for higher photon energies using higher pressures. The ionization
fraction, given by equation 3.10, is determined by the pulse energy and
pulse length as shown in figure 3.12. Using a shorter fundamental pulse
allows the atom to survive to higher intensity for a given ionization fraction
which allows phase-matching for a given harmonic at a lower pressure. As
will be seen in the next section, this is preferable because it reduces the

amount of reabsorption of the X-rays by the generating medium.

It is important to remember that equation 3.23 does not imply that har-
monics will be generated at these wavelengths, this depends on the energy
and pulse length of the fundamental laser and generating higher energy

harmonics requires sufficient laser energy according to equation 3.15.
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Figure 3.11: Phase mismatch Ak in argon (a) as a function of pressure and
harmonic photon energy for a constant ionization fraction n = 3.5% and
(b) as a function of ionization fraction and harmonic photon energy for a

constant pressure P = 80 mbar. The solid blue line represents the Ak = 0
contour.
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Figure 3.12: Final ionization fraction calculated from equation 3.10 for
(a) 10 fs, (b) 20 fs, (c) 30 fs and (d) 40 fs pulses as a function of peak in-

tensity, showing that atoms irradiated with shorter pulses reach a lower
tinal ionization fraction for a given peak intensity.

3.3.2 Absorption

Most materials, including low pressure gases, are strongly absorbing to
XUV. The absorption characteristics of materials to XUV can be predicted
with reference to photoabsorption measurements tabulated by Henke et al.
[14] or the comprehensive on-line database at the Center for X-ray Op-
tics [96]. The transmitted intensity I through a length =z of an ideal gas of
constant pressure P, can be calculated from the tabulated mass absorption
coefficient 1 using the relationship,

I =1 exp [— <k§T> ,uz] : (3.24)
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Figure 3.13: The transmission of 1 cm of argon at 100 mbar. Data from [14].

where Ij is the incident intensity, &, is the Boltzmann constant and T is the
temperature. Figure 3.13 shows the transmitted intensity I as a function of

photon energy for 1 cm of argon gas at a pressure of 100 mbar.

3.3.3 Harmonic build-up

The intensity build-up, given by both phase-matching and absorption in
the generating medium, is modelled by [97]

(3.25)

B o dN <1 +e72el _9e=L cog AkL) 7

a? + Ak?
where « is the absorption coefficient. The nonlinear source term here is dN,
the number of atoms ionized at a given time and radius as, for a given gas,
the probability of emission of a photon must be proportional to the number

of ionization events that occur [97].
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Figure 3.14: Harmonic build-up as a function of medium length L for dif-
ferent ratios of the absorption length L}, to the coherence length L..,. The
dotted line corresponds to the case of zero absorption. Adapted from [98].

The length over which the harmonics build-up is limited by the shorter
1/2ac and the coherence length

of the absorption length L
m/Ak. The harmonic build-up for a phase-matched process

Leoh =
(A k = 0) as a function of medium length is shown in figure 3.14. It can
be seen that in the absence of absorption, the build-up is proportional to
the square of the medium length (as was shown in figure 3.9(a)). In the
presence of absorption, even when the coherence length L, is infinite, the
high harmonic emission saturates once the medium is longer than a few
absorption lengths [98]. As the coherence length decreases, the harmonic
emission saturates at smaller values. Figure 3.15 illustrates the relative in-
tensity of harmonics of different energies generated in 30 mm of argon,

showing that the optimum region for harmonic generation in this regime
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is between 45-65 eV. In figure 3.15(a) the intensity is plotted as a function
of pressure and in figure 3.15(b) this is plotted as a function of ionization
fraction and shows that phase-matching in argon is not possible when the

ionization fraction exceeds ~ 4%.

3.4 Summary

From this chapter it should be clear that the measured harmonic emission is
a complicated function of the single atom response to the laser field which
depends on the laser pulse energy and pulse length, the effects of phase-
matching which also depend on the experimental geometry, and the ab-
sorption properties of the generating medium. The next chapter looks in
detail at the experimental apparatus that was constructed to generate the

high harmonics.
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Figure 3.15: Predicted harmonic build-up in 30 mm of argon, shown on a
normalized intensity scale; (a) as a function of pressure for an ionization
fraction n = 3.3% and (b) as a function of ionization fraction for a pressure
of 80 mbar.



Chapter 4

Generating High Harmonics

4.1 Introduction

This chapter discusses the experimental apparatus that was developed to
generate and characterize the high harmonics. This developmental work
forms a large part of my contribution to the project. In this chapter, each of
the key components will be discussed in detail, including the femtosecond
laser oscillator and amplifier system (section 4.2), the capillary based high
harmonic source (section 4.3), filtering (section 4.3.4) and X-ray spectrome-

ter (section 4.3.5).

4.2 High power, ultra-fast laser system

The past fifteen years has seen the rapid development of ultra-fast lasers.
Compact and reliable oscillators, capable of generating optical pulses in the
femtosecond regime, are now widely available [99]. The direct generation
of pulses < 5 fs, has been demonstrated [100] and we are fast approaching
the limit imposed by the optical cycle period of 2-3 fs for lasers operating
in the visible and near infrared region.

Generally, these oscillators operate with peak powers of the order of a

54
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Figure 4.1: Overview of the high power, ultra-fast laser system

megawatt [101], making it necessary to use some form of laser amplifier
to reach the peak laser fields high order harmonic generation requires (see
section 3.2.3), which are several orders of magnitude more intense than the
oscillator alone can provide.

For the experiments described in this thesis, we have used a commercial
laser system which incorporates a Kapteyn-Murnane Laboratories (KML)
oscillator to generate the initial ultra-fast pulse, in combination with a Pos-
itive Light Spitfire chirped pulse amplifier (CPA) system. A schematic

overview of this system, including the pump lasers, is shown is figure 4.1.

4.2.1 Ti:sapphire oscillator

The KML oscillator [102] is a Kerr-lens mode-locked [103-107], titanium
doped sapphire (Ti:sapphire) laser. Kerr-lens mode-locking relies on the
optical Kerr effect whereby the refractive index n of a medium becomes a

function of the incident intensity I according to,

n(l) =ng + nol 4.1)

where ng is the normal refractive index of the medium and ns is the inten-

sity dependent, non-linear refractive index. Since the intensity of a laser



CHAPTER 4. GENERATING HIGH HARMONICS 56

beam is typically higher towards its center, the non-linear change of refrac-
tive index will be strongest at the center, resulting in an intensity induced
lens and hence self-focusing of the beam. Self-focusing is the basis of Kerr-
lens mode-locking whereby an aperture (either a real, physical aperture, or
a virtual aperture caused by the finite size of the optics) causes gain to be
higher in the case of self-focusing. When the laser is operating in a pulsed
mode, the focused intensity within the Ti:sapphire crystal exceeds that re-
quired to induce self-focusing. In a cavity aligned for operation without
this lens, the introduction of a lens causes loss within the cavity. However,
modest displacements of one of the cavity mirrors can result in a decrease
in loss in the laser cavity when Kerr lensing is present and hence the laser
can be aligned to be stable in either mode.

As a solid-state laser material for use in ultra-fast lasers, Ti:sapphire has
several desirable properties including high thermal conductivity, high en-
ergy storage density [101] and a wide gain bandwidth [108] which allows it
to support extremely short pulses [103]. The crystal is pumped with 4.5 W
from a diode based, frequency-doubled Nd:YAG laser (Spectra Physics Mil-
lenia) operating at 532 nm; this is an ideal source since it corresponds well
with Ti:sapphire’s broad absorption maximum at 500 nm [108].

Figure 4.2 shows a schematic of the KML cavity. A pair of prisms com-
pensate for dispersion caused by the Ti:sapphire crystal and other intra-
cavity optics. Careful optimization of the intra-cavity dispersion using
short Ti:sapphire crystals and prism pairs [102,109], is necessary to pro-

duce the shortest possible pulses [110-112].

4.2.2 Dazzler

The output from the KML is directed into the Dazzler, as shown in fig-
ure 4.1. The Dazzler is a type of acousto-optic modulator (AOM), called

an acousto-optic programmable dispersive filter (AO-PDF), a device which
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Figure 4.2: Schematic of the optical configuration of the Kapteyn-Murnane
Laboratories (KML) Ti:sapphire Oscillator

can be used to shape the phase and amplitude profile of an ultrashort
pulse [113].

The optical geometry and electrical connections to the AO-PDF are
shown schematically in figure 4.3. An acoustic wave is launched into the
2.5 cm long birefringent paratellurite TeO; crystal by a piezoelectric trans-
ducer excited by an RF signal from a function generator controlled by a
laptop computer. The acoustic wave travels along the z-axis of the crys-
tal, reproducing the temporal shape of the generated RF signal. A 1kHz
synchronization signal from the Evolution laser power supply is passed
through a Stanford Research Systems Digital Delay Generator and is used
to ensure that the arrival of the acoustic wave into the AO-PDF coincides
with the arrival of the KML laser pulse that will be subsequently selected
to seed the regenerative amplifier (see section 4.2.3). The Dazzler is not
able to operate at the full 96 MHz repetition rate of the KML laser because
of the acoustic wave velocity and this synchronization ensures that each
pulse that is to be amplified is modified identically by the acoustic wave.

The incident optical wave initially travelling along the ordinary axis of
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Figure 4.3: The acoustic wave is launched into a TeO, crystal by a trans-
ducer from an RF function generator controlled by a laptop computer. The
crystal is cut such that the acoustic wave reflects from the end face and co-
propagates with the input optical wave. The acoustic and optical waves
are carefully synchronized to a 1kHz reference signal. Adapted from refer-
ence [114].

the crystal has polarization parallel to that axis, with a propagation direc-
tion collinear with the propagation direction of the acoustic wave. The op-
tical wave can interact with the acoustic wave, causing an optical wave to
be coupled into the extraordinary axis with polarization parallel to the ex-
traordinary axis (figure 4.4). For a specific frequency of the acoustic signal,
phase-matching between the acoustic and optical signal can result in a cou-
pling of the ordinary and extraordinary axes. At any one spatial frequency,
in the acoustic signal, only one optical frequency can be diffracted at a po-
sition z. Each optical frequency w travels a distance z before encountering
the phase matched frequency and being diffracted into the extraordinary
mode. Since the refractive index of each of these modes is different, each
frequency will see time delay with respect to one another. The relative am-
plitude of the output pulse depends on the acoustic intensity at the position
z(w) where it is diffracted.

Even in a well optimized CPA system, where the positive dispersion of
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Figure 4.4: The individual frequency components of an input pulse orig-
inally incident along the ordinary axis of the crystal may be selectively
diffracted into the extraordinary axis at a position along the crystal axis.
In this way, the path length of each frequency component in the ordinary
and extraordinary axes, which have different refractive indices, can be con-
trolled. (Based on reference [113].)

the stretcher matches well the negative dispersion of the compressor, other
optical components in the amplifier introduce GVD, higher order disper-
sion and nonlinear dispersion which must be compensated for. While it
is possible to introduce prism pairs or dispersion compensating mirrors
that will do this, they are not programmable and are limited to the first or-
ders [114]. By using an AO-PDE, such as the Dazzler, we are able to address
two key limitations of the CPA systems. We are able to correct for the GVD
introduced by optical elements in the beam path and also to correct for any
high order (third order or greater) dispersion introduced by the stretcher
and compressor.

The Dazzler can make arbitrary programmable changes to the spectrum
and phase of the pulse, for example, we could use it to create a hole in
the centre of the spectrum (figure 4.5) which might be useful to overcome
non-uniform narrowing of the amplified gain medium which can lead to
a narrowing of the spectral bandwidth. It is possible to use the AO-PDF

to correct for this by programming a filter where the transmission at the
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Figure 4.5: The KML laser spectrum before (dashed) and after (solid) the
Dazzler has been programmed to give a spectral hole at 787 nm (FWHM
1.6 nm).

wings is greater than in the center.

In this way, the Dazzler can be used to produce an ideal pulse shape, or
more frequently, can be used to optimize the pulse for a particular appli-
cation, that is, optimization to produce high order harmonics. In chapter 5
we will look at the way we have used the Dazzler to frequency shift the

high harmonics.

4.2.3 Chirped pulse amplifier

A commercial chirped pulse amplifier (CPA), the Positive Light Spitfire,

was used to increase the energy of the seed pulse from the KML oscil-
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Figure 4.6: Schematic representation of the laser amplifier system
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lator from the nanojoule to millijoule levels. The amplifier is capable of
producing 35 fs pulses at a repetition rate of 1 kHz with 1 mJ, 2.5 m]J or
25 m] of energy using the regenerative amplifier only, the regenerative am-
plifier and double-pass amplifier stage or the regenerative amplifier and
two-stage multi-pass amplifier respectively. For the work described in this
thesis, energies up to 1 mJ] were used from the regenerative amplifier and
therefore the 2.5 mJ] and 25 m] lines will not be described further.

The optical layout of the Spitfire CPA is shown in figure 4.6. The input
pulse from the KML oscillator passes through a Faraday rotator which acts
as an optical isolator and is then stretched to ~ 100 ps using a double pass
onto the stretcher grating. This allows the maximum energy to be extracted
from the Ti:sapphire crystals before saturating, reducing the peak power
of the pulse to prevent damage to the gain medium and reducing non-
linear effects during amplification, such as self focusing, and self phase
modulation [115]. A pair of photodiodes monitor the bandwidth of the
stretched pulse, ensuring sufficient bandwidth to prevent damage to the
gain medium.

The stretched seed pulse passes into the regenerative amplifier cavity.
The amplifier is pumped by a 20 W diode pumped, frequency-doubled
Nd:YLF laser (Positive Light Evolution 20) which is split by a half-wave
plate and polarising beam splitter into 8 W to pump the regenerative am-
plifier and 12 W which can be used to power the optional multipass ampli-
fier.

In the regen, the seed beam is carefully overlapped with the green pump
laser on the Ti:sapphire crystal. The regen cavity is defined by two high re-
flectors and the number of round-trips around the cavity is controlled by
the Pockel cells which are controlled by a digital delay generator (Positive
Light SDG) which also synchronizes the arrival of seed laser pulses with

the pump laser pulses. After a defined number of cavity round-trips and
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just before the gain medium is saturating, the pulse is switched out of the
regen cavity.

After being output from the regen cavity, the amplified beam has an
energy of approximately 1 m]J. At this stage, it can optionally pass through
a further amplification stage which uses a bow-tie shaped multi-pass con-
figuration through another Ti:Saphire crystal. This section is not shown on
figure 4.6 since it was not used in the experiments in this thesis as it was
found that the use of the multi-pass amplifier significantly degraded the
beam quality.

After amplification, the beam makes a double pass onto the compressor
grating which applies a negative chirp to compress the pulse close to the
original seed pulse length. At the output from the amplifier, we typically
measure a pulse length of 3540 fs which can be optimized by tuning the
distance between the compressor gratings which are on a motorized con-

trolled mount.

4.2.4 Pulse characterisation

When we measure an ultrashort pulse, we wish to know its intensity and
phase profile. In the frequency domain we can use a standard spectrome-
ter to measure the spectrum, giving us intensity versus wavelength. In our
case, we use an Ocean Optics HR2000CG spectrometer. Or, we can make
measurements in the time domain, a technique which has historically been
dominated by the autocorrelator which measures intensity versus time, ef-
fectively using the pulse to measure itself. Unfortunately, autocorrelators
are not without their drawbacks [116]. Specifically, as the pulse becomes
more complex, the autocorrelation of the pulse in fact becomes simpler
causing the fine structure of the pulse to be lost. Secondly, the autocor-
relation does not easily reveal the FWHM of the pulse since this depends

on the pulse shape. If one assumes a Gaussian pulse with multiplication
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Figure 4.7: Experimental layout of an SHG FROG.

factor 1.41 a longer pulse will be predicted than if one assume a sech? with
a multiplication factor of 1.54. This is further complicated by the fact that
no pulse exactly fits a Gaussian or sech? function [116]. Further to this,
autocorrelators can be quite tricky to align, and unfortunately, when not

aligned correctly they can give misleading results.

FROG and GRENOUILLE

More recently, a series of techniques referred to as Frequency Resolved Op-
tical Gating (FROG) have been developed which are able to extract the full
intensity and phase data from an ultrashort pulse. In FROG, the incom-
ing pulse is split in two and one pulse delayed with respect to the other,
in much the same way as in autocorrelation. However, in FROG we then
measure the spectrum of the signal pulse with respect to delay. This re-
sults in a time-frequency domain measurement where we can generate a
two-dimensional trace of intensity versus frequency and delay. It now be-
comes possible to extract the full intensity and phase data from an ultra-

short pulse [116].

Numerous geometries of FROG exist; figure 4.7 shows a second har-

monic generation FROG (SHG FROG). In the SHG FROG, the pulses are
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spectrally resolved from an autocorrelator based around a second harmonic
generating crystal, resulting in a trace of intensity I versus frequency w and

delay 7 related to the spectrum of the pulse [116]

2
I(w,7) = ‘ /_ E(t) + E(t — 7) exp(—icwt)dt| 42)

The SHG FROG is a very sensitive measurement technique frequently used
for low input pulse energies such as the unamplified pulses from a
Ti:sapphire seed laser. The reason for this sensitivity is in part due to the
strength of the second order non-linearity (compared to the weaker third-
harmonics used by some FROG systems). Additionally, the SHG FROG
gives a relatively high signal to noise ratio since the signal light is of a dif-
ferent frequency from the input pulse and hence scattered light may be
easily filtered.

Trebino, O’Shea and co-workers have devised a novel SHG FROG (fig-
ure 4.8) using a thick non-linear crystal to replace the thin crystal and spec-
trograph, and a Fresnel biprism to replace the beam splitter and delay line.
These innovations have led to the GRENOUILLE (GRating-Eliminated No-
nonsense Observation of Ultrafast Incident Laser Light E-fields) [117]—an
extremely compact ultrashort pulse measurement device capable of full in-
tensity and phase measurements. The lack of a delay line means that the
GRENOUILLE is a single shot device, making it possible to compare indi-

vidual pulses from low repetition rate amplifier systems [118].

The Fresnel biprism is a prism with an apex angle approaching 180°
[119]. When a wide beam is incident on the biprism, the beam is split
into two and the resulting rays are overlapped into the SHG crystal with
variable delay. The crystal is imaged onto a CCD camera, giving a plot
of signal versus position (delay) in the horizontal plane, as in a traditional

FROG geometry. However, in contrast to the conventional FROG geome-
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Figure 4.8: Schematic showing the GRENOUILLE beam geometry.
(Adapted from reference [117].)

try, the beams in the GRENOUILLE are automatically aligned in space and
time [117]. This greatly simplifies the optical alignment, negating the need
to align a delay line.

The other innovation with the GRENOUILLE is in the use of a thick
SHG crystal which reduces the phase-matching bandwidth and hence the
phase matched wavelength becomes a function of angle. In this way, the
thick SHG crystal also acts as a spectrograph. The cylindrical lens maps
the wavelengths at different output angles as a linear function of vertical
position on the camera. The signal received by the camera is analogous
to an SHG FROG experiment where delay is plotted horizontally against

wavelength vertically.

The GRENOUILLE was used to monitor the pulse length from the am-
plifier and the GRENOUILLE was a useful aid to alignment, compressor
optimization and for optimizing the delay settings which control the am-
plifier’s Pockel cells. A thin 4% beam splitter (Femtolasers) inserted into
the beam after the amplifier allowed live viewing of the FROG trace dur-
ing the experiment. Figure 4.9 shows a typical GRENOUILLE trace from
the Spitfire CPA system.
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Figure 4.9: (a) The GRENOUILLE trace of a 33 fs pulse from the Spitfire
CPA system. (b) The time domain intensity and phase and (c) the frequency
domain intensity and phase.

4.3 XUV generation

This section describes the experimental setup that was created for the high
harmonic generation experiment. Figure 4.10 shows a schematic layout of
this experiment. The hollow capillary waveguide is held within a differ-
entially pumped vacuum system and the laser pulses are coupled into this
using a 0.7 m focal length lens via a 1 mm thick fused silica optical window.
After the capillary, filters can be inserted to attenuate the fundamental and
the XUV beam continues downstream towards the interaction chamber and

spectrometer.

argon
Focusing lens (10 - 250 mbar)

(f=07m) l

10" mbar
10 mbar

—>» X-Rays
(to spectrometer)

; Al filter

Capillary (200 nm)

Window

Figure 4.10: Schematic showing the high harmonic generation experimen-
tal setup
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4.3.1 Hollow waveguide

After leaving the amplifier and passing through a beam splitter to allow a
pick-off for pulse measurement with the GRENOUILLE, the beam height
is adjusted to match the height of the X-ray generation capillary with a
periscope containing a pair of silver mirrors. The laser is then focused with
a 0.7 m focal length fused silica lens, into a 150 pm capillary waveguide.
Laser pulses energies of up to 850 ] were coupled into the capillary.

The hollow capillary waveguide was manufactured by the fibre fabri-
cation group of the Optoelectronics Research Center. It is fabricated from
fused silica and was drawn from a large precursor using a fibre draw-
ing tower to have an inner diameter of 150 ym and an outer diameter of
1.6 mm. The waveguides used in these experiments were all 70 mm long
and had a pair of 300 um gas inlet holes drilled at a distance of 20 mm from

either end.

Waveguide coupling

For a TEM beam focused on-axis into a hollow waveguide, only the EH;,,
modes will be excited. Of these modes, the EH;; mode has the lowest the-
oretical loss and the highest peak intensity and therefore it is important to
determine the focal length lens required to optimize the coupling into this
mode. The spatial profile of the EH;,,, modes can be approximated by the

zero-order Bessel function Jy,
r
E(r) = EoJo (tn) 4.3)

where « is the bore diameter, 0 < r < a and a gaussian beam with a 1/ e2

waist w is represented by,

7.2
E(r) = Epexp <_u)2> . (4.4)
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Figure 4.11: Calculated coupling efficiency in a hollow capillary waveguide
as a function of the spot size to bore size ratio w/a for the (a)EH;1, (b)EH12,
(c)EH13 and (d)EH14 modes.

The coupling efficiency of the incident beam to each of the EH;,, capillary

modes can be then be expressed by the overlap integral [120]

B [y exp(=r?/w?)Jo (um ) r dr]?
= fooo exp(—2r2/w?)r dr foa Jg (umg) rdr.

(4.5)

Figure 4.11 shows the coupling efficiency for the EH;,, modes plotted as a
function of the spot-size-to-bore-size-ratio w/a. It is clear from this that the
optimum coupling efficiency into the lowest loss EH;; mode occurs for the

ratio w/a = 0.64 and for this ratio, 1 = 98.1% and 1, = 0.5%.

It was experimentally determined that a 700 mm focal length lens pro-
duces the highest coupling efficiency. This gives a spot size of 81 ym which
is slightly smaller than the optimum spot size suggested by the ratio
w/a = 0.64. The reason for this is that the focusing conditions required
for maximum coupling into the EH;; mode do not correspond to the mini-

mum loss condition for the 150 yum capillary that was used. To calculate the
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theoretical transmission of a hollow waveguide, it is necessary to account
for both the attenuation of and coupling efficiency to each of the waveg-
uide modes. The transmission P(z) of a capillary of length z is given by

the sum over all waveguide modes [120],
P(z) = Zexp(—2az), (4.6)

where the attenuation coefficient « is given by [93]

2
= () o 4)
where u,,,, is the m*" root of the zero-order Bessel function, ) is the wave-
length, n is the real refractive index and «a is the bore radius of the capillary.
Figure 4.12 shows that for minimum loss, the coupling conditions should
be w/a = 0.58, which is consistent with our experimental measurements.
The maximum transmission efficiency that was measured was 75%, com-

pared to a theoretical value of 94%.

Using slightly tighter focusing conditions has an additional benefit. It
was noted that the transmission efficiency of several of the hollow capillar-
ies used in the experiments was observed to drop over several hundreds
of hours of operation, eventually reaching a minimum of ~ 40%. The in-
creased loss was accompanied with an observation that the front entrance
of the capillary became increasingly cone shaped and white deposits ap-
peared, probably from ablation of the glass. It is believed that the damage
resulted from residual laser power in the glass at the front face of the cap-
illary. This is not unexpected considering that, for a TEMy laser beam,
optimized for maximum coupling into the EH;; mode with beam waist
w = 0.64a, approximately 0.1% of the laser energy will be incident on the
front face of the capillary.

In applications such as this, where precise control over the focal size



CHAPTER 4. GENERATING HIGH HARMONICS 71

Transmission

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
w/a

Figure 4.12: Transmission of a 70 mm long, 250 ;zm bore hollow-glass cap-
illary as a function of the beam waist to bore size ratio w/a for (solid line)
optimum coupling into the EH;; mode and (dashed line) minimum loss.

and intensity of laser beams is particularly important, it is necessary to
tully characterize the propagation parameters of the beam, including the
M?2. The M? value provides a measure of the number of times diffraction
limited the beam is [88]. A theoretically ideal laser with a diffraction lim-
ited beam has an M2 of 1, though few lasers come close to this value. The
M? allows us to calculate the size of the real beam by multiplying the cal-
culated beam waist at any point by the value of M2. Hence, M? values
are extremely important in working out the properties and focusing char-
acteristics of non-diffraction-limited beams. In our group, Praeger has de-
veloped a novel technique for measuring the M? from the output of the
chirped pulse amplifier [121]. The technique relies on multiple reflections
between partially transmitting mirrors to measure on a camera the size of
the beam as it is passes through a focus. Typical values for the M? of the

amplified beam measured using this method were ~ 2.
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Gas inlet holes

The waveguides used in these experiments had a pair of 300 ym gas inlet
holes drilled at a distance of 20 mm from either end of the capillary. These
holes define a region of constant gas pressure in the center of the capillary,
with the pressure dropping off linearly towards the ends. The shape of
this gas profile also prevents high gas pressure building at the entrance of
the fibre which may otherwise lead to ionization induced defocusing and
a reduction in coupling efficiency [122]. Drilling the capillary was a novel
approach by myself which greatly simplifies alignment in contrast to the
multi-segment capillaries common previously [86] and has since been used
by other groups [79].

The gas inlet holes were drilled in the capillary waveguide using a me-
chanical micro-machining technique. Diamond tipped, 300 um drill bits
supplied by Lunzer Inc. were used in conjunction with an ultrasonic mill.
Lengths of the glass capillary were attached to a metal jig with wax and
the holes were drilled in the desired pattern, positioning the capillary us-
ing a mechanical stage fitted with digital readout. Cooling fluid is used to
prevent the drill from overheating and, typically, each bit drilled 4-8 holes
before requiring replacement. The glass capillary was removed from the
metal jig by dissolving the wax in Ecoclear at 50°C. Following this, the cap-
illaries were hand cleaved to length using a ceramic tile and cleaned in an
ultrasonic bath containing acetone for 30 minutes to remove loose debris
from the drilling and any contamination from grease or cooling fluid.

To aid the connection of gas and vacuum services to the thin and fragile
capillary, the capillary is secured into a custom made glass T-piece (fig-
ure 4.13) which provides mechanical support to prevent the capillary from
bending and provides vacuum sealing between the gas inlet (10-250 mbar)
and the high vacuum system (~ 10~¢ mbar). The T-piece is coupled to the

high vacuum system with O-ring sealed compression fittings (Swagelok
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Ultra-Torr) at either end of the T-piece which are sufficiently flexible to
allow for alignment of the capillary. The capillary was sealed into the T-
piece using a small quantity (20-60 L) of UV curing acrylic adhesive (Per-
mabond UV7248) which was confirmed to be suitable for vacuum condi-
tions down to 10~ mbar and was preferred to an epoxy resin because it
is transparent, index-matched to the glass T-piece and capillary and stable

under UV irradiation.

) regulated
glass T-piece gas supply
" 300 um hole r
_Fé ]
10-250 mbar
10° mbar 10° mbar

Ty N T
fu \ 150 um capillary U\{adhesive h

compression fitting

Figure 4.13: The capillary waveguide is sealed into a custom designed glass
T-piece to provide mechanical support and to aid the attachment of gas and
vacuum services.

Pressure control system

It is important to be able to accurately regulate the pressure inside the cap-
illary. The phase-matching conditions (and hence the harmonics that can
be generated) are affected by the pressure and hence we must be able to
keep the pressure constant while still allowing control in order to optimize
the system. A Tescom ER3000 pressure regulator is used to control the pres-
sure inside the capillary. This computer controlled valve is connected to an
RS485 network and controlled with custom written LabView software to
monitor and control the pressure using a proportional, integral, differential

(PID) control system which allows accurate feedback control and fast re-
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Figure 4.14: The configuration of the pressure control system that regulates
the gas pressure inside the capillary waveguide.

sponse. Figure 4.14 shows the configuration of the pressure control system.
A short flexible plastic pipe connects the glass T-piece which supports the
capillary to the regulated gas supply. At the end of this pipe, a pressure
transducer provides feedback to the ER3000 on the capillary gas pressure.
The ER3000 inlet valve is connected to the gas supply via a step-down reg-
ulator to supply an inlet pressure to the Tescom at 1 bar. The exhaust valve
is connected to a 15 m?® h=! dry piston pump (Leybold Ecodry M15) to al-
low pressure regulation to sub atmospheric pressures and to ensure a fast

response when pressure changes are required.
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4.3.2 Optical windows

The vacuum entrance window is 1 mm thick fused silica (Apex Services).
At 780 nm, the group delay dispersion of the 1 mm thick fused silica win-
dow is 36 fs?> mm~! which stretches a 30 fs pulse to 30.2 fs. The thickness
and diameter are a trade off to provide sufficient strength to support the
vacuum while allowing the diameter to be wide enough that the beam can
be large while passing through the window to reduce non-linear effects or
the possibility of optical damage. Fused silica has a damage threshold of
1] cm ™2 for 30 fs pulses [123] and color centers can be formed in the glass at
even lower fluence [124]. The window is placed 0.3 m from the input face
of the capillary where the beam has expanded to 10 mm and the energy

dropped to < 1 mJ cm™2.

4.3.3 High vacuum system

The T-piece is attached to the vacuum tubes which define the laser and
X-ray optical axes of the experiment, from laser input window through to
sampling chamber and spectrometer (figure 4.15). The T-piece is coupled at
either end to a pair of modified vacuum T-pieces using O-ring sealed com-
pression fittings (Swagelok Ultra-Torr). The vacuum T-pieces are mounted
on pairs of orthogonal translation stages (Newport UMR) and are coupled
to the rest of the high vacuum system via flexible edge welded bellows
(Leybold Vacuum). This arrangement allows precision alignment of the
capillary with respect to the laser. The vacuum optical axis is connected
to a vacuum pumping backbone via further flexible edge welded bellows
which provides symmetrical pumping to either end of the hollow capillary.
Vacuum pumping is achieved using a 300 litres per second turbomolecular
pump (Leybold TW300) which is backed by a 15 m? h~! dry piston pump
(Leybold Ecodry M15) and achieved ultimate pressures of 10~7 mbar or

typically 10~5 mbar when operating the capillary at pressures of around
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Figure 4.15: High vacuum system
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70 mbar.

After the capillary, a mirror on a 45 degree mount can be optionally
inserted into the beam using a linear push-pull feedthrough. The mirror
reflects the infra-red laser out of the chamber through a fused silica window
to allow measurement of the laser power coupled through the capillary and

to monitor the quality of the output mode.

4.3.4 XUV filtering

Many XUV detectors are equally sensitive to visible light, therefore it is
essential to filter the driving laser which is many orders of magnitude more
intense than the XUV. The driving laser can easily swamp the XUV signal
on spectrometers and cameras and risks damaging their detectors.

Thin films of materials such as aluminium, zirconium and beryllium
can be used to separate the XUV emission and driving laser which are
collinear. Aluminium is a particularly useful material in this regard and
is widely used as a filter material because of its durable mechanical prop-
erties, wide bandpass in the XUV (17-80 nm), and excellent visible light
blocking characteristics. In the case of a 150 nm aluminium filter, Pow-
ell et al. have made detailed measurements of the visible light transmis-
sion characteristics of aluminium films using a sensitive spectrophotome-
ter [125] and measured the transmission at 800 nm to be typically < 10~".
Pinholes caused by defects in deposition, damage or dust are one of the
greatest problems with ultra-thin film filters and their presence can result
in a reduction of the expected optical density. It was found that multilay-
ered foils, for example, composed of two 100 nm aluminium layers that
were deposited separately, resulted in pinhole free foils for applications re-
quiring very low levels of laser leakage.

The performace of thin films in the XUV can be predicted with refer-

ence to photoabsorption measurements tabulated by Henke et al. [14] or
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the comprehensive on-line database at the Center for X-Ray Optics [96].
The filter transmission 7" in the XUV can be calculated from the tabulated

mass absorption coefficient ;. using the relationship

T = exp (—ppx), (4.8)

where p is the density of the material and « the thickness. Figure 4.16 shows
the energy dependent transmission characteristics for pure aluminium and

a number of other materials of interest as XUV filters.

In many cases, the experimentally measured transmission of the filters
will be lower than those shown in figure 4.16 because of the build up of
oxide layers on the surface of the materials which age the filters. Storing
the filters under vacuum or dry nitrogen will reduce their exposure to wa-
ter and oxygen and slow down the ageing process. Aluminium filters have
been shown to age over time as a result of oxide growth on the surface,
with oxide layers up to 15 nm forming on the surface [126]. Figure 4.17
compares the transmission through a pure aluminium filter with one con-
taminated with 15 nm of aluminium oxide on each surface, this shows that
for a 150 nm filter, the transmission at 30 nm falls from 70% to 12%; this
calculation compares well with observed experimental transmisions mea-
surements.

Thin film filters are mounted onto stainless steel rings and may have a
nickel mesh grid for support, however, these reduce the transmission by
a further 15% [126] and in the experiments described in this thesis unsup-
ported films of 5 mm diameter, supplied by Lebow Company, were used.

Thin film filters, especially those that are unsupported, must be treated
with care because they are extremely fragile and susceptible to damage by
small pressure differentials, mechanical stress caused by careless handling

or poorly designed mounts, dust and debris or intense laser radiation [127].
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Figure 4.16: The wavelength dependent transmission of 150 nm films for
various materials of interest as XUV filters. Data from reference [96].

Careful design of the filter holder (figure 4.18) was required to reduce the
possibility of damage to the filters. The filter holder consists of a pair of
trays, each of which houses a maximum of five filters, which can be posi-

tioned in front of the beam using push-pull linear feedthroughs. The trays
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Figure 4.17: The wavelength dependent transmission of an aluminium foil
(solid line) compared with an aluminium foil that has 15 nm of aluminium
oxide (dashed line). Data from reference [96].

slide between light tight baffles housed within a modified vacuum cross.
The baffles prevent scattered light from passing around the sides of the
filters and entering the experimental chamber or spectrometer. The filters
were placed sufficiently far from the exit of the capillary that the filters were
not damaged by the laser (see figure 4.15). In each tray, one filter position
is left blank so that the driving laser beam may be used for alignment pur-
poses and to allow a path for gas to flow during pump-down, to prevent
the filters from being damaged by the build up of a pressure differential

across them.

4.3.5 XUV spectrometer

An XUV spectrometer was placed on the beamline after the experimental
chamber and was used for characterizing the XUV beam and as a diagnos-

tic tool. The spectrometer, supplied by Shulz Scientific, was a Rowland cir-
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Figure 4.18: The XUV filtering system consists of two trays each hous-
ing a maximum of five filters held in a modified vacuum cross which has
baffles to reduce the amount of scattered light. A pair of manual linear
teedthroughs are used to position the filters in the beam path.

cle geometry, grazing incidence spectrometer with a curved multi-channel
plate (MCP) detector. A selection of three concave diffraction gratings gave
access to the spectral region 5-60 nm. Full details of the optical design and

wavelength calibration of the XUV spectrometer are given in Appendix A.

4.4 Results

This section discusses the results from a series of experiments that were
conducted to determine the optimum phase-matching conditions for effi-
cient high harmonic generation as well as examining the spectral and spa-

tial properties of the beam.
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4.4.1 Phase-matched generation
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Figure 4.19: (solid line) Total X-ray emission measured with a calibrated
photodiode as a function of argon pressure for a 40 fs 600 pJ laser pulse
and (dashed line) the theoretical X-ray emission calculated using phase-
matching and including the contribution over the 21st-31st harmonics for
a capillary filled with a 3 cm region of argon at constant pressure and a 3%
ionization fraction.

Figure 4.19 shows the total harmonic flux as a function of argon pres-
sure for a 40 fs, 600 yJ input laser pulse with a 70% coupling efficiency
into the capillary, corresponding to a peak intensity of 2 x 10 W em™2. A
200 nm thick aluminium filter was used to block the fundamental and the
data was recorded using a calibrated XUV photodiode (XUV100C, OSI Op-
toelectronics) and lock-in amplifier (Stanford Research System SR800). In
this instance, optimum phase-matching is obtained for pressures between
50-75 mbar which results in the emission of greater than
(8 £ 0.4) x 107 photons per pulse, giving a total conversion efficiency of
the order of 107°. The uncertainty in the experimental value of the photon

flux is predominantly caused by fluctuations in the energy and harmonic
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distribution of the source and was estimated by comparing the range of
values recorded over a series of experimental measurements.

Plotted as an overlay in figure 4.19 is the phase matching curve pre-
dicted from equations 3.23 and 3.25. This simple model calculates the con-
tribution from each of the harmonics (21-31), for a capillary filled with a
3 cm region of constant gas pressure and a 3% ionization fraction. This the-
oretical fit matches the position of the peak in the experimental data well
but does not fit the general shape of the experimental data very well. The
reason for this is that phase-matching is a spatio-temporal problem and
for accurate modelling, it is necessary to account for the radial intensity
distribution of the laser beam and the time evolution of the pulse and its
consequent affect on ionization. In the capillary geometry described in this
thesis, it is also necessary to account for the longitudinal pressure distribu-
tion in the capillary.

The optimum pressure for phase-matching is dependent upon the har-
monic energy and therefore different harmonics will be phase-matched at
different argon pressures. Figure 4.20 illustrates the experimentally mea-
sured phase-matching curves for the 23rd, 25th and 29th harmonics. There
is a clear shift in the optimum phase-matching pressure with the lower
harmonics being phase-matched at lower pressure which is consistent with
the observation in figure 3.15(a). Phase-matching depends on the ioniza-
tion fraction 1 which varies as a function of time throughout the pulse,
therefore, harmonics may be phase matched at different pressures as the
pulse evolves in time, for example, when n = 2%, the optimum phase-
matching for 50 eV photons is at 42 mbar, however 1 = 3% this has shifted
to 65 eV. The lower energy harmonics are more strongly affected by argon
absorption and therefore build up will be greater at lower argon pressures.
Another interesting feature of figure 4.20 is the double peak which is ob-

served particularly strongly for the 23rd harmonic. The second peak at
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Figure 4.20: Phase-matching curves for the 23rd, 25th and 29th harmonics
as a function of argon pressure.

higher pressure results from the capillary’s pressure profile (figure 4.21).
The capillary has two gas inlet holes which define a region of constant gas
pressure in the centre of the capillary, with the pressure dropping off ap-
proximately linearly to both ends. When the pressure in the central region
is too high to successfully phase match, there exists a region within this
pressure gradient that is at the correct pressure for phase-matching. These
effects further add to the broadening of the phase-matching curve observed
in figure 4.19. The detailed modelling of all of these effects is outside the
scope of this thesis and within our group, Rogers is developing a spatio-

temporal phase-matching model [97] which accounts for them.
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Figure 4.21: The gas pressure profile (solid blue line) within the hollow cap-
illary for an input pressure of 100 mbar as calculated by the computational
fluid dynamics package Ansys CFX. The two holes (dashed red lines) de-
fine a region of constant gas pressure and outside this region, the pressure
drops off linearly to the ends of the capillary (dashed blue lines).

4.4.2 XUV spectrum

Figure 4.22 shows the high harmonic spectrum of argon recorded at a pres-
sure of 80 mbar, for a 40 fs laser pulse of energy 600 1]. At 80 mbar, emis-
sion from the 25th harmonic (31 nm) is optimized, with a photon flux of
~ 3 x 107 photons pulse™!, measured by comparison with the total X-ray

signal from the calibrated X-ray photodiode.

The recorded argon emission is occurring in a spectral region where
argon is strongly absorbing. To calculate the transmission of a gas medium
of length L with a non-uniform pressure profile given by P(z), equation

3.24 must be integrated over the pressure profile to give

=10 oo [* (22 ] 0

where 2 is the longitudinal capillary coordinate. In the high harmonic ex-

periments a 150 pm capillary is used, with a pair of 300 um gas inlet holes

drilled 20 mm from either end of the 70 mm capillary. To understand the
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Figure 4.22: A typical XUV spectrum for an argon pressure of 80 mbar, for
a 40 fs laser pulse of energy 600 p].

absorption processes in the capillary, it is important to understand the pres-
sure profile. The holes define a constant gas pressure region in the centre of
the capillary with the pressure dropping off linearly towards the ends. This
is confirmed in figure 4.23(b) which shows the pressure profile of a typical
150 pm capillary, with an inlet pressure of 100 mbar, which was calculated
in our group by Praeger using the computational fluid dynamics package
Ansys CFX. Figure 4.23(a) shows a contour plot of the transmission proba-
bility for X-rays generated at each point along the length of a capillary with
the pressure profile shown in figure 4.23(b). This shows that X-rays gener-
ated near the front of the capillary are much more likely to be reabsorbed
and suggests that the 30 mm constant gas pressure region is longer than
necessary and that harmonic generation may be enhanced by controlling
the pressure profile to reduce the argon pressure outside the generation

region.

The full spectral data set for pressures between 10-200 mbar is shown
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Figure 4.23: (a) The transmission probability for X-rays generated at each
point along the length of a capillary with pressure profile (b) calculated by
using computational fluid dynamics package Ansys CFX. The input face of
the capillary is at the bottom of this graph and the dashed lines indicate the
location of the gas inlet holes which define a region of constant gas pressure
in the centre of the capillary; outside this region, the pressure drops off
linearly to the ends of the capillary.
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Figure 4.24: The high harmonic spectrum of argon as a function of pressure,
for a 40 fs, 600 1] input pulse. The units of the colour bar are photons per
pulse.

in figure 4.24. One particularly interesting feature to note is that the har-
monic wavelengths shift as the pressure is changed. This blue shifting is
caused by the propagation of the fundamental through the ionized argon
and demonstrates that although X-ray generation may only occur from the
last few millimeters of the capillary, the first few centimeters of the capil-
lary can act as a pulse shaper and influence the harmonic spectrum that is
generated. This effect is discussed in more detail in chapter 5 where it is

used to produce programmable frequency shifts of the harmonic spectrum.

According to the cut-off law (equation 3.15), by increasing the laser en-
ergy coupled into the capillary, higher harmonics should be generated (fig-
ure 3.7) and at higher photon energies, there will be less reabsorption by
argon. To examine this proposition, figure 4.25 shows measurements that
were made of the harmonic spectrum of argon as a function of the laser en-
ergy coupled into the capillary. The solid red line indicates the contour of

the highest photon energy that was observed experimentally. It is clear to
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Figure 4.25: The cut-off illustrated by high harmonic spectra of argon,
recorded as a function of laser energy coupled into the capillary for a 40 fs
pulse. The solid red line indicates the contour of the shortest wavelength
observed experimentally.

see from this that as the laser energy is increased, the maximum photon en-
ergy observed moves to higher energy. However, at coupled pulse energies
above 200 pJ, a plateau is reached and no higher harmonics are observed
as the laser energy is increased further. This is not predicted from the cut-
off law (equation 3.15) and to explain it, we must invoke phase-matching

considerations.

Figure 4.26 shows the harmonic cut-off ¢. as a function of laser energy
coupled into the capillary. The solid black lines represents the predicted
cut-off according to the semi-classical cut-off law (equation 3.15). However,
this equation takes no account of the requirements for phase-matching. In
tigure 4.26, the circles represent the experimental measurement of the har-
monic cut-off, taken from the high harmonics spectra in figure 4.25. It is

clear from figure 4.26 that the experimentally observed cut-off follows the



CHAPTER 4. GENERATING HIGH HARMONICS 90

40}
38}
36}
34t
32}

28}
26}
24}
22}

100 150 200 250 300
Coupled laser energy / p1J

Figure 4.26: The harmonic cut-off ¢. as a function of laser energy cou-
pled into the capillary, as given by (solid line) the semi-classical cut-off
law (equation 3.15), (circles) experimental measurements and (triangles)
the phase-match limited cut-off.

trend of the cut-off law for laser pulse energies up to 200u]. Beyond this
the experimental data diverges from the cut-off law and rapidly saturates

at the 31st harmonic.

We can model this behaviour by considering that it is not possible to
effectively phase-match the harmonic generation process in argon when
the ionization fraction > 4% [75] (which can be seen by referring to fig-
ure 3.15). Using the Keldysh theory, we can calculate the time at which the
ionization fraction reaches 4% and hence calculate the maximum value of

the field at that instant. If these values are substituted into the cut-off law
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(equation 3.15) then the maximum photon energy that contributes to the
phase-matched process can be calculated. The results of this calculation
are illustrated by the blue triangles in figure 4.26 which shows excellent
agreement with the experimental data. For input laser energy < 170 yJ,
the final ionization level of the pulse is < 4% and the energy of the entire
pulse can potentially contribute to phase-matched generation. However,
for pulses with an energy > 180 pJ, the 4% ionization level comes earlier
in the pulse and hence, the pulse after this point does not contribute to the
phase-matched process. As a result of this, increasing the pulse energy does
not significantly increase the harmonic cut-off. Overcoming this ionization
induced phase-matching limit is a challenge to scaling the high harmonic
generation process to higher photon energies in a capillary. One possible
solution to this problem is to use a shorter laser pulse which allows the
atom to experience a higher intensity for a given ionization level (see fig-
ure 3.12). However, to achieve photon energies in the water window and
into the keV energy region, a different approach is required. A technique
which has shown promise in this respect is quasi-phase-matching (QPM),
a technique borrowed from visible wavelength non-linear optics. Rather
than completely eliminating the phase shift between the fundamental and
induced harmonics, QPM periodically corrects it. In chapter 6, we discuss

a phenomenon that could be exploited to perform QPM.

4.4.3 Spatial profile

Images of the spatial profile of the high harmonic beam were obtained by
placing an X-ray CCD camera (Andor Technology DX434) at a distance of
approximately 1 m from the output of the capillary. A 200 nm thick, pinhole
free aluminium filter was placed between the capillary and camera. Images
for argon pressures of 20, 40 and 80 mbar are shown in figure 4.27(a—c), re-

spectively. The observed beam is composed of contributions from the 15th—
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29th harmonics, as shown in figure 4.24. The quality of the spatial mode of
the XUV is strongly dependent on the phase-matching conditions and the
smallest, most uniform spot, shown in figure 4.27(c), is observed at 80 mbar
where the harmonic generation process is optimally phase-matched. The
radius at 1/¢? of the intensity of the beam at an argon pressure of 80 mbar is
~ 1 mm at a distance of 1 m from the output of the capillary. Figure 4.27(d)
shows the image of a grid of known dimensions placed behind the alu-
minjum filter. This grid was used to estimate the beam divergence, which

is approximately 1 mrad at optimum phase-matching.

4.4.4 Spatio-spectral mapping

Experimental evidence for spectral variation across the spatial profile of the
beam has been gathered by a novel technique that was developed within
our group [128]. This technique allows us to reconstruct spatially resolved
spectral information from an X-ray beam, requiring the image of only a
single diffraction pattern. An example of the diffraction pattern, recorded
with an X-ray CCD camera (Andor DX434) is shown in figure 4.28(a). The
diffraction pattern is created by a nickel wire grid, manufactured by electro-
deposition through a lithographic resist mask and consists of 38 ym wires
crossing perpendicularly to form an array of 355 m square holes. The grid
is inserted into the X-ray beam, 50 cm from the exit of the capillary with
a 200 nm aluminium filter to block the fundamental laser. The diffraction

pattern is then recorded a further 1 m downstream.

In our group, Praeger has developed an algorithm, reported in [128],
to retrieve the harmonic spectrum from each aperture in the grid. The ob-
served Fresnel diffraction pattern is the coherent sum of all photons pass-
ing through the grid, however, the dominant contribution comes from light
taking the direct path through an aperture to a point on the screen. This

simplifies the retrieval by neglecting the contribution from neighbouring
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Figure 4.27: Spatial profiles of the XUV beam at (a) 20, (b) 40 and (c) 80
mbar. (d) A grid of known dimensions placed behind the filter gives an es-
timate of the beam divergence as ~ 1 mrad at phase matching. The edge in
the top right of (a)-(c) is caused by the XUV beam clipping on a differential
pumping aperture.
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Figure 4.28: (a) Single image of the diffraction from a fine nickel mesh grid
recorded at an argon pressure of 60 mbar and (inset) enlargements of two
areas shows a clear difference in the diffraction pattern at different locations
across the beam. (b) The reconstruction shows the spatial distribution of
individual harmonics within the beam profile. The base plane shows the
measured diffraction image. Taken from reference [128].
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apertures and considering the diffraction pattern from each aperture sep-
arately. The harmonic nature of the beam is used to further simplify the
algorithm by considering only the centre wavelength of each harmonic
and in the retrieval, each diffraction pattern is calculated separately us-
ing Fresnel diffraction theory [129]. An incoherent sum may then be used
to add all the diffraction patterns with a weighting factor proportional to
the spectral intensity of each harmonic order. The validity of this technique
has been demonstrated by comparison with the spectrum recorded with an
XUV spectrometer.

An example of the reconstruction is shown in figure 4.28(b) illustrat-
ing the spatial distribution of each harmonic within the beam. As might
be expected, the highest harmonics are generated towards the centre of
the capillary where the laser intensity is highest. Each of the harmonics
is approximately cylindrically symmetrical. The lower harmonics exist as
annular profiles while the highest harmonics are round. This work is the
tirst time that the spatial and spectral profile of capillary-generated XUV
has been mapped, giving useful insight into the generation process that

has been previously unavailable.

4.5 Summary

In this chapter, we have discussed in detail the experimental apparatus that
has been developed for high harmonic generation and have looked in detail
at the spectral and spatial properties of the beam. These results illustrate
the critical role phase-matching plays in all aspects of the harmonic gen-
eration process and show that spatial and temporal variations of the laser
intensity must be considered for a complete understanding of the process.
In the next chapter, we will look in further detail at the role ionization plays

in the high harmonic generation process.



Chapter 5

Ionization induced effects in a

capillary

5.1 Introduction

In the previous chapter, we observed that an increase in the argon pressure
was accompanied by a blue shift in the harmonic frequencies. In this chap-
ter, which is partly based on work that was published in Optics Letters [9],
it is demonstrated that it is also possible to tune the harmonic wavelengths
by changing the intensity and chirp of the driving laser. A tuneable source
of coherent X-rays is of significant interest for X-ray spectroscopy and res-
onant soft X-ray scattering experiments. The wavelength shift arises from
a change in the argon ionization level and can be controlled by changing
either the average intensity of the laser pulse or by varying the quadratic
spectral phase. An ionization dependent blue-shift of the fundamental is
observed which is directly imprinted on the harmonic wavelengths. Ex-
periments show that the harmonic tuning is dependent on the non-linear
spectral shift of the fundamental laser pulse that are due to the plasma cre-
ated by ionization, rather than as a direct result of any chirp imposed on

the fundamental. In gas jets, ionization induced blueshift effects have been

96
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observed and used to tune the harmonic wavelengths [130] by changing
the focusing conditions into the gas jet.

The input laser pulse propagates through the gas while simultaneously
ionizing it. This has a profound effect on the output X-ray frequencies,
which shift in proportion to frequency shifts seen in the pump beam. After
propagation through the capillary, we observe a blueshifting of the fun-
damental laser that is directly imprinted on the harmonics; the amount of
blueshift being determined by the degree of ionization caused by the laser
pulse. Since the amount of ionization depends on the peak intensity and
pulse length, the amount of blueshift also varies as a function of these pa-
rameters.

In this chapter an experiment is described that directly measures the
non-linear frequency shift of the fundamental laser pulse after it propa-
gates through the capillary and correlates this to the measured tuning of
the harmonic frequencies. The ionization level in the capillary is changed
either by changing the average intensity of the laser pulse or by stretching
the pulse by changing its quadratic spectral phase in a precise and measur-

able way using an acousto-optic programmable dispersive filter (Dazzler).

5.2 Experimental setup

The experimental setup for generating the high harmonics has been pre-
viously described in detail in chapter 4. The spectral phase of the laser
pulses were modified in a precisely controlled manner using an acousto-
optic programmable dispersive filter (AOPDF) and the laser average power
was varied using a half-wave plate and polarizer placed after the amplifier.
Laser pulses with energies of up to 600 nJ were coupled into a 70 mm long,
150 pm diameter hollow capillary. The fundamental laser light leaving the

capillary was blocked using a 200 nm aluminium filter and the XUV spectra
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were recorded using the grazing incidence spectrometer and were typically
averaged over 1000 X-ray pulses. A mirror can be inserted between the
capillary and aluminium filter to send the fundmental pulses, after propa-
gation through the capillary, to the FROG or a spectrometer (Ocean Optics
HR4000CG) for characterisation.

5.3 Results and discussion

The wavelength of each harmonic can be tuned by changing the quadratic
spectral phase or the laser intensity. Figure 5.1 shows the harmonic spec-
trum as a function of the quadratic spectral phase (chirp). The numerical
values indicate the equivalent group delay dispersion that would produce
the actual chirp introduced by the AOPDF. In figure 5.1(a), the pulse en-
ergy is kept constant at 0.6 mJ and the chirp introduced increases the pulse
length, resulting in a reduction in the peak intensity from 2.9 x 104 W cm 2
to 1.4 x 101" W em~2. In figure 5.1(b), the peak intensity is kept constant
at 1.15x* W cm~2 by adjusting the pulse energy between 0.3-0.6 m]J. In

both these cases, a shift of almost 50% of the energy separation between

the adjacent harmonic is observed.

In figures 5.1(a) and 5.1(b) the wavelength shift is almost symmetrical
as the chirp is changed around the zero point. However, it is important to
note that the direction of shift with increasing chirp is different in the two
cases. In figure 5.1, at constant pulse energy the harmonics at zero chirp
are seen to be blue-shifted in comparison to those produced at large values
of positive and negative chirp. However, at constant peak intensity the
opposite is true and the harmonics produced by the unchirped laser pulses

are redshifted relative to those produced by a large input chirp.

Figure 5.2 plots the harmonic wavelength shift as a function of laser

pulse chirp at constant pulse energy and for comparison, figure 5.2(b),
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Figure 5.1: XUV spectra as a function of chirp: (a) constant laser pulse
energy (0.6 mJ) and (b) constant peak intensity (1.15x10'4 cm~2). Argon
pressure 60 mbar. The units of the colorbar scale are photons per pulse.
Taken from reference [9].
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Figure 5.2: Harmonic wavelength shift as a function of (a) chirp and (b)
average laser power. Taken from reference [9].

plots the shift as a function of average laser power for an unchirped pulse.
Stretching the constant energy pulse by introducing chirp results in a de-
crease in the degree of ionization, while increasing the average power has
the opposite effect, increasing the ionization and hence they have opposite

effects on the sign of the wavelength shift shown in figure 5.2.

The wavelength shifts of the harmonics can be understood by examin-
ing the pre-capillary and post-capillary laser spectrum shown in figure 5.3.
The pre-capillary laser spectrum is shown in figure 5.3(a), and the post-
capillary laser spectrum as a function of chirp is shown in figure 5.3(b). The
centre wavelength and bandwidth is calculated by gaussian curve-fitting
each of these spectra, the results of which are shown in figure 5.3(c) and
5.3(d) respectively. The pre-capillary spectrum is unaffected by the applied
chirp and remains at the same centre wavelenth and bandwidth through-
out. However, this is not true of the post-capillary laser spectrum which is

strongly affected by the chirp, resulting in a clear blueshifting of the centre
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Figure 5.3: Laser spectrum (a) before and (b) after the the capillary and (c)
the center wavelength and (d) bandwidth as a function of chirp.

wavelength and an increase in bandwidth for the highest peak intensity.
The peak intensity drops with increasing absolute value of the chirp, im-
plying that the blue-shifting and broadening that is observed is due to the

increase in the peak power of the pulse.

The shift in the fundamental wavelength shown in figure 5.3(c) can be
used to calculate the expected centre wavelengths of the harmonics accord-
ing to equation 3.1, and compared to the experimentally observed shift in
the harmonics. This is illustrated in figure 5.4 where there is very good
agreement for the calculated and measured wavelength positions for all
harmonic orders which suggests that the shift in the fundamental wave-

length is directly imprinted on the harmonic spectrum. In all the results

presented thus far, a constant argon pressure of 60 mbar was used, how-
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Figure 5.4: Measured (crosses) and calculated (solid line) harmonic wave-
length peak position as a function of chirp.

ever blue-shifting can also be observed by increasing the argon pressure
which results in an increase in the gas density and a consequent increase
in the number of ionization events. Figure 5.5 shows the effect on the laser
spectrum of propagation through the capillary as a function of argon pres-
sure. The peak intensity at the centre of the capillary is 2.6 x 10* W cm™2
and the final ionization level on the central axis of the capillary by the
end of the pulse is approximately 50% and therefore, the trailing edge of
the pulse propagates through a large amount of plasma. The plasma re-
fractive index is a time-dependent quantity related to the evolving plasma
density through the pulse. The refractive index decreases as the plasma
density increases [131] and this causes a blue shift of the trailing edge of
the pulse [132]. The plasma density is related directly to the gas pressure;
figure 5.5 shows the output spectrum from the capillary as a function of
argon pressure. From this it can be seen that blueshifting can be observed
for argon pressures as low as a few tens of millibars and that an increase
in the plasma density by raising the gas pressure results in further blue
shift. The shift is asymmetric and predominantly to shorter wavelengths.
In this way, it is very different from that observed in self-phase modula-

tion which shows a much more symmetrical broadening about the centre
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Figure 5.5: The spectrum of a 527y, 45 fs laser pulse after propagation
through an argon filled hollow capillary at varying argon pressures, show-
ing a distinct blue-shift with increasing pressure. The lowermost spectrum
is that of the input pulse shown for comparison.
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wavelength [133].

As the pump pulse propagates through the argon filled capillary, it re-
sults in harmonic generation. Argon has significant absorption in the en-
ergy region from 20-30 nm, having an absorption length of 4.6 mm for an
argon pressure of 100 mbar at 25 nm and at wavelengths > 30 nm, the
absorption length reduces to a few hundred micrometers. Hence, as has
been seen previously in figure 4.23, X-ray generation will predominantly
occur over the last few millimeters of the capillary. The pump light gener-
ating these X-rays will have travelled through almost the entire gas-filled
region of the capillary, and so will be significantly blue-shifted, and will
have a very similar spectrum to the pump measured after passing through
the whole capillary (5.5) and the effect on the harmonic spectra is to shift
all the harmonics to higher energy. Figure 5.6(a) shows the X-ray spec-
tra generated under the same experimental conditions as figure 5.5 and for
comparison, figure 5.6(b) shows the harmonic spectrum generated at lower
pulse energy. From these figures it is clear that the effects of blue shifting
are most evident at higher pulse energy and pressures. An additional fea-
ture seen in figure 5.6(a) that is not seen in figure 5.6(b) is significant broad-
ening and splitting of the harmonic peaks, particularly at higher pressures.
Figure 5.7 shows the effect of changing pump intensity on the structure of
the X-ray spectrum at an argon pressure of 90 mbar. From figures 5.6 and
5.7, it is clear that the effect of changing pressure and peak intensity are
not the same even though they both result in a change in the density of
the plasma. It appears that the blueshifting, broadening and splitting are
more sensitive to intensity than pressure and this may be because a change
of pump intensity changes the time during the pulse at which maximum

ionization occurs and the change in pressure does not.

Since we published this work, Gaarde et al. [134] have published a model

showing that the blue-shifting predominantly occurs near the front of the
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spectrum as a function of argon pressure for 45 fs pulse with 270 ] coupled
into the capillary
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interaction region (capillary) before depletion through ionization reduces
the intensity of the laser. Their model gives evidence to support the theory
that the spectral shaping and harmonic generation can occur in distinctly

separate parts of the interaction region.

54 Summary

In this chapter we have shown that the ionization produced by the laser
pulse propagating through the capillary significantly changes the spectrum
of the laser pulse and generated harmonics. Both spectra are shifted to the
blue, with the harmonics in this spectral region being shifted by as much
as half of their spectral separation which has important applications in X-
ray spectroscopy. This work has shown that ionization plays two roles in
the harmonic generation process being an important component of phase-

matching and influencing the spectral characteristics of the harmonics.



Chapter 6

Mode propagation in a hollow

waveguide

6.1 Introduction

In previous chapters, the important role that ionization plays in the high
harmonic generation process has been discussed. The fundamental can
change significantly in terms of spectrum and intensity as it propagates
in the waveguide as it interacts with the ionized gas. In chapter 5 it was
seen that this could lead to blue-shifting, broadening and splitting of the
harmonics spectrum. In this chapter, we look in more detail at ionization
induced losses in the capillary and shows that the spatial distribution of
ionization in the capillary may be controlled by altering the coupling con-
ditions into the capillary. A simple model to explain the distribution of
ionized argon is developed and correlated with the emission recorded ex-
perimentally. This model will prove useful in the optimization of high har-
monic experiments and offer us further insight into the phase-matching
process. Since completing this work, a similar study has been published by

Pfeiffer and Downer [135].
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6.2 Capillary modes

It is possible to create a periodic intensity variation in a hollow waveguide
by exciting multiple modes in the capillary. Since each mode has a differ-
ent propagation vector, the superposition of two or more capillary modes
results in a beating of the intensity along the propagation axis of the cap-
illary. For a linearly polarized TEMyg source, only the EH;,, modes will
be excited. Figure 6.1 illustrates the intensity distribution in the EH;; and
EH;2 modes. Marcatili and Schmeltzer [93] derived expressions for the
electric field of the EH;,, waveguide modes which, in polar co-ordinates,

are given by

Eqam = Jo <u1m£> cos(nf) - exp [i(yz — wt)], (6.1)
Eoimn = Jo (u1m£> sin(n@) - exp [i(yz — wt)], (6.2)

where « is the waveguide radius, J is the zero-order Bessel function of the
first kind; where u,,, is given by the solution to the equation Jy(u1,,) = 0.

The complex propagation constant v is given by

2 i 2
N =k [1 _ % <“21::> <1 _ %S’\/%ﬂ , 6.3)

where k = 27/ ), uyy, is the m*" root of the Bessel function of the first kind

Jo and v is the complex refractive index. The imaginary part of equation 6.3
represents attenuation of the light propagating in the waveguide and the

real part the phase. Since each capillary mode has a different propaga-

tion vector, a superposition of these modes will exhibit a beating along the

propagation axis. The beat length L between two modes is given by

L= (6.4)
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Figure 6.1: Intensity distribution of the (a-b) EH11 and (c-d) EH12 capillary
modes, normalized to maximum intensity.
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where Ay, is the difference in the wave vectors of the two capillary modes,

which for the EH;; and EH;2 modes is given by
A= [ufy —ufy] . (6.5)

It is fairly straightforward to create a superposition of the two lowest or-
der capillary modes and can be achieved by tailoring the size of the laser’s
beam waist at the entrance to the capillary. The coupling efficiency of an
incident gaussian beam to each of the EHj,,, capillary modes can be calcu-

lated by the overlap integral [120]

B [foa exp(—r2/w?)Jy (umg) r dr]?
= fooo exp(—2r2 /w?)r dr foa Jg (umg) r dr.

(6.6)

In chapter 4.3.1 we discussed the focusing conditions necessary for opti-
mum coupling into the EH;; mode. In most capillary-based high harmonic
generation experiments the intention is to couple the maximum energy
into the lowest order EH;; mode because the higher order modes are more
lossy. We review these conditions again here and compare these to the con-
ditions necessary to couple to a superposition of capillary modes. It can be
seen from figure 6.2 that the optimum condition for coupling into the EH;;
mode is given by w = 0.64a, where w is the radius at 1/e? of the intensity of
the beam. At this point, 98% of the power is coupled into the EH;; mode.
If a different spot size is chosen, in particular a smaller spot size, higher
order modes will be excited, for example, most efficient coupling into the
EH,;> mode may be achieved for a waist size to bore ratio of w/a = 0.26,

with 42% of the power coupled into the EH;2 mode.

Figure 6.3(a) shows the radial intensity in a 75 ym radius, 70 mm long
capillary, plotted as a function of position along the capillary. The beam-
waist-to-bore-ratio w/a = 0.64 at the entrance of the capillary, which equates

to optimum coupling into the EH;; mode. Figure 6.3(b) shows the radial
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Figure 6.2: Calculated coupling efficiency n of a TEMyy beam into (solid
line) EH;; and (dotted line) EH12 modes.

intensity for a superposition of equal proportions of the EH;; and EH;»
modes

I(r) = [Ey1(r) + Epa(r))?, 6.7)

where the beam waist to bore ratio w/a = 0.26, giving optimum coupling
into the EH12 mode. Constructive interference between the two modes re-
sults in a narrow spatial profile which increases the peak intensity. As the
beam propagates, the modes acquire a m-phase shift with respect to one an-
other which corresponds to the destructive interference case. In the case of
mixing equal proportions of the EH;; and EH;» modes, the intensity at the
centre of the capillary will be zero and the intensity forms a toroidal profile
towards the edges of the capillary. The intensity continues to oscillate be-

tween these two extremes, resulting in a period intensity modulation along
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Figure 6.3: Radial intensity distribution of the (a) EH11 compared with
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colour map scale is in W cm~2 and the plots are normalized by the inte-
grated power.

the propagation axis of the capillary.

6.3 Experimental

The experimental apparatus has been described in detail in chapter 4. Fig-
ure 6.4 shows a photograph of the capillary and T-piece arrangement.
A 40 fs laser pulse at 1kHz repetition rate was coupled into the capillary
using a 0.7 m plano-convex lens. The beam-waist-to-bore ratio of this beam
is estimated to be ~ 0.58. The input pulse energy was controlled between
500-840 1] by inserting reflective neutral density filters into the beam. The
coupling efficiency was typically ~ 45%. The visible emission from the

ionized argon was characterized using an Acton 300i spectrometer and fig-
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Figure 6.4: Photograph of the T-piece and capillary.

ure 6.5 shows the argon emission spectrum recorded between 400 nm and
580 nm. A 600 nm short band pass interference filter with optical den-
sity 3 at the laser wavelength (CVI Technical Optics) was used to attenuate
the laser, in combination with a 488 nm or 550 nm narrow band pass fil-
ter (10 nm FWHM) to select intense lines corresponding to emission from
singly ionized argon or neutral argon respectively [136]. The plasma emis-
sion from the side of the capillary was imaged onto a CCD camera (Prince-

ton Instruments Pixis 400) placed parallel to the axis of the capillary.

6.4 Results

Figure 6.6 shows the emission from singly ionized argon using the 488 nm
bandpass filter. The observed emission is integrated across the diameter of
the capillary and plotted as a function of the position along the capillary

axis for argon pressures between 0-200 mbar. Bright and dark fringes are
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Figure 6.5: Argon emission spectrum

observed along the capillary axis as predicted from figure 6.3. For a 150 ym
capillary and a superposition of only the EH;; and EH;2 modes, we would
expect a beat length of 23.1 mm. The beat pattern observed experimentally
is more complicated and less symmetrical than that predicted in figure 6.3
which can be attributed to contributions from higher order modes which
have shorter beat lengths, for example, the EH;2 and EH;3 modes have a
beat length of 12.8 mm. The emission is shown for a 40 fs pulse for four dif-
ferent pulse energies and is normalized to the maximum signal (from the
840 1] data). It can be seen that with increasing pulse energy the drop off in
intensity of the emission along the capillary axis is more pronounced which

can be explained by an increase in the ionization induced loss. Figure 6.10

shows the emission from neutral argon using a 550 nm band pass filter as
a function of pressure and position along the capillary axis. Again, bright
and dark fringes are observed along the axis of the capillary which are a

result of beating between the capillary modes. The beat lengths are sim-



CHAPTER 6. MODE PROPAGATION IN A HOLLOW WAVEGUIDE 115

= 0
o]
IS
® 100
>
7]
wn
o
% 200
0 10 20 30 40 50 60 70
Position / mm
(a)
= 0
o)
IS
L 100
>
7))
(7]
o
% 200
0 10 20 30 40 50 60 70
Position / mm
(b)
= 0
o]
IS
L 100
-}
7]
wn
o
% 200
0 10 20 30 40 50 60 70
Position / mm
(©)
= 0
o)
IS
L 100
>
7))
(7]
o
% 200
0 10 20 30 40 50 60 70

Position / mm
(d)

Figure 6.6: Experimentally measured beating pattern of singly ionized ar-
gon (488 nm line) for (a) 572 pJ, (b) 707 pJ,(c) 777 1] and (d) 840 1J,
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ilar to figure 6.6 and shorter that theoretically predicted which again can
be attributed to the presence of higher order modes. The interesting differ-
ence to note between these two data sets is that the neutral argon does not
show such a pronounced reduction in intensity along the axis of the capil-
lary. More energy will be required to form ionized argon and therefore the
emission from the ionized argon will be more sensitive to laser intensity

than the emission from neutral argon.

6.5 Simulation

To aid in the understanding of the experimental results a simple model has
been developed to model the propagation and ionization in the capillary.
The simulation proceeds by defining a gaussian input beam with arbitrary
beam waist and calculates the coupling efficiency into each of the waveg-
uide modes from equation 6.6. Each mode is independently propagated a
short distance Az along the longitudinal axis of the capillary, using equa-
tion 6.3 to account for the phase advance and attenuation losses of each of
the modes. The new spatial profile of each mode is calculated from equa-
tion 6.1 and 6.2, and the intensity calculated by a weighted sum of the ap-
propriate contribution A,,, from each of the m waveguide modes,

2

I(r,z) = Iy(z ) (6.8)

where Ij is the peak intensity. As the pulse propagates, it ionizes the gas in
the capillary resulting in a decrease in the laser energy. The ionization rate
can be calculated from Keldysh theory, integrating the rate over time ac-

cording to equation 3.10 to find the fraction of atoms 7 ionized. The energy
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Figure 6.7: Experimentally measured beating pattern of neutral argon (550
nm line) for (a) 572 pJ, (b) 707 1J,(c) 777 1] and (d) 840 p],
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loss can then be calculated according to,

Er = Nl,en, (6.9)

where I, is the ionization potential of the atom in electron volts, e is the
charge on the electron and N is the number of atoms in a ring-shaped vol-

ume element, given by

N(r,z) =2mrArAzP Ny, (6.10)

where 7 is the radius of the capillary, Ar is a small step across the capil-
lary’s radius, Az is a small step along the capillary’s longitudinal axis, P is
the pressure in bar and N is the number density at one bar. The pressure
is calculated from a fit to the fluid-dynamics model data shown in chap-
ter 4. This model can be used to describe the ionization induced energy
loss as a function of pressure in the capillary. Figure 6.8 shows the theoret-

ical calculation compared to experimental data

Figure 6.9 shows the theoretical prediction of the total number of atoms
ionized which is proportional to emission, plotted as a function of argon
pressure and axial position along the capillary. The theoretical model uses
the same laser parameters as the experiment and includes the EH;; and
EH;; modes. There is a reasonable match between theory and experiment
clearly showing a beating between the first two capillary modes. The theo-
retical model shows the drop in emission intensity along the capillary axis
as a result of ionization induced losses. The beat length in the model cor-
responds to the prediction of ~ 23 mm for the EHy; and EH;2 modes.
The offset of the first beat observed between the experimentally measured
results and the theoretical prediction can be explained by introducing an
offset in the focusing conditions into the capillary. If the waist of the beam

is not placed at the entrance to the capillary, a curved wavefront is coupled
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Figure 6.8: Output energy from capillary as a function of argon pressure
for 40 fs pulses with energies (a) 777 i (b) 572 1 and (c) 373 p].

to the capillary which alters the phase of the coupled capillary modes at
the input. Figure 6.10 shows the beating pattern calculated when modes
up to the EHj4 mode are accounted for and it be seen that the intensity
pattern becomes more complicated as a result of interference between the

large number of modes.

6.6 Summary

In this chapter we have shown that the position of the argon plasma can be
manipulated by controlling the coupling into the waveguide. Imaging the
plasma emission has a number of interesting applications, including being

a sensitive test for alignment where the axial offset of the first beat can be
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Figure 6.9: Theoretically calculated beating pattern of singly ionized argon
for a 40 fs laser pulse with input pulse energy of (a) 572 pJ, (b) 707 pJ,(c)
777 1) and (d) 840 pJ. The vertical lines indicate the position of the gas inlet
holes.
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used to confirm where the focal position of the laser is with respect to the
entrance of the capillary.

Further work needs to be done to understand the mechanism of pro-
duction of the emission from the plasma. If we can correlate the plasma
emission to X-ray emission we can use this knowledge to design more in-
telligent pressure profiles by micro-machining patterns of holes into the
capillary. For example, a capillary where multiple holes are placed between
the gas inlet hole and the end of the capillary, can create a top hat pressure
profile, eliminating the pressure gradient at either end of the capillary and
limiting the reabsorption by the argon. Alternatively, placing a single gas
inlet hole at the location of the first mode beat should enhance the gener-
ation while minimizing the reabsorption by the argon. Further modelling
needs to be undertaken to examine the proposition.

Another idea that has been suggested recently [137] is to use the tech-
nique to achieve photon energies in the water window and into the kilo-
electron volt energy range using a capillary waveguide. The high laser
intensities that are required produce levels of ionization in the capillary
that make the phase-matching techniques discussed previously ineffective
and a different approach to phase-matching is required. A technique which

has shown promise is quasi-phase-matching (QPM), a technique borrowed
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from visible wavelength non-linear optics. Rather than completely elimi-
nating the phase shift between the fundamental and induced harmonics,
QPM periodically corrects it. A novel scheme by Gibson et al. demon-
strated the principle of QPM to generate harmonics in the water window,
by periodically modulating the diameter of the waveguide to create an in-
tensity modulation [138]. However such waveguides, by their nature, have
a fixed modulation period and are relatively difficult to make; it would be
extremely attractive to be able to tune the period to optimize the process,
possibly allowing the selection of a particular harmonic. To achieve this,
a beat length that is less than the coherence length of the harmonic gen-
eration process is required which requires either a much smaller diameter
capillary or a superposition of very high order modes. Selective excitation
of higher order capillary modes can be achieved by shaping the phase pro-
file of the input beam; a spatial light modulator has recently been used by
Pfeifer et al. to excite specific fibre modes in a hollow waveguide [4]. This
chapter has demonstrated a method of modulating the intensity in a capil-
lary without physically modifying the capillary. The success of this scheme
will depend on the effect of non-linear mode mixing in the capillary. To ex-
tend the harmonic cut-off sufficiently to generate high harmonics into the
water window, a high intensity pump will be required which will result in
a high plasma density in the capillary. This plasma may result in the de-
sired mode beating pattern being destroyed by non-linear mode mixing as
a result of self-focusing and de-focusing in the capillary; further work will

be required to understand the role of mode-mixing.



Chapter 7
Focusing X-rays

7.1 Introduction

The high harmonic source, described in detail in chapter 4, emits a low
divergence (< 1 mrad) beam which can be directly applied to scattering,
spectroscopy or fluorescence experiments with no further focusing. How-
ever, the beam size at the sample is currently > 1 mm and this limits us
to fairly large, millimeter sized samples containing many atoms, molecules
or nanoparticles. To extend the applicability of the source to small sam-
ples, from 10 nm to 100 pm in size and towards the single molecule regime,
it becomes advantageous to focus the X-ray source. This overcomes the
decrease in solid angle of the X-ray source as the sample size decreases rel-
ative to the beam [139] and allows us to achieve very high X-ray intensities
at the sample, reducing the exposure time required and potentially allow-
ing single shot experiments and time-resolved measurements. In addition,
a micro-focused source offers the possibility of high spatial resolution X-
ray microscopy where a resolution down to 15 nm can be achieved using
zone plate lenses [140], and since the XUV photon energy is well matched
to the K and L-edges of many elements (see chapter 1) the differential ab-

sorption provides a natural contrast for elemental mapping, such as map-
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ping calcium concentrations in bone [141] or for chemical bond mapping
by scanning across the absorption edges where the XANES (X-ray Absorp-
tion Near-Edge Structure) resonances allow different bonding states of the
element to be identified [142].

This chapter begins with a discussion of the refractive index at X-ray
wavelengths, which can be used to explore the effects of wave propaga-
tion, reflection and refraction at XUV wavelength. These concepts need to
be fully understood in order to design XUV optics. The phenomenon of to-
tal external reflection will be obtained from this theory, which is used as the
basis of the tapered capillary optics that have been developed for focusing
the X-rays from our high harmonic source. A detailed ray-tracing model
was developed and the theoretical results from this are compared with the
experimental results obtained from the tapered capillaries that were fab-
ricated. It is shown that the feedback from these comparisons will allow

intelligent design of the next-generation of fibre tapers.

7.2 X-ray interactions with matter

In the XUV region, the primary interactions with matter are photoabsorp-
tion and Rayleigh scattering. At an atomic level, these phenomena are ac-

curately described using the complex atomic scattering factor [14]
f=f-if’, 7.1)

which is the factor by which one must multiply the amplitude scattered
by a single free electron to yield the total amplitude coherently scattered
by a particular atom. It is assumed that the individual atoms scatter in-
dependently and therefore that the interaction of X-rays with condensed
matter may be calculated by summing the interaction over the individual

elements, that is, it is assumed that the scattering is unperturbed by the
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condensed state of the system. This assumption breaks down for energies
near the absorption edges where the specific chemical state is important
and direct experimental measurements must be made [14].

The atomic scattering factors are based upon a combination of exper-
imental measurements and theoretical calculations. Numerous compila-
tions of data exist, with one of the most complete being provided by Henke
et al. [14], an up-to-date version of which is maintained by Gullikson [96].
This data includes values for f and f for all elements from hydrogen to
uranium, and for photon energies from 40 eV to 30 keV.

The experimental measurements primarily comprise of photoabsorp-
tion measurements made from thin films or gases of the element [14, 143]
which gives direct access to the imaginary part of the atomic scattering
factors allowing the real part to be calculated through Kramers-Kronig re-
lations [12, 14, 143]. Alternatively, angle-dependant reflectance measure-
ments can be made and the atomic scattering factors determined through
least-squares fitting of the Fresnel equations [144, 145]. It is also possible to
make direct measurements of the real part of the atomic scattering factors
with careful interferometric measurements [146,147]. Elements such as car-
bon [144], silicon [144,145,148], molybdenum [144,149], tungsten [144] and
aluminium [148] which are of technological importance in areas such as
multilayered mirror coatings and filters have been studied in detail and a
wide amount of carefully measured data exists. For other elements there is
little or no published experimental data making it necessary to rely heavily

on theoretical calculations and extrapolations across Z [96].

7.2.1 X-ray refractive index

It is possible to describe the optical properties of X-rays interacting with a
condensed matter system by familiar optical constants, such as the complex

refractive index, n, which can be derived from the atomic scattering factors.
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Figure 7.1: The refractive index shows strong variations near the infrared,
ultraviolet and X-ray resonances. At short wavelengths, far above all
atomic resonances, the refractive index tends towards unity. (Adapted from
reference [119].)

The refractive index of a medium shows a strong frequency depen-
dance, especially near the resonant frequencies w, this is shown schematic-
ally in figure 7.1 [119]. As a result, waves of different frequencies propagate
at different phase velocities. For visible light, where the frequency w < wyy,
the refractive index of a medium is greater than unity, and typically ~ 1.5
for many transparent materials. A consequence of the low phase velocity
propagation in the visible are the common phenomena of reflection and
refraction at angled interfaces, focusing by lenses, and total internal reflec-
tion [12].

However, in the XUV region we are operating at energies greater than
the atomic resonances and the refractive index is slightly less than unity.
This gives rise to the interesting phenomenon of total external reflection,
which we will exploit to create X-ray focusing optics, whereby reflection
at glancing incidence occur with little or no absorption loss. Total external
reflection is discussed in detail in section 7.2.3.

Since the refractive index deviates from unity by only a small amount,
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it is common to write it in the following form:
n=1-—404+1i0, (7.2)

where ¢ and 3 are small values close to zero which describe the refrac-
tive index decrement and the attenuation coefficient of the medium respec-
tively [12]. The refractive index n for a homogeneous material of density p,
consisting of N elements with weight fractions w, irradiated with light of
wavelength A\ may be calculated from its relation to the atomic scattering

factors by the expression

N
. NArep)\Q Wy

g=1""1

where Ny is Avagadro’s number, r. = 2 /4megmc? is the classical electron
radius, h is Planck’s constant, ¢ is the velocity of light, A, is the atomic
weight and f, the atomic scattering factor of the element ¢ [12,14].

From equation 7.3 we can quickly write down expressions for ¢ and (3

N
B NarepA? Wy
§ = o > i f, (7.4a)
q=1
N
B NarepA? Wy o
B o= = ; At (7.4b)

where f* and f" are the real and imaginary parts of the complex atomic
scattering factor f defined in equation 7.1.

The typically small values for § and 3 are demonstrated by figure 7.2
which shows the refractive index for silica (Si03). We can see from this
that for lower photon energy, the values of § and 3 are larger and that as
photon energy increases, § and 3 decrease and hence the refractive index

approaches unity.
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Figure 7.2: Values for 6 and  from the complex refractive index of SiO»
with mass density p = 2.2 g cm™3 at photon energies between 30 eV and
1keV. Data from reference [14] and calculated according to equation 7.4.

7.2.2 X-ray propagation and absorption

Using equation 7.3, it is possible to derive expressions for the phase vari-
ation and absorption during propagation. Consider a plane wave of the
form

E(r,t) = Ege "@!k1), (7.5)

propagating in a material with initial amplitude Ey and having complex

dispersion relation
c c

Pl S

w
Z = (7.6)

By rearranging and substituting equation 7.6 into equation 7.5, we can ob-

tain
E(r,t) = Egel—iw(t=r/c)) o(=i(2m6/N)r) o(=(2mB/A)r). (7.7)
N—
vacuum propagation phase shift decay

where the the first exponential factor describes the propagation of the wave

in vacuum, the second factor represents the phase shift due to propagation
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in a medium and the third factor represents the decay of the wave in the
medium because of absorption [12].
Expressions for the absorption length /,;,s can be derived in terms of the

imaginary part of the complex refractive index, 3 [12]

A
== 7.
labs An3 ) ( 8)
or in terms of the imaginary part of the complex scattering factor f”
1
(7.9)

= DAl
The attenuation length is the length over which the intensity of a wave
drops to 1/e of the incident value. Most materials are highly absorbing
to EUV and soft X-rays and, as an example, the absorption length of alu-
minium for 40 nm radiation is just 400 nm.
The experimentally observed absorption of thin films is given by the
Beer-Lambert Law [126]

I
= (7.10)

where p is the mass density, p is the absorption coefficient and r is the foil
thickness. The macroscopically observed absorption by thin films y and the
imaginary (absorptive) part of the atomic scattering factors f" are related

by [12]

= QNZTeAfH? (7.11)
where N4 is Avagadro’s number, and A is the atomic mass of the medium.

If it is assumed that the absorption of a material may be represented as a
sum of the absorption of the individual atomic components, it follows from

equation 7.11 that the absorption coefficient 1 for a homogeneous material

consisting of N elements with weight fractions wy, irradiated with light of
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wavelength A may be calculated from its relation to the imaginary part of

the atomic scattering factor f* by the expression

N
n=2Nar Ay % " (7.12)

g=1""1

where r. is the classical electron radius. Substituting values of n into equa-
tion 7.10 enables the calculation of the X-ray intensity transmitted by arbi-
trary materials, such as thin-film filters.

Equation 7.11 is exploited in the calculation of the real part of the atomic
scattering factors f by measuring the absorption of radiation through thin
foils (or gases) of the element of interest for a broad range of photon energy,
typically using a broad range sychrotron source and monochromator [12].
From these measurements, the absorption coefficient ;» may be calculated
from equation 7.10 which leads to the imaginary part of the atomic scatter-
ing factors by simple rearrangement of equation 7.11.

In principle 6 may be determined by measuring the phase shift using
an interferometer. From equation 7.33 it can be see that the phase of a wave
is shifted by propagation through a medium and we can write the relative

phase shift A¢ compared to propagation in a vacuum as [12],

Ad = 2 Ar, (7.13)

where Ar is the propagation distance. By knowing the material thickness
Ar and measuring the phase shift A¢, which manifests itself as shifts in
the fringe pattern when the reference beam and object beam are recom-
bined, one can calculate § from equation 7.13 and therefore also deduce the
real part of the atomic scattering factor from equation 7.4. In reality, in-
terferometry at soft X-ray wavelengths is challenging because of high ma-
terial absorptions, and the need for optically flat mirrors and beam split-

ters which is particularly challenging at X-ray wavelengths. However, this
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approach has been used to measure the real component of the refractive
index [146, 147] and Rosfjord et al., recently used this technique to mea-
sure the real part of the refractive index for silicon and ruthenium across
the EUV and soft X-ray region. An alternative approach to calculating ¢ is
through the Kramers-Kronig relations [12,14,143] which relate the real and

imaginary parts of the atomic scattering factors.

7.2.3 Total external reflection

As a consequence of the refractive index for soft X-rays being so close to
unity, the reflection coefficients for most angles of incidence are very small.
The exception to this rule occurs for grazing incidence reflections and it will
be shown that any polarization of light can experience a near total reflec-
tion, and discuss how this can be exploited to focus X-rays. Total external
reflection is the X-ray analogue of total internal reflection in the visible. We
can begin to understand total external reflection by considering Snell’s Law

for a medium of refractive index n ~ 1 — ¢, assuming for the moment that
B=0,

sin (bz
1-94’

sin ¢, = (7.14)

where ¢; and ¢, are the angle of incidence and angle of refraction respec-
tively with respect to the surface normal. In contrast to visible light which
will be bent towards the surface normal (¢, < ¢;) when entering a medium
of higher refractive index, for X-rays, with the real part of the refractive
index less than unity, Snell’s law shows that light will be refracted in the
opposite direction, away from the surface normal. At glancing incidence,
when ¢; approaches 7/2, the refraction angle ¢, can equal 7/2 and hence
the refracted wave propagates along the surface without penetrating into

the medium. The limiting condition is called the critical angle, ¢; = ¢. and
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occurs for ¢, = m/2, hence sin ¢, = 1 and from equation 7.14,

singe=1—6 (7.15)

Given that the phenomenon occurs only for angles close to 907, it is conve-

nient to define an angle, 6, such that:

s

o+0=13, (7.16)

and hence the critical angle (7.15) is rewritten,

sin(m/2—-6.) = 1-90

cos., = 1-4.

Since § is small and therefore cos 6. is close to unity, 6. is also very small

and we can make the second-order small angle approximation [150]

92
1— 4. . =1—
2 * %
solving for 6. gives
0. = V20, (7.17)

as the solution for the critical angle for total external reflection X-rays [151].

Referring to equation 7.4, we can see that

2 I
0, = V25 = | MaTeX S (7.18)

s

where the atomic density n, varies only slowly among the natural elements

[12], meaning that the critical angle is strongly dependent on

0. x \WZ, (7.19)
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where Z is the atomic number and to a first order approximation is equal to
f' [12]. Equation 7.19 suggests that the largest critical angle will be obtained
for long wavelengths and higher Z materials, such as gold. In the next
section it will be shown that absorption (3 also has a strong influence on the
choice of material and obviously, the availability and mechanical properties
of the material will affect its experimental suitability. From figure 7.2 we
can see that for 40 nm radiation, 6 = 0.0988 for SiO5 and therefore the critical
angle according to equation 7.17 is 0.45 radians. However, at 1keV, where
§ =4.47x107*, the critical angle has decreased to only 0.030 radians.

In the next section we will extend the above description to provide a
complete explanation which accounts for the absorptive losses caused by
the field penetration into the lossy medium and it will be seen that such

losses prevent the reflection from being total at all angles.

7.2.4 Reflection coefficients

For XUV incident on the boundary between two homogeneous media (Fig-
ure 7.3) which are characterized by the refractive indices, ny = 1 and ny =
1 — 6 + if, the amplitude of the reflected wave k, may be calculated from

the modified Fresnel formulae given by,

n% cos0; — \/n% — sin? 6,
Ry = , (7.20)
n3cosb; + 4/n3 — sin? 0,

cos0; — \/n2 — sin?#,
R, = 2 : (7.21)

cos 0; + n% — sin? 6;

for polarization components parallel with and perpendicular to the plane
of incidence, respectively.
Figure 7.4 shows reflectivity curves as a function of the parameter 3/0

for radiation incident on an interface with a material of refractive index
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Figure 7.3: Refraction and reflection of a plane wave.

n = 1—0+i0, calculated from equation 7.20 or 7.21. From this, it can be seen
that where the attenuation 3 is negligible, the reflectivity curve displays a
sharp cut-off at the critical angle 6. as discussed in section 7.2.3. This is
typically the case for hard X-rays. However, when (3 # 0, absorption causes
a rounding of the reflectivity curve until no sharp angular dependance of
the reflectivity at the critical angle is discernable; this is typically the case

for EUV and soft X-ray wavelengths.

7.3 X-ray optics

As a consequence of the small difference between the vacuum and mate-
rial refractive indices discussed in section 7.2.1, the use of refractive optics,
so common in the visible region, is difficult. The weak refraction effect
result in extraordinarily long focal lengths, while high material absorption
means the losses can be impossibly high. These problems have been solved
in part by several groups who have recently fabricated successful refrac-

tive optics for hard X-rays (~ 5-40 keV) by drilling arrays of small holes
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Figure 7.4: The dependance of reflectivity on 6/6. for values of 3/4.

in low-Z materials, such as lithium, beryllium and aluminium [152-154].
The use of low-Z materials minimizes the material absorption coefficient.
In these compound refractive lens arrays, the holes act like a series of con-
cave lenses, with the number of holes determining the focal length of the
lens. In this way, a sequence of fifteen 250 um holes in aluminium can
give a compound lens of focal length 1m [153]. Paradoxically, although the
refractive index variation for EUV and Soft X-Ray radiation is larger than
in the hard X-Ray regime, with absorption lengths of the order of 1 ym at
30 nm, refractive optics are not a realistic option.

As a result of the difficulties presented by refractive optics at X-ray
wavelengths, diffractive optics such as zone plates and curved reflective
optics based on grazing incidence reflection or normal incidence multilay-
ered optics are more commonly used for focusing both soft and hard X-
rays. In the following sections we briefly review these different techniques

and discuss their relative merits.
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7.3.1 Zone plates

Zone plates are circular transmission gratings, with alternating symmetri-
cal rings of opaque and transparent material. They are capable of forming
a real image at the highest spatial resolution currently available and have
found applications in X-ray microscopes at a number of synchrotrons [12];
recent work undertaken at the Advanced Light Source (ALS) by Chao et al.
demonstrated a spatial resolution better than 15 nm [140]. Zone plates are
typically fabricated by electron beam lithography followed by gold plat-
ing [155], a process made difficult by the requirement for accurately placed
small features, with the outermost ring requiring a width comparable with
the desired spatial resolution. The zone plates are formed on a transparent
substrate, such as a thin silicon nitride membrane. Zone plate efficiencies
are fairly low because of low diffraction efficiency and absorption from the
supporting substrate; the zone plates fabricated by Chao [140] are 4% effi-
cient. Currently, zone plates offer small apertures because of the difficulty

of manufacturing large zone plates.

7.3.2 Multi-layered mirrors

Multi-layered interference coatings can be formed by alternatively deposit-
ing layers of two materials with different refractive index. The individual
thickness of each layer is such that the reflections from each interface add
in phase at the top of the stack. Individual layers are 1-10 nm thick which
requires precision vacuum deposition techniques such as evaporation or
sputtering. The response of the stack is strongly wavelength selective and
for incident X-rays of wavelength ), the stack has peak reflectivity at angle

¢ according to the Bragg equation,

nA = 2dsin 6, (7.22)
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where n is an integer representing the order of the reflection, which for
multilayered mirrors is typically first order, n = 1. In contrast to grazing
incidence optics, multi-layered mirrors can offer efficient near normal in-
cidence operation but over only a narrow spectral bandwidth. Efficiencies
of >65 % have been achieved with molybdenum-silicon [96] multi-layers
operating at 13.2 nm. The efficiency will always be less than 100 % because
of material absorption within the multi-layers and is also limited by the
surface roughness of the mirror substrate, interfacial roughness and inter-
penetration of the layers.

Multi-layered coatings can be applied to curved substrates for focusing
and imaging applications. Mashiko et al. have used this technique to fabri-
cate an off-axis parabolic mirror with a silicon carbide-magnesium multi-
layer capable of selectively focusing the 27th harmonic (29.6 nm) with an

efficiency of 40% to a spot size of 1 um

7.3.3 Grazing incidence optics

In section 7.2.3, we saw that it is possible to reflect EUV and X-ray radi-
ation with high efficiency by glancing incidence reflection. This principle
is widely used to focus X-rays using ellipsoidal or torroidal mirrors, the
Kirkpatrick-Baez mirrors and tapered capillary optics. Currently, they do
not offer as high spatial resolution as zone plates, however, well designed
grazing incidence optics have the potential for efficient, high quality, aber-
ration free focal spots with long working distances that do not depend on
the photon energy of the beam. However, all these methods are limited by
difficulties in fabricating the required optical profiles with minimal slope
errors and sub-nanometer surface roughness.

For focusing mirrors, ellipsoidal surfaces are preferable to toroidal and
spherical surfaces since these minimize aberrations at the expense of being

more difficult to polish, particularly at higher energies which place more
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stringent requirements on surface finish. An alternative method which was
one of the earliest devised methods to focus X-rays but which is still widely
used today is the Kirkpatrick-Baez mirror [156] which employs a pair of or-
thogonal, concave mirrors at grazing incidence. This arrangement allows
real imaging, is easier to construct than a single ellipsoidal mirror and by
using a pair of mirrors, offers a straightforward technique for compensat-
ing for asymmetric beams (such as those produced by some synchrotrons)
which require a different focal length mirror for each of the transverse di-
rections.

Originally, cylindrical mirrors were used resulting in strong spherical
aberration caused by the shallow incidence angles. For aberration-free
imaging, an elliptical profile is essential, however, it is difficult to polish
an elliptical mirror to the smoothness required for X-ray applications and
a number of different fabrication techniques have been demonstrated. Liu
et al. have demonstrated a differential coating techniques which selectively
deposits films onto a well polished cylindrical mirror substrate [157]. El-
liptically bent mirrors [158] perform controlled bending of flat substrates,
such as silicon, offering an accurate elliptical profile which is much eas-
ier to achieve than from polished rigid substrates. Recently, Matsuyama
et al. [159] demonstrated 30 nm spatial resolution from a Kirkpatrick-Baez
mirror X-ray fluorescence microscope which is only a factor of two worse

than the spatial resolution offered by the best zone plates.

7.3.4 Capillary optics

A further category of grazing incidence optics is the glass capillary optics
which have been widely used on synchrotrons to transport and focus X-
rays [160]. These devices rely on the grazing incidence reflection from the
inner surface of a hollow capillary typically formed from glass. Carefully

designed capillary optics offer close to 100 % transmission, can easily be de-
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signed to work across large energy bandwidths and are relatively compact.
However, they can be hard to manufacture and require excellent control
over the surface roughness of the material.

A review of the literature reveals a number of capillary profiles that are
being used for focusing X-rays, as well as the simple straight capillary tubes
which are used as X-ray waveguides to reduce the divergence loses when
transmitting beams a long distance from the source [161]. Of the tapered
profiles, three main types can be distinguished which are summarized in
tigure 7.5. Early devices tended to have conical profiles (figure 7.5(a)) since
these were easiest to fabricate, however, they produce a strongly divergent
beam with a focal spot located very close to the exit of the capillary. In a
conical capillary, not all rays follow identical paths with the incident an-
gle of the photons affecting the number of reflections it will make within
the capillary. This reduces the efficiency of conical tapered capillaries, dis-
perses short pulses and adds extra components to the spatial mode from
the tapered capillary.

As fabrication technology has improved, ellipsoidal and paraboloidal
capillary profiles have been developed. It can be seen from figure 7.5(c) that
light emanating from a point source S placed at one of the focal points of an
ellipsoidal device will be refocused on the point F. However it is apparent
that photons emanating from a region S’ outside the point source S will not
be refocused on the point F and can lead to multiple reflections within the
device. In contrast, a paraboloidal capillary (figure 7.5(b)) focuses parallel
rays to a focal point F, however, a divergent beam may undergo multiple
reflections within the device. The real X-ray beam is neither perfect point
source nor parallel beam and hence the ideal capillary optics where all rays
undergo only a single reflection depends on the beam waist, the distance
from the waist and the divergence of the beam. The single reflection cap-

illary offers the advantages of long working distances, transmission close
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(b)

Figure 7.5: (a) conical, (b) parabolic and (c) elliptical tapered capillary pro-
files
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to unity, and a perfectly formed capillary where all path lengths are equal
will not disperse a short pulse [160].

It is possible to bundle a large number of capillaries together to form
polycapillary lenses which offer a better collection solid angle. However,
polycapillary lenses are not suited to work with short pulses because the
photon trajectories through the outer part of the bundle are significantly

longer than the center of the bundle thereby stretching the pulse.

7.4 Modelling

Ray-tracing can be used to understand the operation of tapered capillary
focusing devices to aid their manufacture and for interpreting the experi-
mental results. It can be used to optimize the throughput and minimize the
number of reflections.

A thorough treatment of the propagation of X-rays through a tapered
capillary requires the use of a wave model. Such models have been devel-
oped by Dabagov [162] and Kukuhlevsky [163] for simple one-dimensional
waveguides and involve analytical solutions to the Huygens-Fresnel equa-
tion. For more complicated structures, most modelling has been limited to
ray-tracing simulations that work within the geometrical approximation.
A number of these models assume that the tapered capillary can be repre-
sented by a simple two-dimensional [164] cross-section and therefore can-
not be used to understand the effects of misalignment or bending of the
capillary. The most comprehensive model has been developed by Vincze
[161] which can model arbitrary shaped capillaries in three-dimensions. I
extend the work of Vincze, developing a fully three-dimensional model
that models the X-ray source as a gaussian beam and accounts for the phase
of the X-rays which is missing from Vincze’s model.

In the limit where the wavelength can be considered small in compari-
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son to the tapered capillary, geometrical optics can be used as an approxi-
mate solution for the problem of wave propagation [129]. In geometrical (or
ray) optics, a wave field can be described as a series of rays where the prop-
agation of those rays in different media described according to geometrical
laws. We can calculate the complex amplitude E of a monochromatic wave
tield with wavelength A traveling in a medium of fixed refractive index as

a function of position r in space given by
E(r) = A(r)ehoS®), (7.23)

where ky = 27/ is the wavevector, A is the wavelength and kyS(r) is the

phase of the wave. S is called the eikonal, where the constant phase surfaces
S(r) = constant (7.24)

can be considered to represent the geometrical wave-fronts. We represent

the rays as straight lines and calculate their position r at a point n as
Ipi1 = Iy + SUy,, (7.25)

where u is a unit vector representing the direction of propagation of the ray
and s is the optical path length and is equivalent to S(r) given by equation
7.23. By using equations 7.23 and 7.25 it is possible to describe the complex

amplitude of the field for any arbitrary point in space.

7.4.1 Gaussian X-ray source

The point of origin ry and direction of propagation ug of the rays are se-
lected according to the desired characteristics of the source. The high har-
monic source is generated by a gaussian laser beam and can be satisfacto-

rily modeled as a gaussian beam. The key features of a gaussian beam are
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w(z) / A

Figure 7.6: The key features of a gaussian beam, including the beam waist
wp, confocal parameter b, Rayleigh range Zp, and far-field divergence angle
6

illustrated in figure 7.6. Given a suitable statistical distribution of rays dis-
tributed in transverse position and angle, it is possible to model the prop-
agation of a gaussian beam in free space or as it is interacts with optical
elements. By propagating each ray through the system using the laws of
geometrical optics, the distribution of the rays will follow the laws of a gaus-
sian beam even though individual rays will not [165]. In this way, we can
mimic the propagation behavior of a gaussian beam without needing to
invoke wave theory.

The point of origin ry is selected according to a two-dimensional gaus-

sian probability distribution function,

ro(z,y) = exp —(22%/x§ + 2y°/15), (7.26)
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where xy and yg are the 1/ €2 radius of the intensity at the beam waist in
the x and y transverse directions respectively. Similarly, an initial angular

distribution is generated from a gaussian angular distribution function,
£(02,6,) = exp —(202 /62 + 263 /65,), (7.27)

where 0,9 and 6, are the far field divergence angle of the beam measured
at the 1/¢? radius of the intensity in the x and y transverse directions re-

spectively. From this, an initial propagation vector is formed by,

sin(6;)
ug = | —sin(6y) | - (7.28)
cos(6;)

Figure 7.7(a) shows the two-dimensional intensity distribution gener-
ated by propagating 10° rays distributed according to the gaussian spatial
and angular distributions in equations 7.26 and 7.27, where the intensity
is proportional to the number of rays passing through each picture ele-
ment (pixel). The shape of this image shows qualitative agreement with
the expected shape of a gaussian beam, as shown in figure 7.6. Figure
7.7(b) shows a plot of the 1/¢? intensity contour, which corresponds to the
beam radius, extracted from figure 7.7(a). This shows excellent quantitative
agreement with the beam waist w calculated from the analytical expression

for a gaussian beam given by [88]

2
w(z) =woy |1+ <Z> , (7.29)

2R

where wy is the beam waist and zgr is the Rayleigh length, given by

zr=m Wi/
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Figure 7.7: (a) The two-dimensional intensity distribution generated by
propagating 10° rays distributed according to a gaussian spatial and angu-
lar distributions; (b) a plot of (triangles) the 1/¢? contour from (a) compared
with the (solid line) analytical expression for the beam waist of a gaussian
beam.
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7.4.2 Tapered surface

We define the shape of the tapered capillary as a parametric surface S as a

function of the two parameters z and ¢ such that

S(z,¢) = A(2) + R(2)[isin(¢) + j cos(4)], (7.30)

where A(z) is a vector function that describes the shape of the capillary’s
central axis and allows us to include distortions such as bends and twists to
the shape of the capillary. R(z) is a scalar function describing the radius of
the capillary as a function of z about the axis A and 1 and j are unit vectors
parallel to the = and y axes respectively [161].

For a paraboloidal capillary, the function F'(z) is given by

F(z) =po [1— <;;3:>]1/2, (7.31)

where pg corresponds to the radius at the entrance of the capillary, d; the
distance from the source to the taper entrance and d, the distance from
the taper exit to the camera and are defined in figure 7.8. Alternatively,
F(z) may be determined from experimental measurements of the capillary

dimensions.

7.4.3 Ray trajectories

Given the initial origin and direction of propagation determined previ-
ously, we can calculate the position of the ray at any point in space ac-
cording to equation 7.25 and calculate the first intersection between each
ray and the surface of the taper by evaluating the point where equations

7.25 and 7.30 are equal

|ty + suy, — A(zy + Suzp)| = R(zn + suzp). (7.32)
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Figure 7.8: In the simulation, a tapered capillary with input diameter d,
output diameter d; and length [ is located a distance d; from an extended
X-ray source. Photons originate from an initial point, ry, with an initial
propagation vector ug, defined by gaussian probability distribution func-
tions. The first reflection occurs at the point r;, where the vector normal to
the surface, n; leads to the calculation of the new propagation vector u;.
The rays are traced through any subsequent reflections and their location,
ry calculated on a camera at distance d, from the capillary exit.
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Depending on the form of function R, there can be several possible so-
lutions for s, however, only the first positive root of equation 7.32 is the
physically meaningful since this corresponds to the first intersection be-
tween the ray and tapered surface. Furthermore, equation 7.32 can only
be solved analytically when R(z, ¢) is of a limited number of types and
for more complex expressions, equation 7.32 is solved numerically. In the
simulation, the Matlab® function fminbnd is used to find values of s, the
ray path length, which satisfy equation 7.32. This algorithm is based on a
golden section search with parabolic interpolation. This is a simple linear
search algorithm that does not require derivative information, is quick to
converge given sensible boundaries and is extremely robust. In a golden
section search, the minimum of a function is found by successive bracket-
ing. Initially, a function f is bracketed by a triplet of points (a,b, ¢), such
that f(b) < f(a) and f(b) < f(c). It is now known that the function has
a minimum in the interval (a, c). The function is then evaluated at an in-
termediate point z to find a new, smaller bracketing interval in the inter-
val (a,b) or (b,c). For example, choosing the later case, f(x) is evaluated
and if f(b) < f(z), the new bracketing triplet of points is (a, b, z), other-
wise, if f(b) > f(x), the new interval is (b, z,c). In the generic case of a
smooth function, the function should be parabolic about the minimum and
a parabola fitted through the triplet of points should take us directly to the
minimum or at least very close to it. This can act to speed up the conver-
gence and the algorithm iterates between parabolic steps and golden sec-
tions to minimize the function. The process is repeated until the distance
between the two outer points of the triplet is acceptably small [166].

Given the co-ordinates of the first ray intersection r; with the inner cap-
illary surface, it is necessary to calculate the new direction of propagation
uy,

u; = ug — 2ny(njug), (7.33)
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where n; is the normal unit vector of the inner surface of the capillary at

the point r;.

7.4.4 Surface normal

The surface normal is calculated by taking partial derivatives of the surface
parameterizations giving vectors which define tangent planes to the sur-
face. Given that these are not zero or parallel, the vector cross product of
these partial derivatives defines a vector which is mutually perpendicular
to the two vectors, that is, the surface normal n where

0S8 0S8

=5, " 95 (7.34)

We can use the determinant to calculate a numerical value for the cross

product in equation 7.34 [167],

25, s, 05, o8s. | | 0s. 05,

oS 0S 0z 0z 0z 0z 0z 0z
n=—_—X_—= ,— , . (7.35)

9z 09 25, 95, 05, 8s. | | 8s. 05,

90 0¢ 90 0d 96 0d

and this can be converted to the unit surface normal fi by dividing by the

vector’s length,

A= —. (7.36)

7.4.5 Reflected intensity

The angle of incidence of the photon relative to the plane of incidence is

calculated from the expression

0 = arcsin(njuy) (7.37)
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and this can be used to calculate the reflected intensity
I, = IhR(0), (7.38)

where R(f) are the Fresnel coefficients and I; is the incident intensity. In
the simulation, the initial intensity I of all photons is defined as unity. The
high harmonic source is polarized but we neglect this in the calculation of
the Fresnel coefficients and use expressions for unpolarized light. This is
a reasonable assumption since, at shallow angles of incidence, the Fresnel

coefficients for s- and p-polarized fields are equivalent.

7.4.6 Simulation

The trajectory of each ray is calculated using equations 7.33 and 7.32 until
the ray has escaped from the capillary. In contrast to other simulations
[161], the photon is not thrown away if the angle of incidence of the ray
exceeds a pre-defined angle because in the XUV region, there is no definite
critical angle and any reflection produces a finite probability of reflection
(see figure 7.4). Once the co-ordinates of the final reflection inside the taper
have been determined, these are stored along with the propagation vector
and the process is repeated until the desired number of photons have been
simulated. In a typical simulation, good results are seen with 10° —10° rays.
I have written code in Matlab® based on the procedure described above
and simulations were run on the Southampton University Iridis2 cluster,

typically requiring one hour of processor time for a simulation of 10° rays.

7.4.7 Camera

The output from the simulation is an array containing the co-ordinates of
the final reflection inside the capillary and the final direction of propaga-

tion. From this, we can build an image at any point in space to visual-
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ize the output from the capillary. The virtual camera is a two-dimensional
histogram of photon arrivals at discrete ‘pixels” in space within a plane
perpendicular to the axis of the taper (see figure 7.8). We can perform a

coherent sum of the total E-field E; at each pixel position (z,y)

Ey(z,y) =Y E(x,y), (7.39)

where E(z,y) are the individual E-field components of each ray calculated
according to

E(x,y) = Ve, (7.40)

where k is the wavevector, z is the total path length of each ray and I is the
intensity calculated according to equation 7.38. The total intensity is then

calculated by [129]
I(.%', y) = Et(xa y) : Et(xa y)*a (741)

where E* is the complex conjugate.

7.5 Experimental

7.5.1 Fabrication

Tapered capillary optics are commonly fabricated by the controlled heat-
ing and stretching of a capillary precursor. Once the desired taper shape
has been determined, for example by use of the ray-tracing model de-
scribed above, the next step is pulling such a taper from the bulk fiber.
The first tapered capillary optics were fabricated by relatively crude tech-
niques. Bilderback et al. heated lead glass capillaries in a vertical tube
furnace with a weight attached to the end. By heating the capillary the

glass would soften and the weight would elongate the capillary until it
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separated forming a sharp point [168]. Such capillaries showed far from
optimal performance, since the precise shape could not be controlled and
varied randomly between capillaries. Bilderback et al. went on to devise
a computer controlled capillary puller capable of repeatable fabrication of
capillaries with a desired profile [169].

The dependence of taper shape on the tapering conditions has been
studied by Birks et al. for the manufacture of fibre tapers for use in op-
tical fibre components, such as directional couplers, beam expanders and
nano-wires [170]. They demonstrate a taper fabrication technique which is

capable of producing any reasonable taper shape.

L

TS1 TS2

<—E—>

Figure 7.9: A schematic representation of the traveling-burner, tapered cap-
illary fabrication system. A fibre is attached to translation stages TS1 and
TS2, which slowly move apart stretching the fibre. A small burner B oscil-
lates with constant speed over a distance L. During fabrication, L can be
varied to control the precise taper shape. (Adapted from [170].)

The fibre tapers were fabricated by Gilberto Brambilla of the Optoelec-
tronics Research Centre (ORC) and a schematic of the experimental setup is
shown in figure 7.9. The model assumes the glass will be heated uniformly
within the hot zone L without heating the fibre in the surrounding area. It is
also important that the size of the heated region is controllable and variable
during the tapering procedure. To achieve this we use the travelling burner
technique [170] where a point heat source based on a oxygen-butane burner
travels at a constant speed in an oscillatory manner along the distance L, so
that in each cycle, every element in L is heated uniformly. If the burner’s

speed is large compared to the elongation of the taper, a time-averaged hot
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zone is setup which satisfies the model. The length of the hot-zone is easily
changed during fabrication by varying the travel of the burner and the pre-
cise taper shape may be determined by computer control of this parameter
according to the expressions developed by Birks et al. [170]

The tapered capillary used in the experimental work described in this
thesis was manufactured by Chiral Photonics Inc following a fire which
destroyed the ORC’s fabrication facilities and as a result of this a very lim-
ited number of tapered capillaries were available. The tapered capillaries
were manufactured from a hollow capillary pre-cursor with an inner di-
ameter of 100 um. This was the largest size precursor it was possible to
taper using this technique because of the need to ensure the fibre is heated
uniformly. The capillary profile was characterized using an Olympus opti-
cal microscope equipped with a 20x magnification objective. The capillary
was placed on a linear translation stage with micrometer adjustments to
allow measurements over the entire length. Images of the capillary were
captured with a video camera and the dimensions measured with the Im-
age] software package. A graticule (Agar Scientific) was used to calibrate
the profile.

Figure 7.10 illustrates the measured profile of the tapered capillary. The
root mean squared error (RMSE) of the capillary profile is 369 nm, calcu-
lated from a parabolic fit of equation 7.31 to the measured capillary profile.
The tapered capillary has had 23 mm removed from the tapered end be-
cause the pulling process failed to successfully track the parabolic profile

beyond this point.

7.5.2 Alignment

Taper alignment was carried out in a 600 mm diameter cylindrical vacuum
chamber placed at the end of the XUV beam line. A schematic of the ex-

perimental setup is shown in figure 7.12. The XUV beam is filtered from
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Figure 7.10: The measured tapered capillary profile (crosses) compared
to an ideal profile (solid line) for a parabolic taper with parameters py =
49.4 pm, I = 5.3 cm, and d,, = 2.3 cm.

the infra-red using a 200 nm aluminium filter, as described in chapter 4,
and enters the chamber through an iris that can be adjusted from outside
the chamber. The XUV beam was ~ 1 mm at the entrance to the chamber
(measured at 1/e? of the maximum intensity) and the iris prevents stray
light from passing around the sides of the taper. The tapered capillary is
held on a V-groove on a five-axis translation stage. The capillary is aligned
by monitoring the beam profile and maximizing the X-ray throughput on a
CCD camera. Once aligned, the beam profile of the focused X-ray beam can
be measured as a function of distance from the capillary exit by translating

the X-ray CCD camera on a linear translation stage.

7.6 Results and discussion

Figure 7.12 shows the output recorded from a tapered capillary with a pro-
file similar to that shown in figure 7.10. In figure 7.12(a), the camera is

placed very close to the tip of the tapered capillary and the spot is approx-
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Figure 7.11: The experimental setup for characterizing and testing tapered
capillaries. The capillary is held on a V-groove on a five-axis translation
stage. An iris prevents stray light from reaching the CCD camera which
records the image of the beam leaving the taper.

imately 64 ym measured at the full-width at half maximum intensity. The
size of this spot corresponds to the size of the exit aperture of the capillary.
As the camera is moved away from the end of the taper, it can be seen that
the beam profile consists of a bright central spot surrounded by rings of
lower intensity. At a distance of about 13 mm from the end of the tapered
capillary, the central spot gets smaller and is focused while the surrounding
ring structure continues to expand. Within the geometrical approximation
of our model, the different parts of the beam can be explained by consid-
ering photons that have taken different trajectories through the capillary.
The small central spot arises from single reflection photon trajectories and
is the component of the beam with the lowest divergence. The surround-
ing rings results from photons that have undergone two or more reflec-
tions and the diffuse background is a result of photons that have passed
straight through the tapered capillary, undergoing no reflections. Figure
7.13 shows a graphic illustration of two possible photon trajectories that
can arise: rays can pass straight through the tapered capillary without in-
teracting (indicated by the blue rays) or rays can make one or more reflec-
tions on the inner wall of the taper (indicated by the red rays). The rays that
pass straight through the taper contribute to the background surrounding
the central bright spot and explain why the output at the exit of the taper in

approximately the same size as the exit aperture. The camera does not have
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Figure 7.12: The output of the tapered function at (a) 0 mm, (b) 13 mm
and (c) 28 mm from the end of the tapered capillary. The text indicates the

full-width at half maximum intensity of the bright central spot.
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Figure 7.13: Graphic example of the raytracing process. The blue rays pass
straight through the taper while the red rays make at least one reflection
from the tapered capillary wall and are focused.

sufficient resolution to resolve the difference between the brighter central
spot and the diffuse rings around the outside.

As well as the diffuse background caused by rays that do not interact
with the taper, rays that make multiple reflections with the wall of the ta-
per can result in a beam that propagates in multiple rings. This can be seen
clearly in the data in figure 7.14 which shows a slice through the centre of
the beam as it propagates away from the taper. In this example, at short
distance < 1 mm the spot is confined to a small central area and no rings
are observed. As the beam propagates, the beam splits up into multiple
rings and this is a direct result of the different photon trajectories that exist
in the tapered capillary. The central spot corresponds to one reflection, and
the first ring to two reflections and hence the n'" ring corresponds to the
n+ 1" reflection, with rings becoming increasingly divergent with each ad-

ditional reflection. In the example shown in 7.14, most photons undertake
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Figure 7.14: Slice through the centre of a simulation of light propagating
from a parabolic tapered capillary showing how the spatial profile of the
beam changes as it propagates.

a single reflection but as many as seven reflections occur for some photons.

We can see this ring structure clearly in the experimental data in figure
7.15. This data was recorded in our group by Mills and shows the image of
the tapered capillary at a distance of 45 mm from the exit of the capillary.
The ring structure has been enhanced by changing the length of exposure
across the beam.

Using the ray tracing model gives us a good understanding of the fo-
cusing properties of tapered capillaries and will allow us to optimize future

designs to best match the high harmonic beam.

7.7 Summary

Tapered capillaries show promise as XUV focusing optics and this chap-
ter has demonstrated experimental results from an early design of tapered

capillary. The model that has been developed explains a number of the fea-
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(b)

Figure 7.15: (a) The experimentally measured output from the tapered cap-
illary at a distance of approximately 45 mm from the output of the capillary.
The image is composed of slices taken at different integration times to en-
hance the contrast of the weak ring structure. (b) Theoretical prediction of
the output given by the raytracing model.
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tures of the experimentally measured images and will be used to refine the
shape in future fabrication attempts.

A novel application for tapered capillary optics is the direct generation
of high harmonics inside the tapered capillary. This could be achieved by
drilling holes in the taper wall to inject gas as in the current experiment.
The taper may have the added advantage of separating the laser from the
XUV since the laser mode will become very lossy as the waveguide is ta-
pered down in diameter, though work will need to be done to see whether

this results in damage to the tapered capillary.



Chapter 8

Conclusions and future work

This thesis has described the design and construction of a capillary based
high harmonic source. This source has demonstrated excellent efficiency,
generating > 107 photons per pulse for the 25th harmonic in a beam with
low divergence and excellent spatial mode quality.

This work has shown that ionization plays two roles in the harmonic
generation process being an important component of phase-matching and
influencing the spectral characteristics of the harmonics. From this, a tech-
nique for frequency shifting the harmonics was developed that is able to
shift the harmonics by as much as 50% of the energy separation between
adjacent harmonics. This was achieved by exploiting the effects of ioniza-
tion in the capillary which result in a frequency shift of the fundamental. It
was shown that this can be controlled in a precise and variable way using
an acousto-optic programmable dispersive filter to apply specific amounts
of second order dispersion to the fundamental. This frequency-agile source
could be used in the future for X-ray spectroscopy or resonant scattering ex-
periments with the source tuned to match particular resonances for element
specific mapping.

As well as having an effect on the fundamental, we have shown that

the harmonic generation process is sensitive to the level of ionization. For
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high energy pulses, it has been demonstrated that ionization limits the har-
monics that can be efficiently phase matched, limiting the maximum pho-
ton energy that is observed irrespective of the increased laser pulse energy.
To further understand the effects of ionization, a fully three-dimensional
phase-matching model is being developed by Rogers and a paper describ-
ing this model is currently being prepared. This model shows that by ac-
counting for the variation of ionization radially across the capillary and in
time during the pulse, excellent agreement can be achieved with experi-
mental data.

We have shown that it is possible to control the spatial distribution
of ionization in the capillary by exploiting the mode beating which oc-
curs between different capillary modes and we have developed a simple
method for imaging and modelling this process. By considered design of
the pressure profile to enable a high gas pressure at the peak of the beat
but nowhere else in the capillary, it is expected that we can enhance the
intensity of the generated harmonics. Praeger has recently designed micro-
structured capillaries that are capable of precisely controlling the gas profile
in the capillary.

Finally we have looked at the theory behind focusing XUV using ta-
pered capillary optics and shown a few first experimental results. The
model that was developed will be used to derive the optimum shape for
the design of future capillary optics. The first scattering experiments using
this source have begun, looking at the scattering from arrays of beads and
non-repetitive objects formed on silicon nitride membranes with a focused
ion beam mill, taking us closer to our ultimate goal - single isolate molecule

scattering.



Appendix A

XUV Spectrometer

The XUV spectrometer, introduced in chapter 4 and used in experiments
throughout this thesis, was a Rowland circle geometry grazing incidence
spectrometer, supplied by Shulz Scientific. This appendix details the opti-
cal design and procedures that were developed for wavelength calibration

of the spectrometer.

A1 Optical Design

If a concave grating is placed on the tangent of a circle with diameter equal
to the radius of curvature of the grating, a point lying on the circle at the
entrance slit will be focused to another point at the detector on the opposite
side of the circle. This circle is commonly called the Rowland circle [171].
Figure A.1 illustrates the optical design of the XUV spectrometer. The
XUV beam passes through a 100pm entrance slit and onto a concave gold
grating with 1 m radius of curvature, both of which are placed on the Row-
land circle. The grating has high efficiency at grazing incidence and dis-
perses the XUV across a microchannel plate (MCP) detector. The MCP is
curved along the Rowland circle resulting in linear wavelength calibration

and sharply focused spectral lines. X-ray photons interact with the 12 yum
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concave
grating

Figure A.1: Rowland circle grazing incidence XUV spectrometer. The
dashed line indicates the Rowland circle.

channels to produce a cascade of electrons which are accelerated by a po-
tential difference of ~ 1 kV (Iseg SHQ 122M) applied across the plate. The
electron signal from the MCP is imaged on to a phosphor plate to produce
visible light which is recorded with a cooled CCD camera (Princeton In-

struments Pixis 400).

A.2 Wavelength Calibration

The MCP is placed in a fixed position around the Rowland circle and there-
fore the wavelength region of interest is selected according to the groove
spacing d of the grating. Three gratings, whose properties are summarized
in table A.1, were available giving access to the wavelength region 5-60
nm. The wavelength of a spectral line may be calculated by its position on

the Rowland circle,

nA = d [sin(a) + sin (%)} , (A1)

where n is the diffraction order, A is the wavelength of the spectral line, « is
the angle of incidence, R is the radius of curvature of the grating and =z is
the length of the arc between the center of the grating and the position of
the spectral line along the Rowland circle [172].

Experimentally, only the relative positions of spectral lines can be mea-
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Table A.1: Grating line density and corresponding wavelength range

Grating (lines mm~!) Wavelength range (nm)

1200 5-15
600 10-30
300 20-60

sured because it is not possible to measure x directly. Therefore, identifying
the lines requires us to assume that some are already known and for this,
two approaches can be taken. The first approach is a numerical method
which exploits the fact that the high harmonic spectrum consists of the odd
harmonics of the driving laser. The second approach uses spectral lines

from a helium discharge to accurately calibrate the spectrometer.

A.2.1 Numerical Calibration

Since the fundamental wavelength is an integer multiple of the harmonic
wavelength, the wavelength separation between the harmonics exist in a
unique ratio. In principle, by measuring these ratios the harmonics can be
identified. By rearranging equation A.1 the theoretical position x of each
harmonic on the detector can be calculated. If this is done for all possible
sequences of harmonics and a least squares fit performed between the the-
oretical and measured positions it is possible to quickly calculate which se-
quence of harmonics the data represents. This technique works reasonably
well for harmonics generated at lower laser intensities, since it assumes
that the harmonics exist in simple ratios and that the center wavelength is
well defined. However, in chapter 5 where it was seen that the ionization
induced blue-shifting that occurs at high laser intensity can significantly
change the spectrum of the driving laser and cause a shift in the harmonic

peaks. This leads to significant ambiguity in the wavelength calibration
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Table A.2: Emission lines from a helium discharge

Species Wavelength (nm) Reference

He 1T 24.3027 [173]
He IT 25.6317 [173]
He II 30.3781 [173]
Hel 52.2213 [174]
Hel 53.7030 [175]
Hel 58.4334 [175]
Hel 59.1412 [175]

and prompted the development of an XUV calibration source so that the

wavelength could be independently verified.

A.22 XUV Calibration Lamp

For an absolute wavelength calibration, a discharge in helium was used
to produce a range of emission lines in the XUV region of the spectrum.
Table A.2 summarizes some of the important lines that can be used for
wavelength calibration that arise from the neutral (He I) and singly-ionized
(He II) species.

The calibration lamp (figure A.2) was a water-cooled, cold-cathode DC
capillary discharge source [171] based on a design by Morris [176]. The
discharge was confined to a Pyrex capillary approximately 10 cm in length
with a bore of 1 mm. A hollow electrode, which doubles as the gas inlet,
was placed at the entrance of the capillary. A needle valve was used to
regulate the pressure of helium gas supplied to the capillary and the lamp
was pumped by a small rotary pump (Leybold Trivac D25B). The electrode
and capillary were held in a boron nitride tube which had excellent ther-
mal properties and was a good electrical insulator. The voltage across the

discharge tube was increased using a variable supply until the discharge
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Figure A.2: The water-cooled cold cathode capillary discharge source.

‘strikes’. The striking potential, ~ 2 kV, was typically much greater than
the operating potential, ~ 600 V, necessary to maintain the discharge.
Helium discharge spectra (figure A.3(a)) were acquired with the XUV
spectrometer using the 300 lines/mm grating. Curve-fitting the peaks with
a mixed Gaussian-Lorentzian function using the fityk software package
gave the center position of each peak. These peak positions were then plot-
ted against their corresponding wavelength assignment, taken from table

A2, to give a calibration curve for the spectrometer (figure A.3(b)).
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Figure A.3: (a) The helium discharge spectrum acquired with the XUV
spectrometer and 300 lines mm ™! grating, and (b) a typical spectrometer

wavelength calibration curve.
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