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ABSTRACT
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AERONAUTICS AND ASTRONAUTICS

Doctor of Philosophy

IMPROVED WIND TUNNEL TESTING AND DATA REDUCTION

METHODS USING A MAGNETIC SUSPENSION SYSTEM
by Talat Abdel-Gawad DIAB

Improved techniques and data reduction methods for aerodynamic force
measurements are proposed and tested. The model levitation and force
measurements are provided by the magnetic suspension and balance system
of Southampton University. Quasi-static and dynamic forces and moments
are measured at low tunnel air flow speeds.

A systematic study of the incidence ramp technique established limita-
tions set by the model aerodynamic properties, balance dynamics and data
reduction methods. A simple relationship between the maximum ramp rate,
the aerodynamic flow response time and the required data smoothing was
obtained. This relationship was verified experimentally. The aerodynamic
forces on several slender models were ﬁeasured using slow incidence ramp
rates. The effect of ramp rate on various aerodynamic characteristics
was studied using an AGARD-G planform model. The results compare favour-
ably with published work. The drag force is found to exhibit very slow
response. It requires correction even at the lowest ramp rate. The
results of the ramp testing show finer aerodynamic details than convent-
ional point-by-point testing. The set of data points for a single test
display a high degree of self consistency. They demonstrate the potential
for a reduced cost per data point from wind-tunnel testing.

The novel method of digital covariance zero crossing for accurate

determination of the frequency response of linear dynamic systems is



proposed. The method is particularly useful for low frequency sinus-—

oidal signals distorted by heavy superimposed noise. FIt is shown that

the accuracy of calculated joint dynamic properties of two signals

depends on their record length, or number of oscillation cycles. A

relationship between the signal~to-noise ratios, minimum record length

and required accuracy is obtained. A verification of the method is

provided by a simple digital simulation.

The method has been applied to or considered for:

(1) the measurement of roll damping derivative at constant incidence,
(ii) the measurement of »oll damping derivative with ramped incidence,
(iii) multi-degree of frecdom systems for the measurement of com~

bined pitch and hesve derivatives.
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CHAPTER 2

DOF

)
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SYMBOLS

Reynolds number = UL
v

free stream velocity
model characteristic length

fluid kinematic viscosity

damping coefficient

degree of freedom

forcing torque

moment of inertia

stiffness

model characteristic length
Reynolds number = UL/v

Thomson number = tyU/f

time

flow response time

flow speed

incidence

damping ratio

pitch displacement

£1uid kinematic viscosity

phase angle

frequency, rad/sec.

undamped natural frequency, rad/sec.
derivative with respect to time

amplitude
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CHAPTER 3
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By, By
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indicial aerodynamic coefficient, see equation 3.6
calibration contants, equation 3.27
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calibration constants, equation 3.18

calibration constant

equation 3.86
aBr ‘

390

calibration constant, equation 3.94

¢,C,Cq,Cp,c' damping coefficients

[c]
Ca

Cy

damping coefficient matrix

mean aerodynamic chord

autocovariance of x

covariance of x and y signals, x may be roll displacement
¢, incidence a, lateral heave displacement z and vy may
be o, w, lateral force Z, pitching moment, etc,
constants

white noisg bandwidth

amplitude of lateral force for combined heave and pitch osc.

F(t), Fys F4 aerodynamic force, stiffness and damping coefficient.

?

gs 8

(€]

h

[&]
I

Il

#

function of time and its derivative

force matrix defined in equation 3.115

amplitude of lateral heave oscillation

response matrix defined in equation 3.115

electromagnet coil current

roll current at zero roll displacement

/=T

model mass moment of inertia, about longitudinal axis for
roll oscillation and about pitch axis for combined heave

and pitch oscillation
(x)



k, K, kl,kz,K' stiffness

3 stiffness matrix defined in 3.133

kll’k12’k22 constants that correspond to balance force and
moment components

Ke calibration constant

2 . characteristic length of model

%A’&G’z » YoR defined in figure 3.16

£p dimensionless oscillatory roll damping derivative
L 1ift force
L, L
L]
AL step change in 1ift force
AL , steady state change in lift force

m,m' mass

[m] inertia matrix defined in 3.133

ﬁq = %%SCaz

n = My dimensionless stability derivations
pUSCa

Y T g%baz

M pitching moment oscillation amplitude, roll torque

M'(t) pitching moment
(Ma)g aerodynamic pitching moment about mass centre

(Mp); magnetic pitching moment about mass centre

Mg = oo

aq
M = M
Er
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EL)
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n(t) random noise signal

nl(t),nz(t) white noise random variables

(xi)



N number of points to be measured in a staircase test

Ny sampling rate
p * d¢ roll rate
dt
(7] defined in equation 3.111
q pitch rate
Qin’ Qquad in phase and quadrature components
Ry correlation coefficient
s wing reference area
s model semispan
t time
tpal balance response time
tia ramp response time lag 2r
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t, ramp starting time
tp ramp duration
tpg flow response time
At piecemeal averaging interval
. minimum averaging interval
At time resolution of averaged results
T signal record time duration
TRS dimensionless flow response time
U flow speed
‘Va’VF’VM’VZ voltage signal corresponding to incidence lateral

(heave) force, pitching moment and laterél’heave.
VQ’VR voltage signals corresponding to roll displacement
and roll current
perturbation flow velocity along lateral axis at mass

centre

(xii )
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Aqarans
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x* "y

X sin wt

average of x(t) over an interval T

Xpr Xyor Xvps Xoy defined in figure 3.16 -
Y sin ot

average y(t) over an interval T

heave displacement

defined in figure 3.16

Zq9 N
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Zw dimensionless stability derivatives
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lateral force
aerodynamic force
magnetic force
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model angle of incidente

steady state change in incidence
change in incidence
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incidence rate

signal to noise ratios of x and y signals
relative error in covariance estimate

sampling interval
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€ bias error in averageéd results for piece-meal
averaging, phase angle in dynamic testing

S damping ratio

g fraction of a harmonic amplitude residual in the

piecemeal averaging

n, defined in equation 3.82

Nerans fraction of ramp results corrupted by transient effects

8 pitch displacement:

v folerable fractional error in step response of aero-
dynamic 1lift force

£ dummy time variable

P air demsity

o standard deviation

T ~ time constant, covariance lag (indep. variable of
covariance estimate)

(Tint)min minimum lag interval before use of zero crossihg
starts

Toin minimum lag

Toe value of time lag at a zero crossing

¢ phase angle, roll displacement

Xlax29x39¥u phase angles

WI,WZ,W3,Wu phase angles

w oscillation frequency

wl,wz escillation frequencies -~ combined heave and pitch
testing

We lowest frequency of the harmonic components
contributing a zero average
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W natural frequency

9] non-dimensional excitation frequency = wCa
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1, INTRODUCTION

In the history of mechanical powered flight the Wright Brothers are
credited with two major achievements. First, they pioneered mechanical
flight by making and successfully flying the first powered aircraft.
Second, they devised (what has remained) an extremely effective method-
ology for aircraft design using wind~tunnel tresting on suitable models.
Ever since the Wright Flyer, wind~tunnel testing has been universally
established as the most convenient experimental means of collecting basic
and applied aerodynamic iuformation on the ground. This information is
essentially needed in early stages of project studies and during the
course of design and development of a new aircraft. The amount of time
and the cost of necessary wind-tunnel testing for newly designed aircraft
have grown over the years as shown in Figure 1.1 [ﬁarper (1968), de
Meritte (1973i1. The data in the figure is for American aircraft since
the evolution of mechanical flight, and forecasts a requirement for wind-
tunnel testing time in the order of, or greater thanm, 10,000 hrs. for a
new design.

Wind-tunnel testing of aircraft models is a form of experimental
ground simulation of actual flight., A theoretical counterpart is com-
puter simulation. A vast variety of wind-tunnels have been built over
the years for general or special purpose testing. The degree of simu-
lation achievable is limited by the tunnel capabilities and the method
of testing. The accuracy of test results can generally be assessed and
the confidence level in data can be established. No matter how high
that confidence level, differences between wind—tunnel test results and
flight test results exist which are mainly attributable to imperfections
of the simulation technique. These differences can be due to:

i) small size model, scale (or Reynolds number) effects,

i1) tunnel wall interference



ii1i) model support interference
iv) flow unsteadiness, nonuniformity, turbulence and
background noise levels,
Improvements in a simulation technique can be accomplished through efforts
in two distinct areas:

1) hardware improvements, involving the development

of new facilities and instrumentation, and

ii) software imnovations, involving procedure of

testing and data monitoring, collection,

reduction and analysis,
Economic factors set serious limitations on the development of large test
facilities in general. Compromise between the extreme of perfect simu-
lation (required) and the cost of a less perfect, but perhaps acceptable,
facility and methods of testing to previde a reasonable turnout of results
seems to be inevitable in most cases,

The progressive growth in size and speed of airliners has demanded
larger sized wind—-tunnels, but rarely during the past two decades have
new and larger tunnels been commissiened, Hence there has heen a worsen—
ing trend in Reynolds number (RN) simulation. On the larger vehicles,
local areas of the flow which depend strongly on viscous effects (and
hence RN) are common occurrences and do not have an accurately predict-~
able behaviour. These could have impertant consequences relevant te the
operation of control surfaces, on high Incidence flight, on supercritical
flow and on the stability derivatives. Wind-tunnels of the sizes to
fully simulate flight values of Reynolds number would be very expensive
and complex installations to build and operate [LukasiewiCz (1973),
Kiichemann (1972)]. Improvements on Ry simulation are exemplified by the
systems recently proposed and under development. Short duration Cﬁ 10

seconds run time) high RN large wind-tunnels of several configurations
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are preferred at present to continuous operation tunnels for economical
reasons [Lukasiewicz (1973)], while continupus eperation cryogenic tunnels
offering the same range of RN but of smaller size and cost are being
validated [Goodyer and Kilgore (1972)]. For productivity to be accept-
able the short duration facilities require the development of special
instrumentations and software testing techniques.

Improvements in the quality of simulation by the elimination of
support interference through the development of magnetic suspension
systems, have been achieved, although still confined to small size tunnels
and models ETournier and Laurenceau (1957)]. A powerful combination
would seem to be the magnetic suspension system and the cryogenic tunnel.

Demands on the quality of wind-tunnel test results depend on the
nature and ohjectives of the test concerned. Data of the qualitative
type may suffice for preliminary, or project, study of a new aeroplane
and basic aerodynamic testing, whilst during design, development and modi-
fication stages detailed quantitative data is often of prime iInterest.

It is in the latter case that higher precision of test results and lower
cost of testing have to be maintained consistently. High precision (i.e.
fine resolution) is required when measuring the aerodynamic effects of
minor configuration changes and when accurate determination of the on-
set of incipient local secondary flow is desired. A convenient index
specifying the cost of testing is the cost per useful data point measured
[Lilley (1963)]. This index is however linked to the overall initial

as well as running costs and data productivity of the facility. Means

of improving the data productivity, for the purpose of cutting down the
cost per data point are therefore of practical interest, >In practice, a
large part of the airplane design schedule is paced by the aerodynamic
configuration development program. The overall cost of building an air-
craft, however, increases with the time required for the testing program.

Appropriate test techniques can cut the wind tunnel testing program time

-3 e



and result in a considerable cost saving. Wilson and Maddox (1969) claim
a significant cost saving in the aerodynamic development of the C-5 air-—

plane by developing and using a technique of simultaneous measurement of

forces and pressures on the model,

More often than not, in routine testing, aerodynamic characteristics
over a range of variables (e.g. incidence) are of more interest than a
single data point. This underlines the need for the definiiion of a
parameter that will indicate the quality of data points at the stage of
assessing test results. This qualitative property is called “self con=
sistency of data points'. Self consistency of a set of data points over
a range of the independent variable (e.g. incidence) obtained in a single
test may be regarded as the counterpart of the repeatability used to
indigaﬁe the joint properties of data points collected in different runs
at the same conditions, Self consistency is more related to the software
technique of testing in contrast to repeatability which depends more on
the state of statistical control of the test and hence to a large extent
on the hardware. In view of modern system reliability concepts both
self consistency and repeatability‘add up to form the ultimate level of
confidence (or degree of reliability) of test results. It is important,
however, to appreciate that the cost of improvements on the former (self-
consistency) can be in general much less expensive than on the latter
for a given simulation technique designed to provide data results with a
certain degree of reliability. Therefore poorer quality hardware com-
ponents than would be required for the highest repeatability levels may
be adequate for achieving a certain level of confidence in the final
results if appropriate software techniques producing a high degree of

self consistent results are adopted.



Systematic evaluation of the effect of various parameters involved
in a test technique is of great practical interest for the purposes of:

i) establishing possible limitations and accuracy bounds

of resulting measurements
ii) enhancing the efficiency of its use
iii) pbssibly reducing the amount of trial and error often

resorted to.

Two software techniques for aerodynamic force testing are investigated :
in this work. One is for the measurement of steady forces and the other
is for the measurement of dynamic stability derivatives. The measurvement
‘of aerodynamic forces while the model is steadily pitching has been
proved a useful practical technique for increasing the data turnout of
short duration wind tunnels. At suitably low pitch rates quasi-steady
aerodynamic data can be extracted from the moving model measurements. The
relationships beﬁween pitch rate, test duration, aerodynamic character-
istics, incidence resolution and accuracy requirements are of direct
interest. For the dynamic stability derivative measurements, very ac-
curate and precise information is required on amplitude and phase rela-
tions between the forces and displacements of g model forced into
harmonic oscillation. Very often the force and displacement signals

are noise corrupted. The use of digital correlation methods in the ex-
traction of these data for a single and multi-degree of freedom oscilla~-
tion is investigated. The relationship between test duration, frequency
of oscillation, signal/noise ratio and sampling rate is important.

The six—component magnetic suspension and balance system (MSBS) of
Southampton University and its wind tunnel have been used for the
development and study of both techniques. The model censisted of AGARD~
G planform wings attached to a slender fuselage. The model exhihits

linear and non~linear aerodynamic characteristics depending on Imcidence
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and the state of boundéry~layers-on~thg.wings\ A Marconi Myriad Mk IT
digital computer was used for the first stage of data reduction while
complementary stages were performed on an ICL 1907 computer.
The MSBS provides a useful tool for assessing and developing test
techniques involving controlled model motions for the following reasons.
i) absence of mechanical support flow interference
1i) ease with which various motions can be imparted to
a magﬁetically levitated model achieved by feeding
appropriate 'error' signals in the control system
loops. |
iii) the potential accuracy and dynamic load range of the
magnetic balance as compared with mechanical balances,
Magnetic suspension systems of d-c type suffer, however, from limitations
on the dynamic response owing to the relatively low natural frequencies
~of suspension and to the inevitable force interactions.
The techniques described above are not only suitable for short dura-
tion wind tunnel testing but can also have considerable potential in im-
proving the utility of conventional continuous operation tunnels, Two
examples are included to illustrate this statement. Flow unsteadiness
often causes problems of consistency of results in V/STOL aircraft test—
ing at very low speeds in open circuit tunnels whose inlets and exhausts
are subject to atmospheric flow disturbances. The wind can change
direction in as short a time as one minute and so force data over a
range of incidence must be collected in this short duration for good
self consistency. The incidence sweep (or ramp) technique provides an
efficient method of testing. Tedious (and often very expensive) efforts

are generally spent in order to calibrate and perform a complex experi-

ment (e.g. force testing in a large continuous operation wind tunnel at



moderate and high flow speeds), whilst maintaining good statistical con-
trol over long periods of time. In additfon the associated power consump—
tion may be significant. Simplification of testing methods and passibly
savings can be achieved by utilising appropriate short duration test
routines of the ramp kind. Similarly suitable techniques for the measure-
ment of dynamic oscillatory derivatives in short test durations are equally
important. Most of the existing techniques are of the free oscillation
type. Novel forced oscillation techniques using suitable correlation
methods of data reduction presented in this thesis offer meaus that may
complement or replace free oscillation ones in short duration tunnels.

A combination of forced oscillation technique and incidence sweep can be

a powerful method for measurement of the stability derivatives in short

to moderate test durations,

Chapter 2 of this thesis reviews some of the relevant methods that
have been used (and still are in use) for aerodynamic steady force and
dynamic stability measurements in wind tunmels. Propbsed techniques are
introduced and theoretically assessed in Chapter 3, Linear and nonlinear
aerodynamics are discussed. Chapter 4 describes the wind tunpel and wag-
netic suspension and balance system developed at Southampton University.
Generalised force-current relations are developed and discussed in
Appendix A. Calibration methods to provide the corresponding calibraiien
constants in these relations are briefly described in Chapter 4. The
slender winged model used in this investigation is described in Chapter
5. Tne data acquisition, reduction and analysis methods are explained
in Chapter 6, The main results of the investigation and discussions of
the effect of various parameters on the characteristics of the propesed
techniques are presented in Chapter 7. Conclusions and suggestions for

further work are given in Chapter 8.



2.,  SURVEY OF PRESENT TEST TECHNIQUES
For aercdynamic load meagsurement in a wind—tunnel, the model has to
be supported in the flow field of the test section and the forces trans—
mitted outside the tunmel. These force data are usually obtained,
whether directly or indirectly, in a form that requires some manipulation
before extracting the relevant aerodynamic loads. A complementary part
to an actual wind-on test is therefore its data reduction method. In
conventional wind tunnels the complete aircraft model is mechanically
supported as compared with the magnetically levitated model in magnetic
suspension tunnels., The testing technique depends on the specific pur-—
poses of the particular test. However, for many vears it has been found
convenient to classify testing under two broad categories:
i) steady testing, which provides static aerodynamic
characteristics for the general shape of the air-
craft, and
ii) dynamic testing, which permits the study and
measurement of stability, flutter and control
derivatives of the aircraft and its compouents.
In general the type of test and accuracy requirements specify the most
suitable type of support. During various phases of design, manufacture
and development of an aircraft the nature and quality of aerodynamic
data required may vary quite widely. While at one stage data of ultimate
accuracy and precision may be very important, at another stage, particu-
larly the preliminary stage, data of a less accurate nature may suffice
certain specific purpose. Sometimes the wind—tunnel type, speed range
and load dynamic range of available instrumentation and economic require-
ments decide the test technique that can be used with a particular model.
This chapter presents a review of a selection of test techniques

that have been developed in both areas of testing considered above. The



associated data reduction methads. and the limitations are highlighted,

2,1 Steady~force~testing techniques

Ever since wind tunnels were first used for aerodynamic measurement
and flow studies, the continuous flow method of teéting has been employed.
However, most of the developments in such testing in the first half-century
of mechanical flight weré directed towards the hardware side, Distinct
software techniques have reportedly been developed only over the past {
century or so. Among the factors promoting the development of new tech—
niques or improvements over an established one might be more accurate data
requirement, interaction of various effects, optimum utilisation of the
tunnel, reduction of testing cest, etc,

In continuous operation wind tunnels no strict limitation was im-
posed on the test run time, i.e, economic factors were not the prime
factor. Models could be held steadily in the flow field for a long time
and so truly steady measurements could be made. Higﬁ speed testing in
addition to the need fer six—component force measurement gave rise to
the development of the sling support as an improvement over the older
mechanical means of support.

Intermittent operation wind tunnels provided very economic facili=-
ties for testing at high speeds but with relatively short test duration.
The short test duration provided an impetus to the development of ad-
vanced test techniques so that higher rates of data acquisition from
thegse tunnels could be achieved. If the model was moved automatically
in a pre-arranged program after the flow has been established in the
tunnel test section, and the force and moment signals recorded, then a
large number of data points can be obtained from a single run, Luka-
siewicz (1955) reported the application of a pitch ramping technique

for an intermittent operation supersonic wind tunnel where flow



duration can be as short aé 15 seconds. His technique consists of driving
the model into either a continuous constant pitch rate or In staircase
steps over the required incidence range during flow onset, fig. 2.,1. The
model is driven by an external 'incidence gear" and electrical signals
from the balance outputs are directly recorded on a paper chart recorder.,
The system of balance and recorder had a time constant less than a second,
For small signals, the established frequency bandwidth was 0 to 20 Hz.
Lukasjiewicz argues that so long as the linear velacities due to nedel
rotation are small compared with the free stream velocity, such metion
should not affect the measured aerodynamic charactaristics appreciably.

This condition is given by

<< 1\ 2\1

e

where ¢ is the pitch rate, % is a characteristic length of the medel and

U is the free stream velocity. A rate no greater than 1°/sec was cou~
sidered suitable for initial tests. Linear aerodynamic characteristics
were assumed and so the steady ramp case was cnly used to provide the 1lift
and moment curve-slopes while the staircase case provided a discrete point
picture of the steady characteristics. Fig, 2.2, shows an example of the
measurement obtained using this technique. Damping in the balance caused

a time lag in the response as shown in Fig. 2,3, The inertia of the

Hs

driving system caused a further jump towards the end of the range. Static
incidence calibration was used to establish the incidence scale for the.
ramp case. This could be in error at high pitch rate9~sincg the damping
in the system might significantly upset the correspendence between the
indicated steady and ramped incidences.,

Tanney (1959) developed a suitable data reduction method for the

ahove system on a three-component force balance, Incidence sweep rates



were used in the range 0.7 to 3.3°/sec. Chart recorders with good ramp
function response were used, The test data was digitised after being
presented on self balancing potentiometers. Filtering the data was effected
simultaneously or immediately after the test run. A digitised reading was
punched every .16 sec. on paper tape or cards. Temporary storage is cssen~
tial because of the slow rate of punchiag operation, for which purpose a
small digital computer was used.

The technique of fncidence sweep has also been used in low speed VTOL/
STOL wind tunnel testing Bﬁﬁslie (1053\]. The flecw in the working section
of akcontinuous operation open circuit Jow speed tunnel tends to be extreme—
ly sensitive to external winds during the time of testing at the very low
tunnel speeds often required for V/STOL work, The external wind changes
direcfion, most of the time unpredictably., To avoid or reduce the efféct
of corresponding flow unsteadiness on force measurements a complete set of
force-incidence data points would be required in a short duration, of the or-
der of one minute. Both the continuous sweep and staircase incidence fung-
tions were applied to the model during the test; Quasi=steady data poﬁnté
were obtained from the continueus sweep case while the staircase served te
pravide checkpoints on the steadiness of these data poimts. Unlike thc
Lukasiewicz method, only a few of the staircase points are‘required at key
incidence settings. Based on this, a versatile system has been developed
over the years and used for supersonic as well as low speed testing,
Bmmlie (1973)]. Routine sweep rates vary from 0.5 o/sec. to 3.0 olsec.,
over a range of about 300, depending on the flow speed. The criterion for
deciding the sweep rate is that the flow response time is about the same
as the time required by fiuid particles to traverse 5 - 10 chords atyfree
stréam velocity. Position and force signals (e.g. strain-gauge balance
output) are heavily filtered (sometimes with a low pass cut-off at 2.0 Hz)

to suppress the noise. The signals are then electronically amplified,
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temporarily stored magnetically, digitized, displayed visually, read on
digital voltmeters and punched on tape, for subsequent computer analysis.
The digital data is punched at a rate of 3 to 10 points per second. This
allows a specific test incidence data resolution of the order 1° to 0.05°
if required. The filter is recognised as a very important and decisive
factor in the system. This technique has been used for the measurement

of both linear and nonlinear aerodynamic properties of complete aircraft
models. It should be noted that the staircase test is used for fixing the
right sweep rate for the continuous sweep test. However, there appears to
be no reported systematic study of the effect of sweep rate on the quality
of data obtained.

Accurate simulation of tranmsonic flight requires the development of
high Reynolds number (RN) test facilities. Short duration tunnels seem to
be most suitable on economical grounds. Currently proposed tunnels for the
RN = 108 range have running times of the order of a few seconds. For in=~
creased tunnel productivity, advanced test techniques (software type) are
needed [Pugh (1973)].

Starr and Sch@eler (1973) have preduced a preliminary study of the
parameters affecting the force and pressure measurements on moving models
in a pilot high Reynolds number transonic tunnel. TFlow duration available
for testing was in the range of 100 m.sec. The flow response time t, is

expressed non-dimensionally as the Thompson number T defined as

T = -E 2.2

For a certain model and flow field T is constant. They designed an experi-
ment to measure values of T for various flow fields on a l5-degree cone
model, 3.5 in. long. The cone attitude was changed from ~4° to +4%in 4

to 6 m.sec. and the exact instant at which the model reached the limit
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attitudes was precisely recorded using electrical contacts. They measured
the differential pressure at symmetrical points on the windward and leeward
sides of the model surface, at a distance 2.9 in. from the apex, using a
fast response differential pressure transducer. The time it takes the
differential pressure to settle down after the model has reached each of
the 1limit attitudes is measured and non-dimensionalised as in equation

2.2. At a flow Mach number of 0.85 they found T = 1.7. This agrees with
published results for impulsively started flows on flat plates and wedges
in laminar and turbulent flows at subsonic and supersonic velocities. For

laminar boundary layers

T = 2 to 4,
and for turbulent boundary layers

T = 1 to 2,

and published results for experiments on an oscillating aerofeil in trans-
onic flow give

T« 5

Fig. 2.4 summarises these results. The values of T estahlished can he
used to calculate the flow response time for the full scale tunnel. They
do given an indication of being short emough to allew the model in the
full scale tunnel to be swept over a large sector of the required attitude
range.

Recently van Nunnen (1973) considered the test time requirement for
steady force measurement using a continueus incidence sweep. As in the
case considered by Starr and Schueler, van Nunnen's work is mainly directed
towards application to large high Ry short duration tunnels. He stresses
the need for sweep~up and sweep down in the same run and argues that
rates of the order of Zo/sec. are appropriate over an incidence range of

10°. This defines a required run time of the order of 10 seconds. The
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criterion for the selection of the sweep rate would he the extent of hyster-
esis in the lift—incidence characteristic. This hysteresis tends to increase
with faster sweep rates as shown schematically in Fig. 2.5.

In all the work described above there appears no systematic study of
the effect of the various parameters defining the incidence sweep technique
on the quality of measured data. The majority of the relevant information
resides in the experience of the field workers. One of the purposes of
this thesis is to present a systematic study of the incidence sweep tech-
nique and investigate the possibility of its further potential applications.

2.2 Dynamic stability derivative meagsurements

Development of methods for the measurement of aerodynamic stability
derivatives for rigid models has been rather slower than for the measure-
ment of steady forces. Apparently the following two reasens are mainly
responsible for this:

i) the slow recognition of the relative importance of

prior knowledge (i.e. at the design stage) of the
dynamic derivatives as compared with static deriva-
tives, and

ii) the difficulty associated with dynamic measurements

both in hardware and software technigues.,

With the advent of high speed aircraft and missiles, Increased empha-
sis has been placed on performance and dynamic stability~problems since
advanced missions demand precise control not only in small disturbances
from level flight but also in large scale manoceuvres. In addition, recent
developments in instrumentation and data handling systems have helped a
great deal in the practical realisation of new ideas.

Dynamic stability derivative measurement in a wind tunnel involves
supporting the model (whether it s a 2-D, a half or a complete aircraft

model) in the test section and allowing #t to describe certain motions
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in one or more degrees of freedom. In some cases an external force is
applied to maintain or support this motion. Derivatives are then extracted
from observation of model motion‘(and applied force, if any) using a simple
mathematical model.

At present three distinct types of movements are employed; continuous
rotation, sinusoidal oscillation and pure random motion. A classification
of the methods used for stability derivative measurement in wind tunnels
is shown in Fig. 2.6. Most of the methods in use fall under one or avcom~
bination of these headings. Since the derivatives for complete aircraft
models are of main interest here, the following review is confined as far
as possible to these types of model.

Free motion methods

These methods employ the decayed continuous rotation or decayed oscil-
lation in a single degree of freedom or a combination of several degrees
of a ﬁodel suitably suspended in the airflow.

For the free rotation case, accurate measurement of the angular velo-
city is required. Derivatives like the roll damping zp can be measured in
this way. Care, however, should be taken to ensure that damping in the
bearing is low and that the derivative measured is linear over the range
of angular velocities considered.

The decaying free oscillation method is the most widely used technique
for stability derivative measurement, and the simplest: at least as far
as hardware is concerned; Ljones (1935)]. The model is fnitially disturbed
either by release from a displaced attitude or hy applying an impulse and
the subsequent motion is then ohserved. Provided that the model has
positive damping and the amplitude of oscillation is not too large, ob-
servétion of the amplitude and frequency of a few cycles of the motion

with wind on can be compared with similar data from a vacuum test to
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provide boih damping and static derivatives. For reasonahle accuracy of
measurement of stabiiity~derivatives:
i) precise measurement of natural frequency of escillation
and logarithmic decrement are required,
ii) transients pertaining to the initial disturbances have
to be eliminated,

the nonlinearities associated with large amplitudes of

[ 1
el
s
Ms?

digplacements must be absent, and
iv) the noise on the displacement signal must he sufficientiy
small.

In general, several cyclea of oscillatien ave vequived for the analysis.
These can usually be ohtained by\adjusting the natural frequency ef ascil-
lation of the aystem. There are a few methods of data reduetion and analyeis
particularly suitable for the free oscillatien method. They range from
hand smoothing and plotting the time response of the displacement on a
semi log scale and calculating the logarithmic decrement and frequency, to
the use of automatic devices like the dampometer and logarithmic circuit
[Bratt (1960)] capable of accuracies of about 2%Z. Orlick-Rukemann (1963)
developed a travel summation method capable of accuracies of the order of
17%.

Fully automatic facilities have been developed for sensing, recording
and analysing free oscillatfon data of complete médels in short duration
teéting; [brlick*Rukemann (1960)}. Multi~degree of freedom'testing of
slender missile models in wind tunnels using the free oscillation method
have been considered by Nicolaidis and Eikenberry (1970). For such cases
a sophistica;ed mathematical model and a complicated method of data re=
duction are unavoidable,

In almost all the cases considered above the data analysis is carried

out in the time domain.
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Flow induced forced motion

Stability derivatives can be obtained from a model response to unsteady
flow. Turbulent flows and sinusoidal flow can he quite well reproduced in
the wind tunnel.

Response of models to turbulent flow is a random motion. Provided the
turbulence has a flat frequency spectrum in the range of frequency of in~
terest, the spectrum of the displacement gives thé magnitude of the fre-
quency response function of the system and hence natural frequency and
damping ratio can he found [Lundgren (1971)]. Two aspects, however, appear
to cause uncertainty in the results from this method. One is the degree
of flatness of the turbulence and force spectra and the other is the sharp-
ness of the resonance or damping ratio of the system. The lower the damping
the sharper is the peak and the larger is the error in the spectral density.
Lundgren relied on results from a decayed free oscillation method for con=
firmation of the random excitation method results. Judd (1963) used a
similar excitation method on a 2-D aerofoil, but used a completely different
kind of analysis. A random signal with a flat spectrum has an impulse auto
correlation function. The auto-correlation function of the aerofoil res-
ponse to turbulence is identical with the impulse response in the time
domain of a free oscillation test. By observation of the cross over points
and the amplitude decay of the auto correlation function, damping and static
derivatives can be extfacted.

It is pecessary to distinguish between loads generated by an unsteady
flow and those resulting from unsteady model motion in a steady flow,

Gilman and Bennet (1966) used a vertical sinusoidal gust generated in a
wind tunnel for studying the frequency response function of an aircraft
model. The model was cable mounted to improve flight simulacrion. Flow

angles and model c.g. accelerations were measured and the acceleration
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frequeacy response function determined over a range of frequencies. Although
their main interest was in flutter derivative measurement, stability deriva-

tives can be measured by Gilman and Bennet's method if the model ié regarded

as rigid and the mathematical model suitably simplified.

Externally forced motion methods

In these methods, the model is maintained in steady motion under the
action of an external force. Derivatives are obtained from measurements
of both the force applied to and displacement of the model using an appro-
priate mathematical model. Although more complicated hardware is required
for this type of measucement than for free motien methods, it possesses
several advantages, notably:

i) independence of the motion from the specific model aero-

dynamic and dynamic characteristics,
ii) greater degree of control is maintained, e.g. frequency
and amplitude are constant in a forced oscillation, and
iii)more precise measurements can be obtained.

The simplest of these methods is the forced continuous rotation
method. In this case the external torque maintaining & constant angulav
velocity balances the aérodynamic and bearing frictional torgques. Meas—
urement of the applied torque and angular velocities in wind-on and
vacuum states can be used to find the relevant damping derivativé, e.8.
roll damping derivative zp. If lateral forces can be measured when the
model is set at incidence, 1ift and magnus ferces can be measured as well
(Platom (1965)].

Forced oscillation methods consist of forcing the model externally
into a constant amplitude constant frequency sinusoidal wetion in one
or mote degrees of freedom ubout suitable pivots in the support. In-

stantancous force and displacement signals are measured and analysed for
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the required stability derivatives.

The mathematical model for a single degree of freedom small amplitude

angular oscillation, Fig. 2.7, is given by

0 + c + k8 =F 2.3

For harmonic oscillation, in general, the displacement and torque are given

by

A D
G____eelwt -

F =7 eiwt

Substituting in 2.1 and reducing gives

A .
-:-E-m*k"wz]:-ri‘mc 2.5
8

}FA

= — < (p
)
where ¢ = tan—l *ES*E- is the phase angle between the torque and the
k =o"L '

displacement, The undamped natural frequency of the system is

o =/E 2.6

Lquation 2.3 shows that the damping can be determined from a measure~
A ‘ 8 o LY
ment of F/g.at the test frequency. This requires either measurement of
- - A A o "~
the amplitude ratio IF/ei and phase difference or the inphase and quad-—
rative component of the forcing torque relative te the displacement.
Equation 2,3 subject to 2.4 can be represented by a vector diagram
as shown in Fig. 2.8a, Three categories of testing can be identified
depending on the ratio of oscillation frequency to the system undamped
natural frequency as shown in Fig. 2.8a~ c.
Torcing a model to oscillate at w/wn >> 1, Fig. 2.8c, is ruled out
on the following grounds:
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i) an extra strength requirement is imposed on the model and
support in order to reduce aerocelastic distortions,
ii) the domination of the measurements by the inertia terms
(unless the oscillating model system is dynamically
balahced),
1ii) corruption of the signals by the tunnel vibration and
flow induced randem noise, and
iv) the extremely small phase angles require extra precision
instruments,
Forced resonance oscillation (i.e. at w = wn) requires a form of
displacement feedback associated with the input excitation, The form
of feedback, sometimes becemes quite complex [Beam (1956)]., This type
of testing, however, does not require very accurate phase measurement
since at o = Wy = 90° and can be set easily because gﬁ-is a maximum.
In addition the amplitude of oscillatiion is close to the maximum obtain-
able with a given excitation level. The maximum occurs actually at ¢ =
wn/l - 2y where y is the ratio of system damping to the critical. At
the condition g = W the applied force equals the damping force. When
the system resonant frequency is high, signals become vulnerable to noise
corruption as explained earlier and the corresponding identification of
the resonant condition may become difficult. Testing at frequencies
close to but not exactly equal to resonant frequencies can give rise to
a beating effect. Most of the present forced oscillation test facilities
have some provision for resonance force testing,
Testing at low frequencies, m/mn < 1, demands véry precise measure-
~ment of the phase angle ¢ for reasonable damping measurement accuracy.
It does not, in general, require the degree of sephistication demanded
for a forced resonance system and 1s characterised by an absence of

aeroelastic effects on the measured derivatives.



The presence of noise on the measured signals hampers very much the
accuracy of phase measurement in low frequency forced oscillation testing.
Mést of the recently developed methods are of the analog type. These in-
clude the electronic trigger circuits, gated counter-chronographs, special
a.c. bridges and resolved component indicators (RCI). The latter (RCI)
works on the wattmeter principle, employed by Bratt & Wight (1944) to
reduce the great labour of manual reduction previously employed, [Bratt
and Scruton (1938)l. The majority of the methods mentioned above rely
on the availability of a reasonably clean reference signal at the oscil-
lation frequency. In the RCI method this reference signal, of a fixed
amplitude, and a 90° phase shifted version of it are multiplied by the
measured signal. The resulting products are filtered and read on d-c
damped microammeters as the in-phase and quadrature parts. The use of
a reference signal at the fundamental frequency and the averaging of the
modulated signal effectively filters all higher order harmonics. Part
of this signal is still due to the fraction of the noise spectrum imposed
on the signals at this fundamental frequency. Braslow, Wiley and
Lee (1962) have developed a system for the measurement.of lateral dynamic
stability derivatives, at transonic and supersonic speeds at resonant
and non-resonant frequencies, which relied on the RCI for monitoring
‘and reading the relevant components. Automatic digital equipment was
used to digitize, acquire and record the RCI readings.

Thompson and Fail (1962) report a derivative measuring system
capable of pitch-heave displacements, and later, developed a three-degree-
of freedom system for simultaneous measurement of yaw, roll and sideslip
derivatives»[?hompson and Fail (19665]. Instead of using strain gauge
for the measurement of forces and displacements, as used in most earlier

systems, they used accelerometers for the displacement signals. Three
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accelerometers are arranged to pive accelerations in the threc degrees of
freedom and the system is excited by an electromagnetic shaker. The cquip-
ment is compact and particularly suited for slender model bearing.

Excitation is made in each mode separately and close to the relevant
natural frequency (e.g. 5 Hz for yaw, 8 Hz for side slip and 13 Hz for roll)
to ensure a reasonably large eoscillation amplitude at a reasonable phase
angle without the need for an excessive excitation force. A mathematical
model of 3-D of freedom oscillation is assumed valid for small oscillations.
The acceleration signals and force excitatien signals are fed inte a re~
solver of the wattmeter type, all referred to a common clean gignal drawn
from the oscillator. The in-phase and quadrature components of all the
signals and the frequency of oscillation (measured by an electronic counter},
are recorded on a punched tape and read on a teletype. For each data point
three sets of readings are made, one for each mode of oscillation. These
results and tunpel cauditﬁons~plus-céii&ratimn canstants are fed into a
digital computer which selves the equations ef metioen comprising the mathe-—
matical model and preduces the required derivatives, A layout of this
system of data handling e shown in Fig. 2.9.

There was large scatter in the results of lateral derivatives on a
slender winged model at low speeds measured using this system. The scatter
did not obscure the trend of the data but is expected to increase further

"as the testing flow speed goes up. The background noise on the signals
is considered partly respensible for the scatter of data, In other words
it is the low value of signal-to-neise ratio resulting from the small
amplitudes of motion (of the order of 1%) employed.

Tn the operation of the RCI, there are at least two causes of error

arising from the analog reductieon of nolsy signals
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1) the presence of varieus harmenics which need to he
filtered, and
ii) the presence of correlated noise on both the reference
and measured signal affects the d-c reading and cannot
be eliminated with such equipment,
One possible way of improving the accuracy of measurement of the derivatives
is by recording all the raw signals in digital form se that reference sig—-
nals can be generated numerically at the oscillation frequency. In this
case the reference signal is almoest pure, but g very large number of digital
samples per cycle would be required [privata discussion with.Fai{].
Another possible technique for improvement is to transform the data
reduction to the correlation domain, This methed is intreduced and des-

cribed in the next chapter and represents the second topic of this thesis.



3. PROPOSED TECHNIQUES OF TESTING AND DATA ANALYSIS

In view of the importance of wind tunnel force testing on aircraft
models and its impact on the overall design and development programs, new
and improved techniques of testing are in demand. Justification for such
demand, as applied to existing test facilities, can be the reduction of the
cost of wind tunnel testing per data point, shortening the duration of wind
tunnel test programs, attainment of test results with a higher degree of
self consistency and/or attainment of more accurate results, As regards
new and future test facilities, where economy dictates short duration types
of wind tunnels, the demand becomes a necessity.

A modern wind tunnel normally has a digital computer comprising the
principal element of its total data reduction and analysis system. There-
fore software techniques which can best satisfy the requirements and limita-
tions stated above and make better use of a suitable data analysis system
‘can be very useful. Two types of force testing are presented and assessed
in this chapter. The first deals with éteady~aerodynamic force measure-
ments and the second with dynamic stability derivative measurements. These
are discussed from the general point of view but the application to the
magnetic suspension and balance system are Investigated specifically.

3.1 Steady Aerodynamic Testing Method — Incidence Sweep Technique

One of the problems present in some wind-tunnel testing is the short
wind-on time of operation. This determines the number of obtainable data
points if truly static azerodynamic data is required. The number of runs
reqpired in order to determine a complete range of model characteristics
may be very Iarge either because of the number of data points scught or
because of the low degree of reproducibility of test conditions. This
problem is alleviated if the model is made to describe certain motiéns

while the wind is on and the measurements instantaneously analysed or
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recorded for later analysis. Analogue methods of data reduction and analysis
may be necessary for the instantaneous (on-line) analysis case, while com~
pletely digital methods can be used for the later (off-line) analysis. The
simplest kind of motion in the case of longitudinal serodynamic measurements
is the pitch ramp. In this case ﬁhe model incidence is made to change from
a starting value to a final value at a constant rate. Fig. 3.1 shows a
typical incidence sweep (ramp) time function. The negative rate of in-~
cidence sweep is included for a reason to be discussed later. The Eime
history of the pitch attitude and force signals are filtered, digitized

at a suitable equispaced sampling interval for digital analysis, then
averaged over short time intervals and the averaged values corrected for
dynamic effects.

The main parameter in the pitch ramping method is the value of the
pitch rate, which is simply the incidence range covered ﬁivided by the ramp
duration. Factors affecting this ramp rate (e.g. model size, flow speed
and balance limitations), are therefore relevant and need investigation.
Other features of the method ére the filter type and setting, sampling rate
of digitizing and averaging interval required in relation to the quality
of results sought. The latter feature is the controlling factor iﬁ the
degree of smearing of aerodynamic forcé details.

A systematic study of this technique would require the theoretical
estimation of the possible limitations on the values of the parameters in-
volved and the development of test routines for the experimental resulﬁs
required to verify the theoretical predictions.

Naturally while the model is in motion relative to the free stream
any force measurement will contain unsteady as well as static effects.
Indeed, three kinds of transients affect the measurements:

i) aerodynamic transients,

ii) displacement transients, and
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iii) balance transients.
Measured results have got to be either insignificantly affected by or cor~
rected for these transients in order to recover the steady or quasi-steady
quantities required. It is important, before pursuing further details of
the technique, to define the quality of the aerodynamic forces involved and
the transients taking place.

3.1.1 Aerodynamic transients — flow response time

A model in a real fluid flow sets up an associafed vorticity field
which is responsible for the fluid forces acting on it. Unlike other flow
properties, shed vorticity is transported at a finite velocity, i.e. of
the order of the free stream vélocity u, LLighthilI (1963)].* Consequently
following a change in model attitude, the vorticity field of the flow ad-
justs itself tc a new steady pattern in a finite time. This time of

'adjustment’ is called the flow response time, If a characteristic

tRS‘
length for the model is known as % and flow speed U, a dimensionless

quantity can be formed as

Tpa = 3.1

This response time is governed by the conditions inside the boundary layer
where the vorticity is produced and the presence of sharp edges on the model
configuration causing the formation of free vortices. As a result it is
affected by other flow phenomena influencing the boundary layer, e.g. onset
or presence of a flow separation, transition from a laminar to turbulent

boundary layer,‘shock—wave boundary layer interaction ... etc. The process

* Lighthill (1963) states that change in the vorticity distribution gives
rise to an almost instantaneous change in the pressure distribution and

hence the aerodynamic forces.



through which such adjustment takes place is generally a complex one and its
time history is the aerodynamic transient which is normally studied in the
form of the position step response and called ‘'indicial aerodynamics'.
Consider the case of a model, having linear aerodynamic characteristics,
in a flow and receiving a gudden plunging motion at time to’ fig, 3.2;
Shortly after the start of motion the aerodynamic effect is a transient one,
known as the Wagner effect, and depends on the time elapsed since to. The
usual definition of linear aerodynamic derivatives ceases to be meaningful
during this transient period. Eventually at an appropriately long time, t
greater than t, ¥ trgo the aerodynamic effect approaches the steady state
value. This value can then be regarded as independent of the past history.
This steady state value is achieved exactly in supersonic flow but can only
be approached as&mptotica11y~for subsonic flow since the starting vortex
and wake affect the flow indefinitely upstream. Therefore, so long as
.the observation time is longer than teg from the change'in position the
aerodynamic forces depend only on the instantaneous values of the position
and its derivatives. A useful representation of the change in an aero-

dynamic force component, say linear lift force, may take the form

AL ~ L Aa + Le Ao + Lo Ac 3.2
o o o4

where the subscripts indicate partial derivatives and the dots derivatives
w.r.t, time. The derivatives La’ L&, L; etc. are called quasi-steady
derivatives and are of major interest in aeronautics. Transient effects,
however, may be of iInterest in special applications such as aircraft flutter
and short period oscillation and ship unsteady metion.

In the case of steady pitch ramping the aerodynamic transients are
partly due to the step in pitch rate. Hence, these are less severe than
for the plunging motion case. Correspondingly, one can safely conjecture
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a shorter flow response time. In a ramp response, on the other hand, the
steady state output (force) always lags the input (displacement). This
lag can be argued as due in part to the indicial effect, but it has been
shown, [?tkin (1956)],that for relatively long times from the start of
motion this lag is simply related to the usual damping derivative. There~
fore tpg can be regarded as a conservative upper estimate for the pitch
ramp case.

Similar flow patterns around similar models but of different sizes,
or at different flow speeds, should have the same dimensionless flow
response time TRS' The flow response time TRs for the same model, howdver,
can appreciably change when the flow pattern does. An example of this
is.the classical case of a high aspect ratio wing at low incidence as
compared with the same wipg at a stalled condition where in the latter
the dependence on the flow Reynolds number is stronger. A similar example
is witnessed in the supercritical wing with the associated onset of
shock-boundary layer interactions. In the examples just cited, it can be

‘shown that the aerodynamic phenomena are nonlinear and the model~flow
system may possess a hysteresis effect. In these cases the flow response
time is larger than in the linear aerodynamics case. It is convenient
to group the types of aerodynamic characteristic into three groups

1) linear aerodynamics case, for example high aspect ratio winged

models at low and moderate incidences,

ii) nonlinear aerodynamics (no~hysteresis) case, e.g. slender
winged aircraft models at moderate incidences
and

iii) nonlinear aerodynamics with hysteresis cases, as in

case (i) at stalling incidences.

2 B



Although a single ramp leg of the kind suggested in fig. 3.1 suffices for
group (i), the full function is required in order to confirm the linearity
of group (i) and is necessary to provide aerodynémic information in groups
(ii) and (iii).

Measurement of tpg Can be obtained by observation of the incidence step
response, i.e, the indicial admittance, of the model in the flow field or by
observation of a terminated ramp response since a pure step may be difficult
to generate,

Examples of TR for a variety of flow fields have been described earlier,

S
section 2.1, and are given in fig. 2.4.
Measurements free from aerodynamic transients are therefore essential
for two reasons:
i) in order that measured steady or quasi-steady character-
istics can be meaningful, and
ii) if transients occur there is no simple way for correcting
them.,
It is necessary therefore in pitch ramp testing teo discard the first tRS

length of data folléwing the start of the model ramp as being cerrupted by

the aerodynamic transients, where t__ corresponds to the longest flow

RS

response time corresponding to flow patterns that may form on the model

» o L3 & V M
during an overall incidence excursion. For a ramp rate of a, t,, corre-

RS

sponds to an incidence range of .

Ao trans = & cRS 3.3

Since a ramp duration may be fixed, e.g. by tumnel test duration, the

fraction of transient corrupted data is

s TR g
n R 3.4
trans. R R
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where tR is the ramp duration. 1t follows that, for the largest useful

output from a ramp test,

A\‘G&txcam.se. = "erans. ° qramp 3.5
must be kept as small as possible, In addition to this there is a steady
state error in the aerodynamic characteristics associated with the incid-
ence time rate. In the case of the linear lift force this amounts to L&x a
(from equation 3.2) and is schematically shown in fig. 3.3. Although this
can be corrected for, as will be shown later, it is preferahle to keep the
correction as small as possible. At this stage only arbitrary limits can
be set on a. However, later in this section more definite limits are
discussed.

This establishes the aerodynamic transient 1iﬁitations on the metion
and the corresponding loss in the incidence range.

It is interesting to consider the use of a staircase pitch variation
(fig. 3.4) in the hope of achieving steady state dwell duratiens. Since
tre is independent of the amplitude of pitch step, it appears necessary to
allow on each step of the staircase a minimum time interval of tes before
a 'static' measurement can be taken. If N points are to be measured during
tp @ duration of N.tRS would be lost. Therefore it is conceivable that the
use of a staircase function may be limited to several data points in a
certain incidence range. The advantage of the staircase over the pitch
ramp lies in measuring strongly nonlinear aerodynamic forces since the
staircase displacement case provides results with essentially the same
quality as in the linear case while the ramp function can produce locally
distorted aerodynamic characteristics.

Finally, the question of the aevodynamic limitation on the maximum

pitch rate has to be answered. Dore (1966) has found that the indicial
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subsonic aerodynamic lift change on a wing can be fairly well approximated
by
AL(t) = ALy (1 - a ety 3.6
whare
AL(t) is the actual change in lift at time t following a step incid—
ence change at t = 0, ALSS is the corresponding steady state chanze, a and
T are constants depending on the flow pattera and model geometry. Clearliy

the steady-state condition is only reached asymprocicaily. 1f tne steady

state is assumed to take the approximate value AL(t) = ALSS(l - v), where
v is a small positive number, then the time t = tpg and
to /T
ve=ae B g, 5.7
If a/v > 1.
= ‘rs 3.8

in(a/v)

The derivative of the 1ift force w.r.t. time is obtained from equation 3.6

as
dAL _ a -t/

At large values of time t the differential coefficient can be approximated

by a difference form and we get

sy 2 AL e T g 5.10

fhe time rate of change of the measured 1ift force component, when transient
free, at constant pitch rate is given by

d (A1)
Tdt

meas _ & 3 L 3.11
3 o

. .
since a v at., In difference form, this becomes,
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& (AL ) =
meas M (8L) 3,192

Pre

8t 30

i

where () indicates average over §t.
For a small transient effect on the measured 1lift force, the changes
in lift force measured in an interval §t and the corresponding transient

change in the same interval must be related by

§ (AL)

meas.
_ . .1
R << 1 3.13

act.

Substitution from equations (3.8), (3.10), (3.12) into (3.13) gives

3L, L
(%%— << ~2Eé-< zn(%) 3.14
RS

where the subscript 'SS’ has been dropped.

When L # 0
o4
: = [ - a]
. = & T 3.15
max La tRS Y

This establishes the permissible upper limit of the ramp rate. Similar forms
can be obtained for the other force components. This result is a fairly
general one since equation (3.11) is valid for both linear and nonlinear
lift forces. Equation (3.15) serves two purposes:
1) to estimate the maximum pitch rate for testing if
the aerodynamic characteristics are roughly known, or
11} to check the freedom of various measured force com-
ponents at a certain pitch rate from significant
transient effects.
The quantity in the square brackets of equation (3.15) is a function of the
aerodynamic transient characteristics and the specified ¥V (permissible rela-

tive error in aerodynamic force) and defined t Later in this chapter

RS’

methods of estimating and measuring this quantity will be discussed.
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3.1.2 Balance and displacement transients

A linear force balance can in general be regarded a form of low pass
filter. The measurement of a time varying force is therefore always
affected by the characteristics of the balance system used. The cut~
off frequency, beyond which large attenuation of signal harmonics takes
place, is close to the balance natural frequency of oscillation where
the balance is regarded as a second order system. Associated with the
amplitude attenuation is a phase shift which is relatively large at
high frequencies. The natural frequency depends on some kind of ratio
of stiffness to inertia of the‘mgving parts, as well as the control
system properties. In order that a measurement can be reasonably free
from balance transients, the highest frequency content required for
the force component must be small compared with the balance natural
frequency.  Unlike aerodynamic transients, balance transients can be
corrected for if the balance characteristics are precisely known a
priori.

Appreciable displacement transients, however, can complicate the
pilcture by introducing undesirable higher order motion derivatives,
thereby affecting both the aerodynamic forces and their measurements.
It is therefore important that the achieved form of motion be as close
as possible to the ideal, i.e. displacement-transients free, one.

The particular case of the magnetic suspension and balance system
is considered. The situation is slightly more involved in this kind of
balance than in a strain gauge balance because the model comprises a
link in the control system of the balance. The block diagram of the
actual control system for one degree of freedom small motion can be
represented by the diagram shown in fig. 3.5. Consider an equivalent

second order system representing the motion of the model under
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the influence of the electromagnet current in one degree of freedom.

The differential equation of motion of the model is then given by

JB+ ch+ko="F() = F (t) +F_(t) 3.16

‘where 0 is the model pitch attitude displacement, J is the model inertia,
¢ is damping (e.g. due to eddy currents in the model) and k is the
balance stiffness. F(t) is the total instantaneous external force

acting on the model and is the addition of two parts, the magnetic force
Fm(t) and the instantaneous aerodynamic force increment Fa(t) due to
incidence a(t). The instantaneous aerodynamic force increment, which

in this case represents the pitching moment about model C.G., can be

represented in the time domain by the function
F (t) =F oa(t) +F, a(r) 3.17
a ) a

where Fa and Fd are the aarddynamic stiffness and damping coefficients
at the reference values o = 0 and & = 0O, Fm and F& are constant only
for the linear aerodynamic case considered here. The magnetic force is
related to the electromagnet coil current and model position for small

displacements through the relation,

F (t) =B I(t) +B T 6(t) 3.18

2

where I(t) is the instantaneous current, I is the current at the refer-
ence condition, and BI and B2 are constants. Since 8 can be taken equal

to a, by substitution from equations 3.17 and 3.18 into 3.16 we get

Jo+ (¢ - F&)a + (k - 32 I~ Fa)a = BE I - 3.19

It is important at this stage to identify the physical picture and

Y



nature of forces acting on the model. With reference to fig. 3.5, an
error signal inserted in the control circuit causes a magnetic force
which drives the model to change its position. Therefore, through the
action of model finite inertia this force component leads the dis-
placement. Consequent upon the model displacement the aerodynamic
forces acting on the model will change, but this part of the force lags
the displacement. The magnetic field acts to stabilise the model posi~-
tion through the feedback. The result of this sequence of events is
that the magnetic force, in terms of the measured electric currents in
the coils, can either lead or lag the displacement signal. The nature
of the phase relationship between the net aerodynamic force and the
measured current is determined by model inertia, system characteristics
and the model aerodynamic transfer function. A schematic of the vector
" diagram for a sinusoidal low frequency forced oscillation is shown in
fig. 3.6. The phase relations are shown exaggerated to emphagise the
complex nature of the dynamics involved,
If the error signal is a ramp function, the stéady state ramp resp-
onse lags the force signal and a region of transients is set at the ramp

start. For the ideal case of a second order system with a natural un-

k-By I-F ¢ ¥
damped frequency w = 2 % |, damping ratio § ( = w——eu )
n 3 2 0 J

and the input current I = It, the a response for t > 0 becomes

~Tu_t
n | anar
) 2 . (t - 25.) + sin(w v 1-22 t + ¢)
a’ ¢ W, A n
0 1-g?2
3.20
2c/ 1-22

221

where tan ¢ =

At large values of t, a reaches its steady state condition a(ss) given
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(k - B2 I - Fa)a(ss) =L (t - —=) 3.21

§

¢ ~F,

which clearly indicates that a(ss) lags T by the time %i [» o },
Therefore it is necessary to shift the current signal in time, fig. 3.7,
by this amount, if it is significant, in order to recover a measure of
the 'static' data. This can be done in practice easily if the damping
and stiffness terms in equation 3.19 are known, or by curve fitting the
current response to a straight line, after allowing for a short transient
period. The intersection with the datum, relative to the incidence ramp
start, then gives the required time lag. The latter is only reliable
if the two signals under consideration (i.e. current and incidence) are
purely linearly related.

The other important feature of the ramp response is the presence
of the initial transient given by the last term of equation 3.20. It
can be shown that the transient subsides to a small fraction of the

steady state error, A/AQ, in a time given by

A
! 0
tbal. v o ln(r) 3.22
n
g nl
where AO = e (see fig. 3.7)
w vV 1=-g2

n

AO clearly varies linearly with & and so tpal. increases only as the
logarithm of & but varies inversely with w indicating a stronger depend-
ence on the latter. It is necessary to ensure that ta1.s L in

order that clean aerodynamic effect can be recovered. If this condition

is not satisfied, the initial transients would inevitably corrupt the

measured data. Assuming an arbitrary but reasonable value for &
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say A= 0.1 AO then

1 2,303
e = LoV 3.23
tRS 3’@@ In 10 o
n n
or
ii;.gﬂi. 3.24
n z RS

If the initial transient error is specified as 0.1 of the steady state

error instead, an alternative form to equation(3.24)would be given by

, |
b > — [1.6 + 1n (145-] - 24;2]' 3.25

1-r2

Equation(3.24) gives a conservative estimate of the minimum natural
frequency of the balance system which leads to measurements requiring no
balance correction. From equation (3.24) the time lag in the steady

state response would be given by

z? ¢t ’ 3.26

2
“1ag < 77303 RS

The quality of the response can be judged from observation of the
incidence signal as a function of time. If a = 4t a steady state
relation can be established between o and the current I since o = 0.
Before doing that, equation (3.19) requires slight rearrangement for it
to be useful for the direct evaluation of static forces. In a similar
way to that for the force-current relationships developed in Appendix A,
it is possible to show that a change in the force Fm is related to a

change in the current I by:
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Fm = (bl + bz a)I 3.27

where bl and b2 are related to B1 and B2 defined in equation 3.18.
Hence rearranging and substituting for & = const. into equation (3.19)
we get

(¢ - Fd)d + (k - Fa)a = B} I+ B2 I a 3.28

If the lag t is negligible, then by performing wind-on and wind-off

lag
tests at the same & equation (3.28) can be applied twice and the two
sets of results differenced at the same values of o to obtain the net

aerodynamic effect which is then given by

- Fa a = (b] + b2 o)X 3.29

a
where I indicates the net current change due to aerodynamic forces.
This result can be arrived at intuitively for the 'almost static' cases.
When the lag time is appreciable, some means of correcting, e.g. by
shifting I(t) curves appropriately, is required before carrying out the
subtraction operation leading to equation(3.29).

For the nonlinear aerodynamic case, the correction is expected to
be more subtle. The main difficulty in the nonlinear case is expected
to be found in attempts to separate the true nonlinearities from the
transients. For the pure ramp incidence test, i.e. & = const, equation
(3.29) remains valid for the nonlinear aerodynamic case but with the
terms F .o and I.a replaced by the general functions F(a) and I(a)
respectively. In this case the linearity of incidence with time indica-
tes a prevailing constant phase relationship between the current signal

and the acting aerodynamic force. The time lag between the current
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signal and displacement depends on the local first derivative of

current with respect to time, or the derivative of the aerodynamic force
with respect to incidence. The transients, however, depend as well

on higher derivatives in addition to the overall previous history since
the instant of start of excitation. Precise details of the ;ransiénts
in such a case are difficult to estimate for the general case. Resort
must therefore be made to approximate methods. One method of treating

a nonlinear function is by considering it to be made up of linearised
segments i.e. by carrying out a piecewise linearisation. The linearised
portions are joined at instants fixed by the suitably chosen instants

of occurrence of a set of equivalent pulses in the diagram of second
derivative. An alternative way of estimating the overall corrections
can be followed in practice through the observation of small step response
at critically nonlinear regions in the performance range.

The practical situation of pitch ramp testing can involve the
measurement of several force components e.g. lift force, pitching moment
and drag force. 1In a multicom#onent balance these force components need
to be measured simultaneously. Each component is measured in the form
of an electrical signal in a control system, the sysfem having its own
natural frequency of oscillation. In general these natural frequencies
are not equal; hence the transients, lags and distortions of various
force components are not the same. If times longer than the flow response
time tRS are observed then the aerodynamic effects are regarded as occurr—
ing simultaneously. Balance correction, consequently, should be applied
to each component separately. In addition, initial transients may
persist for a relatively long time in force components having the lowest
balance natural frequency and damping in this component. Care should

therefore be taken to ensure that such conditions do not arise, so that



the overall accuracy of the results is maintained.

In conclusion, it is worth emphasising that balance output signals
at frequencies much higher than its natural frequency (s) are of no
significance to the measured aerodynamic forces for the various reasons

previously discussed.

3.1.3 Basic details of the proposed technique of testing

The previous two sections have defined the limitations imposed by
the required quality of aerodynamic measurement and the effects of
balance transients on the method of constant pitch ramp testing. Other
features of the technique, which require consideration, include the
estimation of:

i = a suitable averaging interval for the data,

ii =~ the filter bandwidths and required sampling rate of digital

data,

iii - the dynamic correction of data.

Since the model displacement and various current components are
measured as analogue voltage signals which contain a certain amount of
superimposed noise (e.g. due to power supply and control system imper-
fections), it is necessary to filter and digitize the data for digital
analysis. To reduce the noise and quantity of data further, piece-meal
averaging is suggested. Averaged digital data is then corrected for
the effect of averaging interval and dynamic effects in order to recover
the original analogue mid—-range values. Balance dynamic effects are
then introduced to correct for lags between various components and fin-
ally static force calibration relations are applied to obtain the aero-

dynamic forces and moments.
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Piece-meal averaging of analogue data

Consider a continuous time varying function g(t), e.g. a force or
a displacement signal, as shown in the sketch. By subdividing the time

axis into short intervals of time At, the best estimate (time average)

b

g / ,

/
£ teat
P’y )

and variance of the function in any interval t (e.g. interval i) can

be calculated as follows.

t +At
o]
- 1
gi ‘EE‘ f g(t) dt
tO
3,30
t +At
o}
2 o 1 2 (T2
: ! g?(r) dt - (g;)
tO

A new independent variable £ is defined by

At
E=t (to*'*§)

valid in the range



The function g(t) ( = g(£) ) can be expanded for small values of £ in

the interval At using a Taylor's series as follows,
g(t)=g.(5)=g(o)+£g'(o)+-§f~g"(o)+... 3.31
i i i i 21 ’

where the primes indicate differentiation with respect to time.
Substituting into equations (3.30) and evaluating the corresponding
integrals gives:
g (At)z " 3
\ . e g o
8; = 8 * 5 8;"(0) + 0(at)

3.32

2 2
G e g v ous
i

Since at the middle of the interval the value of the function is 8;» the

averaging process recovers this value within an error of

<At)2 o
& & 5 8! 3.33
wﬁich has a standard deviation of
o = AL ggr ‘ 3.34
gy V12 1

This error term shows that piecemeal averaging necessarily displaces
the, essentially nonlinear, estimate of the function towards the centre
of curvature by an amount varying as (At)2. For purely linear functions
€s is identically equal to zero and no correction is necessary. For
nonlinear functions, if a good estimate of the second derivative of the

function is available, €; can be corrected for. This can be easily

estimated from an approximate knowledge of g; over successive intervals.
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Overlapping the averaging intervals can improve data resolution, If
intervals are allowed to overlap each other, the discrete values of 8:
~would be sepérated by Alt’ representing the time resolution of averaged
results. At the ith point a good estimate of gg is given by

Bivp ~ 283 * By

g = 3.35
’“ (A]t)z

Therefore the correction to be added to the averaged data points E& is

-, & - .}.... -»-...--At 2 (g -2g, + g ) 3.36
i 24 Alt i+1 i i-1 ‘ :
which is correct to within a standard deviation = /& og . Equation

(3.34) can be used as a basis for establishing a criterion limiting the
resolution of the averaged data in the noise free function case. The
criterion is that a change in the value of the function between two
successive points (after averaging over intervals At long) must be at
least equal to the standard deviation Gg’ In the current notation this

leads to

2 . 2
(8" (02 > LE (g2 3.37
Provided that g' # 0 an expression for the minimum value of (A]t/At)

can be obtained from equation (3.37) and is given by

= /Cf: = 0.29 | 3.38

12

s

A]p
At ) .
min

If g' = 0 the function possesses a local extremum. In this case a value
of Alt/At < 1.0 has no particular advantage over Alt/At = 1,0, therefore

the latter value is regarded reasonable. ‘A value of A}t/At > 1. is of
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no interest to the present work since it implies dropping part of the
data deliberately. It is obvious that the presence of noise in the
practical situation, being added to the function g, can greatly increase
the variance and hence add a positive quantity to the RHS of equation
(3.37). This results in an increase in (Alt/At)min by an amount telated
to the ratio of the noise standard deviation to the local derivative of
the function,

In order to study the effect of noise present on the data the
harmonic content of g(t) is considered, i.e. the equivalent Fourier
series terms. If g(t) contains a sinusoid component, x = X, sin wt,
where w is the frequency of the sinusoid, it can be shown that piecemeal

averaging causes an attenuation of this component by the factor

ginc 2 gt m gin( gAt )/ (& gt) and the error term is
es = xi['l ~ gine = ét'] 3.39

where X, is the actual value of the function at the middle of At.

The quantity in the square brackets is always positive since sinc szt < 1.0
and is shown in fig. 3.8. At very small values of Ew%E , 1.e. for
<< S
YY"
(w AE)?
€y X, 5% 3.40
while at large values of wzét oy i.e. for w >> %{
r 2
Ei = xi[_ i W] | 3.41

Equation (3.41) indicates that the piecemeal averaging at a constant

interval width At in effect filters the high frequency content of the
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original data while low frequency parts suffer only a slight attenuation
as shown by equation (3.40). It follows that the shorter the averaging
interval At, the broader is the corresponding frequency spectrum included.
Since in this work interest lies in recovering the low end of the fre-
quency spectrum with the least error, the result obtained in equation

(3.40) deserves a closer look. The lowest frequency of the harmonic

. e g . . . 2n
component with a vanishing average in the interval At is W, = XT and
the frequency contributing maximum numerical value to the average is
w

c

5 At frequencies higher than w, the contribution of a particular

harmonic will have 3 maximum value of

24 . s
AT where A is the amplitude of
this harmonic. If this is to be kept within a fraction of A, say Moy A,
then

2

> 3.42
At Ny

This equation establishes a relationship between the permissible averag-
ing interval and the effective highest frequency contributing to the
averaged data of the noise corrupted function. The minimum averaging

interval width is given by

At = ot 3.43

min My Ynax
Less quaﬁtitative‘relationships limiting the largest At can be thought of.
On a qualitative basis, it can be argued that averaging causes a smear-—
ing of the details of the function and therefore the maximum degree of
smearing must be related to the longest allowable interval. Overlapping
of the averaged intervals improves the recovery of the original function
and hence reduces the degree of smearing. In the absence of suitable
quantitative estimates reliance must be placed on the incidence interval

corresponding to the averaging time interval as a convenient index in the
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incidence sweep test for fixing a reasonable time interval.

Piecemeal avéraging of digital data

In digitizing analogue data, two types of error can arise:

i *'duantisation error — improper conversion of the amplitude

of signals, and

ii - discretisation or sampling error - affecting the frequency

kccntent of gignals.

The first type is mainly related to the number of binary digital
bits, i.e. precision, and accuracy of the‘Analogue~to-Digital Converter
(ADC), while the second type is associated more closely with the sampling
rate. Signal amplification before digitisation can easily reduce the
quantisation error to an insignificant value and so will not be consid—
ered any further. In connection with the second type, statistical
sampling theories indicate that in the digitised data only frequencies

2 N
up to Ss can be identified, where Ns is the sampling rate. The

presence of higher frequencies in the analogue signal causes aliasing.
In order to reduce aliasing, higher frequency components must be approp-
riately filtered before digitising. This requires a low-pass filter for
a single signal acquisition, or a set of phase matched filters for phase
related multi-signal simﬁltaneous acquisition, with a cut~off frequepcy
set at about 2 Ns/S or less.

Consider the continuous function of time g(t) being represented by
discrete values uniformly spaced at an intervalasnﬂér' as shown in

8
the sketch below.
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The averaging interval At will therefore contain n samples since

At = nds . If n is an odd number then mid-range is at the value j = -rﬁ-;—-]-»
where j is the sample number. The original function at the jth point
in the inverval At, can be obtained by substituting £ = (j - E—g—l—) ds in
equation (3.31) which gives the jth value in the ith interval as

2 22 .
Lt G-5DT % g 3.4k

n+ 1 21 n+1

-~ B ] o

2 2

. . _ ntl
gy © Bhe1® (3 2 )§ 8

- I3 & & & + L3 o
where j = 1,2,... n. For simplicity the subscript P..i_l, i8 going to be

replaced by i without loss of generality. Taking the mean and variance

of the discrete values yields

n 2
52 z ( - n+l g"
i

Y = sl W o mm——
B; ~ 8 T o e 5
3.45
2 1
2::95_. ‘»P:i 12 N
%" n 1 G- ¢

1

It can be shown that when n is an odd integer,

n 2 7
%(n—i’-} - 2}1:,12



The error in the average value is therefore given by

n~}

%
#
it }»o,’\,

2
.2
( g in) gg 3.46

Substituting for § in terms of At, the error and variance

e, = (At)? L
1
in

1 3.47

| - 3
o2 = (ar)2 |2 T 3% g2
:4 3 1 1

Comparing these expressions for es and cg with the results obtained for
the analogue case (equation 3.33 and 3.34), it is found that the dis~
placement of the piecemeal averaged value is several times as much for
low values of n but decreases asymptotically to the analogue value as n
becomes very large. An expression for the correction term to be

added to the averaged data in order to recover the original time
functional variation is obtained in a similar way to that of the analogue

case equation (3,36) and is given by

n~-1
5
2
2 % j
= - |AL -
€5 {Alt} i’ (gyhy = 285 * 8;y) 3.48

1f n, is the number of samples separating the averaged interval mid-

points then the correction term and variance are given by

n-1
2
1 .2
" EE;E L] i}(gi+1 " 28 gy
n-1 3.49

2
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So far data correction formulae contained finite difference
estimates of the derivatives g' and g'". When the signal at hand is
noise corrupted the uncertainty of the averaged data and the standard
deviation become larger, hence the finite difference estimates of the
derivatives becomes unreliable. In this situation derivatives are best
numerically evaluated using a suitable local least squares fit of the

averaged data.

Effect of piecemeal averaging on the balance transients

It has already been shown that piecemeal averaging displaces the
actual curve towards its centre of curvature. When this is applied
to the transients of a ramp response the result is an attenuation of
the amplitude of the tramsient. Therefore the condition of reaching
an error A, equation (3.22), is achieved earlier i.e. thal. is actually
reduced. This in effect reduces the allowable minimum natural frequency
of the balance. The relative shortening is given by

© (At)?

o c—e s 3.50
24 ln(Ao/A)

—2T

an/l~;2

for the digital data. It can be shown that when At = the

value of t reduces to an insignificant value.

bal.

Correction of the data for damping derivatives

The instantaneous aerodynamic lift force acting on a slowly moving
model is a function of the instantaneous values of incidence and pitch

rate and can be given by

4G



L = L(a, &) = g(t) 3.51

In general this is a nonlinear function in o and &. The change in

lift force following small changes in o and & from reference values

o - & ' [
& g and G of (=0) can be expressed using a Taylor's expansion as
follows,
2 2 2
AL = gg—Aa + éw&~£é%%~ T L VY N
da? 3o 3a9a
) ;
L . 3.52

® AL(a, & ) + A&( 22 + Ag
ref . .
3 0 da

When &ref = 0 the first term on the RHS of the last equation represents
the static 1ift and the second, bracketed, quantity represents the damp-
ing contribution. For a continuously moving model the instantaneous

incidence is given by

t
@ = e + f au) du 3.53
tref
Changing the independent variables o, & in equation (3.52) to the

single variable t, the time, and making use of equation (3.51) and the

last equation we get, provided that & is continuous,

L _3tdg . _ (t - tref) dg
36 oa 9F & de
3.54
321, __1 dg _ (£ - tref) ﬂiﬁ
30 30 g2 4t &2 dr?



For the pure pitch ramp case, 4 exhibits discontinuities at the start
and at the termination of the ramp while it remains, in the ideal case,

constant in between. Equation (3.52) reduces to

& L) a &
AL = AL(q, aref) + Ad — L{a,d) i 3.55

da Oref

Since the step change in ramp rate Ad = const, at least two values of AS
must be applied successively in a testing (in the absence of information
about L&(a) ) in order to be able to estimate the second quantity in the
last equation. This is easily achieved by reversing the ramp after a
pause as suggested earlier and then interpolating the aerodynamic force
at every incidence value for & = dref by uging the values for the two
equal but opposite sign cases of Ad . The static force at a certain

value of incidence is therefore given by the average of the two ramp
AL(a) = ((AL)+ + (ML) _)/2 3,56

where the subscripts + and - correspond to measured forces under positive

and negative ramp rates respectively. It is implicitly assumed in the

last equation that the aerodynamic force is of a nonhysteretic nature.

If the aerodynamic characteristic possesses a hysteresis additional in-

formation about the region and extent of occurrence éf this hysteresis

would be required before a successful damping corzection can be applied.
A byproduct of equation (3.55) and the ramp testing is a measure

of the damping derivative, since

206 2 = ), - (L)_ .

oat
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Although this is true in principle, in practice it is not a proposition
worth pursuing. The reason lies in the fact that unless & is very large
the static part comprises the major part of the measured force signals.
This in turn renders the dynamic part éf the signals affected strongly

by the noise present hence it has a relatively larger uncertainty.

3.1.4 Self consistency of a performance test

In practice the reliability of a certain measurement depends on the
hardware and software complexity, degree of redundancy of the test
facility and the test duration. The longer the testing time or separa-
tion between two data points the lower is the reliability of measurement.
Higher reliability of measurement results in better repeatability of
the experiment. Favourable conditions can only be realised if the
experiment (and facility) are sfatistically well-controlled.

If data points to cover a certain performance range in an experi-
ment are taken in a single test run over a relatively short duration
then a high degree of repeatability or 'self consistency' of the data
points is found to exist. >It is possible then to draw a demarcation
between repeatability and self consistency. A test run may provide a
set of highly self consistent data points over a performance fange while
single data points obtained in various runs may not enjoy high repeat-
ability. It can be argued that in a single test run over a short dura-
tion of time the total error in each data point is a purely random
error while it is likely that from different test runs other types of
error can add to this. The relative error in the first case between
any two data points is just v2 times the random error in either, but im
the latter case it may be several times higher.

Pitch ramp testing in a magnetic suspension system, as proposed



here, offers a good example of a complex system where only a fair degree
of statistical control can be maintained on measurements. Electronic
noise and drift, position (optics) drift, amplifier intermittency etc.
can cause a greater amount of uncertainty in a measurement than would

be caused by purely stationary random noise. Since the drift and inter—
mittency are slowly varying functions of time it is clear that the
shorter the test duration the greater is the self consistency of widely
spaced data points in the performance range of testing, i.e. range of
incidence. It must however be emphasized that the pitch ramp testing

as presented here contains a certain degree of dynamic effect but, as

discussed earlier, this can be reduced to a very small value.

3.2 Dynamic stability derivative measurement techniques

Very often the measurement of oscillatory dynamic derivatives in
wind-tunnels at low frequency parameters and small amplitudes of
oscillation is of interest. This is generally the case with forced
oscillation testing. In this kind of testing, signals proportional to
displacement and force are observed and analysed for the required deri-
vatives., If both signals are pure contrived sinusoids, then methods of
deterministic analysis are sufficient to provide the required information
on dynamic derivatives. In practice, however, system random noise
(which can only be statistically specified) inevitably corrupts the
signals to/varying extents., This noise could be flow induced, due to
wind-tunnel vibration or of electrical or electronic origin. Such noise
can seriously affect the accuracy of testing particularly if the signal
to noise ratio is low or moderate. Particularly in existing magnetic
suspension systems there is a great deal of power supply noise on the
current signals (the force indication) although the noise may not be

fundamental to such systems. The noise is present everywhere in the
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control loop stabilising the model. Means of filtering this noise from
the signals are therefore required before clean signals can be recovered.
Hence it becomes natural to seek statistical methods of data analysis

for filtering and/or providing the required information directly. There
is a host of methods of statistical data analysis that may be used.

The most important are:

i = spectral analysis method,

ii = signal averaging method,

iii - direct correlation methods (zero lag),

iv =~ correlation methods using reference clean signals (zero lag),

v = correlation methods using numerically generated clean

signals (zero lag).

When signals contain a contrived sinusoid component their frequency
spectral distribution will feature sharp peaks at the sinusoid frequency.
Spectral methods of analysis will produce poor accuracy unless the
signal duration is very long and the spectral resolution of analysis is
very narrow, owing to the poor coherence of analysis at the sinusoid
frequency. Signal averaging methods require similarly long test dura-
tions as well as precise knowledge of the frequency of the sinusoid part
and a sampling rate which is an integral value of the sinusoid period.
Correlation methods, however, can be applied to both deterministic and
random signals and so offer great potential and deserve investigation
in depth. Direct correlation methods suffer inaccuracies if the noise
on the two signals is correlated in part. In addition, a moderately
long signal duration is required. Correlation methods using reference
clean signals can improve on the previous method but would require twice
the analysis effort. Methods of correlation using numerically generated

sinusoids can be very useful particularly with short duration signals,
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i.e. of about one cycle of oscillation length, however extreme precision
on the frequency is needed.

It is well known that correlation methods, if exploited appropriately,
can recover hidden sinusoidal signals when correlation coefficients are
observed at moderate lags (i.e. time delays), i.e. further from zero lag.
The method of level crossings of the correlation functions away from the
zero lag axis offers a means of estimating the required signal properties
to better accuracy than the various methods listed above, without nec-
essitating the strict limitations imposed by any of them. This method
is presented and discussed in the following sections following an adequate

mathematical model representation of the oscillating model.

3.2.1 Single degree of freedom testing - fixed incidence

Congider a model in the flow of a wind-tunnel working section. The
model and wind axis systems are defined in figure 3.9. The model is
forced into a sinusoidal oscillation in roll about its longitudinal axis
X at a small roll displacement ¢. When the model is kept at a fixed
incidence, its dynamics can be adequately represented by a second order
damped system. The mathematical model is therefore given by the |

differential equation

Jo+Ch+Ko = Mt 3.57

where J is the moment of inertia about the X-axis, C is the total damp-
ing, K is the total roll stiffness and M(t) is the applied roll torque.
When M is sinusoidal with a frequency w which is smaller than the system
natural frequency w, then the vector diagram representing the motion is
very much the same as the one shown in fig. 2.8.a, High frequency

testing has the disadvantages discussed earlier in chapter 2. 1In addition,



for a magnetic suspension balance low frequency testing is particularly

advantageous in order to minimise the otherwise significant eddy current

contribution to damping in a conducting model.

Let the torque and displacement be given by:

M(t) = M SUt
3.58
p() = ¢ SU°
Applying these equations to equation (3.57) gives
¥££L = (K - Jw?) + juC
¢ (w) 3.59
g(w) <
¢ (w)
where
tan € = we
K - Jo?

M(w)/%(w) is (some kind of) a frequency response function and can be

written in the following form

ﬁ(w) . ; ,
6(w) in quad.
where Qin is the component of M(w) in-phase and Qquad the corresponding
component in quadrature with the displacement signal. Equations(3.59)
and (3.60) give
we. = Qquad.
= ; mlf(w) sin £ 3.61
¢ (w)
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It is clear from the above result that in order to measure the damping
derivative accurately, accurate estimates are needed for the torque~
displacement frequency respomse function (magnitude and phase angle)
and the frequency of oscillation.

The measured voltage signals corresponding to the forcing torque
and displacement are generally corrupted with noise which can affect
the accuracy of damping measurement for two reasons:

(i) displacement signal is usually deliberately kept small in

order to avoid nonlinear effects,

(ii) in low frequency testing the phase angles are usually very

small,

By far the most widely used method nowadays works on the wattmeter
principle, section 2.2. Methods and instrumentation based on the watt~
meter principle provide reamsonable accuracies so long as phase differ-
ences are large e.g. close to 90° » i.6. when w & W, hence extreme
precision is not required. The wattmeter method is a form of real time
analysis where the product of the two signals is averaged over long
times, providing the covariance function at zero lag, and this average
is heavily filtered to read an effectively d.c. signal. The presence
of correlated noise on both signals contributes an error to this d.c.
signal no matter how long the averaging time or how heavy the filtering.
The next sections illustrate this and provide  a closer look at the
details of the signals.

3.2.2 Correlation (covariance) method -~ (Sine wave + noise)

Let the two signals x(t) and y(t), 0 < t < T represent two stationary
random variables with zero means. These can be regarded as the output

and input signals of a linear system or the displacement and force (or
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torque) signal in a forced oscillation testing. The autocovariance

function of x(t) is defined as

T
] )
C (r) = Lt =— [ x(t) x(t+1) dt
XX T
T 5
and of y(t) as r 3.62
T
i
C_ (1) = Lt = f y(t) y(t+1) dt
vy T
T 5

where T is the time lag or shift. The covariance of x(t) and v(t) is

defined as

T-ro0

T
i
ny(r) = Lt T I x(t) y(t+1) dt 3.63
)

When 1 = 0 the variances associated with the pair of records are

2 =
%% Cxx(o)

2
a = C (o
y vy )

The correlation functions (or correlation coefficients) are

defined in association with the auto-covariance and covariance functions

as:

C (1t
Rxx(r) - Cxxfoi

C (1)
R _(t) = g 3,65
7y Cyy 'O

¢ (1)

ny(r) = £

CXX(O ny O) )
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The first two equations of (3.65) define the autocorrelation coefficient
of the single records and the third defines the cross correlation
coefficients.

The auto covariance function {(or cutocorrelation coefficient) and
power spectral density function represent a Fourier transform pair.
The cross correlation coefficient (or covariance function) and the
cross spectrum form a similar pair.

In practice T is finite and so only approximations to the auto
covariance and covariance functions defined in equations (3.62) and
(3.63) are obtained:~

T~ -LL; w
& (t) = L x(t- =) x(t + =) dt
XX T~Ir| 2 2
T
=

r 3.66

6xym = ir‘:l{?r f x(t- ) x(c+ ) de |

i

The integration limits are suitably modified to allow for the shorten-
ing of the records used in the calculation of the covariances following
a time shift between multipiicants. It can be shown that these
approximate covariance functions are the best estimates for the exact
covariances,‘?endat (1958)].

Consider first the case of two pure sinusoidal records given by

ey

%¥ = X sin ot } 3.67

y = Y sin(ut+e)
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The averages of these records are

8in L

o =1 - cos Tl = . T 2

X X X sin ~§'( = )
2

3.68

4

sin(&gb
;T
5

From the quantities in brackets it can be seen that the averages tend
to zero as wT tends to infinity irrespective of the precise value of wT.
But these averages can be zero when g% =mn,m= 1,2,...}i.a. when
T is precisely equal to an integral multiple of the period of oscilla-
tion., |

| The unbiased autocovariance estimates are obtained by evaluation

of ‘the integrals in equation 3.66, leading to

A ) "-'2 -

. X _ sin w(T~1) | _ -
Cxx(r) 75— {cos wr - cos wT 5 (Tt } - x
- ¥2 ’ gin w(T~-1) -
ny(r) = Em-{cos wt ~ cos{wl+e) e } -y 3.69
- _ XY _ sin w(T-|1]) =
ny(r) ~5-{cos(wr+a) cos (wT+e) o (T=T]) } .x y

Equations (3.69) show that the auto covariance and covariance functions
of the sinusoids are sinusoidal in the time lag t at the same basic
frequency w and are given by the first terms on the RHS of the equations.
The additional terms can be regarded as error terms which depend on

the record length and the value of t. These error terms tend identic~

ally to zexo if
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wl = 2mm
} 3.70

Wt = mw

where m takes the values 1,2,3,... ». The first of these two conditions
imply that the record length of the signals should be an integral nunmber
of cycles of oscillation. The value of m = 1 is particularly significant
since at T = 0 exact estimates of the variances of the signals and

phase angle can be obtained using é single cycle record length. This

is not easy to realise in practice, no matter what record lengths are
resorted to for an accgrate estimate of ¢ from éxy(o). This occurs
because error terms vanish as 1/wT. An alternative method of calcula~
ting the phase angle is by observation of the zero crossings of the
cross covariance estimate, The full importance of this method will be
recognised later in this section. Ideally, if the first of conditions
3.70 holds, then

. Xy

ny(T) = 5 [%os(wr+e) - CO8 € sin w(l-1) ] 3.71

@{T-1) -

for t » 0. The LHS of this equation goes to zero when

sin w(T=1_ )
)2c cos € 3,72
c

cos (wt c+€)

z w(T*Tz

This is a complex expression for precise evaluation of Te If we

consider the further approximation w(T~Tzc) >> 1, then:

cos(wr  +e) = 0 | 3.73
zc

or

2mt 1
™

which yields
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w £ 1

[N

where m = 0, * 1, £ 2, + 3, .., etc., and the subscript 'zc' indicates
zero crossing. If T is plotted against m as in fig. 3.10, a straight
line is obtained (equation 3.74) whose slope equals twice the frequency
(in cps) of the signal, and intersection with the m—axis gives the quan-—
tity %—~ %— from which the phase can be readily obtained. Obviously
a number of cycles of the original signal is needed to satisfy the
condition T >> 1 and hence allow a range of lags large enough to con-
tain a small number of zero crossings.

The simplest form of noise is a band limited white noise having
a uniform power spectral density from d.c. up to the highest frequency
fWN and zero everywhere else. The auto covariance function for a zero

mean (or average) record of the white noise can be obtained from the

spectrum function and is given by

" sin 27 f T
2

C (1) = ¢ N

nn n 2T fWN T 3.75

where cnz is the noise variance. It is clear from this equation that

~

Cnn has a maximum at v = O and oscillates with peaks that reduce for
other values of 1 at a rate of 1/(2nt fWN)' Fig. 3.11 shows a typical
auto covariance function of band limited noise.

Consider now the case of sine wave plus noise. Let

xl(t) = x(t) + nl(t) = X sin wt + nl(t)
} 3.76
v, (£) = y(t) + n,(t) = Y sin (wt+e) + n, (t)
with 0 <t=<T

where n, and n, are random variables representing the noise added to

the respective signals and satisfy certain conditions as follows:
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i) both random variasbles are stationary,
ii) both have zero averages,
iii) each has a relatively wide spectrum, and

iv) neither of them correlated significantly with the sinusoids.

It is convenient at this stage to define the signal to noise ratio as

the ratio of useful signal amplitude to noise standard deviation

X
Bx g

nl

- 3.77
6 == -6-..._.
y n2

where Onl and an are the standard deviations of the random variables

n, and n,. The auto covariance and covariance of X, and y, are obtained

by substitution into equations 3.66 to give:

cxlxl(r) = cxx(r) + cn

1nl(T) 3.78

and

C (1) = éxy(T> £ C . (1) 3.79

XY, nin2

If the noise random variables have any appreciable degree of

correlation, C will be nommero and the estimate of C () will
nin2 XY,

be in error by this amount. In addition to the conditions already

imposed on n, and s it is assumed further that they are both of white

noise type but may be of different bandwidths. In view of these assump~

tions it seems reasonable to suggest that a better recovery of the

clean signals is obtained where t is sufficiently different from zero.
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The form of &nan(T) is not an obvious one to predict since the
degree of correlation of the two random variables is not yet well
defined. In a qualitative way n, can be thought of as the sum of two
parts. The first part is due to extraneous noise added to the signal
at the output and is independent of n . The other part is related to
n through the dynamic properties of an assumed linear physical system
representing the measuring system. Correspondingly the covariance of
the two variables n, and n, peaks at a lag value, which is related to
the system's input-output phase lag at its natural frequency, and then
falls off as the lag value t changes from this. The maximum error in
éxly](r) due to correlated noise will lie close to the peak just des-—
cribed and smaller errors are to be expected elsewhere. In order to
estimate the rate at which such decay takes place it is necessary to
estimate 6n1n2(r) using the oscillation system characteristics. Although
generalised expressions involving convolution integrals can be written
down for 6nln2(T) it is preferred here to resort to a simplified analogy
for a rough estimate of decay rate. It is known that the response to
white noise of bandwidth s of a second order system having a natural
frequency W and a damping ratio ¢, has an exponentially decaying
cosine form for its auto covariance function. This can be shown to
have the form

2 2
c(t) = S%l- ‘o e ;wnT cos(wn/q:gg'r) 3.80

w
C

which possesses a rate of amplitude decay of

o % wnz LW T ‘
- ~E---e o 3.81
8 wc

where Gn% is the variance of the noise. The covariance of the input
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and output has an amplitude which is smaller than the autocovariance
function amplitude and decays at a rate which is at least equal to
the one associated with the output autocovariance function. Actually

the amplitude reduces to the fraction n, in a delay interval of

R vcuai s e 3.82

where

. amplitude of covariance
2
(Gnl wn/8; wc)

If an arbitrary value of n, = 1/10 is chosen, the corresponding

minimum lag interval is therefore estimated to be,

(t, )~ ~l-1n 10 = 2.303 3.82a
int" . Tw L w
min n n

This lag interval must be allowed for on both sides of the lag value

at which the peak of the covariance function occurs before reasonably
clean covariance functions can be expected to occur. This result
establishes part of the lower limit on the lag values. The upper limit

is decided by two factors:

i) truncation effect of the periodic signal on the covariance
function, i.e. finite record length effect, and
ii) the numerical error in éxlyI(T) when 1t gets closer to T.
From equation (3.69) it can be shown that the truncation error reduces
to less than 17 for T larger than 10 periods of oscillation. The
numerical error incurred in Cxlyl(T) increases as T increases because

of the effective shortening of the record to T - |t| with the following
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two consequences:

i) as T increases the error terms in (3.69) increase following

sin w(T~T)
W(T=T

behaviour as shown in fig. 3.12,

ii) as Tt increases the error in the estimate of Cnlnz(T) increases
and the uncertainty associated with it increases owing to the
reduction in the number of degrees of freedom of the analysis.

Bendat and Piersol (1966) show that the standard deviation of

the covariance function varies as

1 2 l%
c (1) + Cnlnl(o) * CnZnZ(O)

%K“FEZT¥Ty“ nin?
c

. 81 .
Inspection of the ~3§~§‘ tables show that the first part can be

kept to within 1Z of its maximum value if w(T - ‘Tmaxl) > 100, or
a minimum difference of about 16 periods of oscillation between the
record length and the maximum lag to be used. Alternatively, since
interest lies in Te values, this same term can be shown to produce an

error in an estimate of the angle e, using a single value of L of

s5in w{(T-1)
w{T=-1) :

fit a straight line to the T values, the error in € can be kept to

the order of If several points (e.g. 8 points) are used to
within 1/10° if T-|t| corresponds to 16 periods of oscillation. The
effect of the error from the second part on Cx]yl(T) depends on the
signal to noise ratios defined in equation (3.77). The amplitude of

the noise covariance function can be approximately given by:

~L(w_T+e)
e 3.83

>4
r4 i

C (1)
nin2 28

0w

Xy
which peaks at w.T = e, The relative error in the overall covariance

estimate reduces to less than Y4 (of its maximum value, XY/2) if the

lag is larger than
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I i
> 1n(-—-% 3.83a
from the lag value corresponding to the peak of the covariance estimate.

For realisable values of |t_,

i,
mlnl ’ YIBXBy must be less than As an

example, using the typical values Y, = 0.005, BX = 50 and By = 2, the
corresponding value of }Tmin! should be larger than or equal to
0.85/Cwn. The latter value is already smaller than the value estimated
earlier using equation 3.82a. An illustration of the behaviour of
equations 3.82a and 3.83a is shown in fig. 3.13a. Values of Yo N

and l(l/c)(w/wn)] are taken as parameters. It is interesting to notice
that the'change»over from the limiting condition of equation 3.82a to

4

that of equation 3.83a occurs at a value of BxBy e ?ﬂ- and is independ-
1

ent of the balance dynamic characteristics. When Iti > T the
standard deviation of the moise variance estimate varies as
XY 1

5 .
/BxBy w, (T-[t])

The condition that this quantity be within a small fraction Yy of the
signals covariance peak value is given by
D > — 3.84

[y

(T - ]Tm >
Y, Bxsy c

ax
This relationship compliments the resitilts arrived at previously from
consideration of the truncation effect alone. Equation (3.84) provides
a limitation on record length set by noise characteristics. Its import~
ance becomes clearer when dealing with signals having particularly poor
values of signal to noise ratios. The behaviour of this relationship

is illustrated graphically in fig. 3.13b where the term (1/y22).(w/wc)

is taken as a parameter. Notice that both axes are logarithmic for
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convenience. For favourable values of Bxﬁy the graph shows that the
dominant factor in deciding (Tmrmax) is the truncation error while
for poorer Bxey, equation (3.84) sets the limits. The changeover
corresponds to BXBY = 0,01 (w/wc) I/Yz2 and the slope of the lines
corresponding to equation (3.84) is 45°. 1In order to realize the
accuracy postulated by the assumption of numerical values for ns Y1
and Y, appropriate to a particular system and particular noise
characteristics, the record length and range of lags to be calculated
must satisfy all the inequalities of equations (3.82-3.84).

The overall record length can be estimated from a combination of
equations (3.82) to (3.84) and having T oax corresponding to

w T > wr ., + 2n Nz

max min C

where NzC = No. of cycles used for the e calculation. This yields

Iw 1 I
Zamxmax{ln ";r-, lnm”é—”}

wlT > 27 N +
— zc Y,8
n n I'xy
1 W
+ maX{IOO"W = P 3.85
Y2 xy c

Families of characteristics can be constructed for various selections

of parameters included in this equation which defines the minimum record
length. Fig. 3.14 illustrates the case with n, = 0.1, Yy =Yy = 0.01,
Nzc = 2 while (w/wn)/c and (w/mc) are taken as parameters. It is clear
from the graph that the last term in equation (3.85) is the most crit—
ical for the useful range of applications. Since the interest lies in

keeping the record length as short as possible one must select the

parameters such that one operates as near as possible to the base line.
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This corresponds to a record length of about 20 cycles of oscillation
for signals with BXBY > 20. It can therefore be inferred that such a
record should suffice for the accurate determination of amplitudes of
covariance and autocovariance of the two signals and their phase
difference. The zero crossing of the covariance function should be
observed over about two cycles and at distances about two cycles from
the zero lag condition.

3.2.3 Aspects of digital computation of covariance functions

In order that analogue signals can be digitally analysed, they
must be first transformed into discrete sequences by use of an analogue
to digital converter, see chapter 6. The formulation given in previous
sections in the continuous form can be easily replaced by the corres-
ponding discrete form, simply by changing the integrals into summations
and suitably defining the sequence ordering. Since the points that
form a sequence are separated by one sampling interval, the unit for
a discrete time shift (or the covariance time-lag resolution) can only
be taken as this sampling interval. Covariance calculation does not
cause any distortion of the frequency of the sinusoid signal. It
follows, therefore, that the number of samples per cycle of the sinusoid
in the original signal is the same as the number of lag values com~
prising a cycle of the corresponding sinusoid in the covariance function.
In the following, a lag value is used to denote the time shift between
the original signals, which is the product of a lag point 'number'
and the sampling interval.

Computation of the discrete covariance of signals can be carried
out in two says. First, direct computation is achieved by averaging
the product pairs of shifted sequences corresponding to original signals.
This method is referred to as the slow covariance method. Second, the

discovery of efficient and fast Fourier transform computer algorithms
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[Cooley and Tukey (1965)], led to the development of high speed con~
volution methods, [Stockham (1966)], for efficient calculation of dis~
crete covariance estimates. The latter method provides a real advantage
over the former only if the whole range of lags is to be computed.

In addition, the high speed convolution method imposes strict limita-
tions on the number of samples comprising the signals in order to
obtain linear convolution instead of circular one. For the purpose of
the present investigation, however, interest in covariance estimates
centres round locations where ny either attains an extremum value
(e.g. a peak or a trough) or crosses the zero value. One therefore
needs only to calculate the covariance functions at individual lag
values near these locations. It is therefore obvious that the direct
method must be used.

A rough estimate of the starting values is obtained through an
initial calculation of the covariance function over a range of lags
covering slightly over half a period of the sinusoid. From the graph
of ny against T one may estimate the value of Tre corresponding to
the first occurrence of zero crossing on the positive lag side, i.e.
m=0 in fig. 3.11. The m~th zero crossing occurs at a lag approxim—
ately E;E~ away from the one just obtained. However, as a result of
the noise effect on the covariance function it is necessary to carry
out the computation at several lag values around the predicted one.
From this set of values of covariance estimates an accurate value for
the m~th zero crossing lag may be obtained. Similarly for extrema
determination, a computation of the covariance estimate at a set of lag
values centred about a value %5' from a zero crossing occurrence is
required. An accurate estimate of the particular value of covariance
extremum may be obtained from observation of the change of the covariance

along the set of points corresponding to various lags. It is interesting
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to note here that covariance estimates for short record lengths may
result in a biased estimate as a result of the variation of the mean
values with record length involved in the actual computation. It can
be shown that for the autocovariance function this error is unidirect-~
ional, therefore the peaks and absolute values of troughs must be
combined in an averaging process in order to get a better estimate of
the unbiased autocovariance amplitude.

When signal to noise ratios are particularly poor, the smoothing
operation inherent in the determination of T,o OF the extrema of C
or Cxx’ can be a very useful feature of the techmique. The smoothing
operation acts as a form of local filtering at an intermediate stage
in the analysis of data. Methods of implementing this form of smoothing
in the data analysis method are described in chapter 6.

3.2.4 Covariance analysis applied to the roll damping measurement

Since the measured torque signal is found from the electric current
in the respective field coils of the roll control loop, it is approp~-
riate at this stage to modify the mathematical model to allow the
introduction of the measured quantities. The moment acting on an oscill-

ating magnetically suspended model is given by

ML) = Mm(t) + Ma(t)
- ¥ .
where Mm BR I+ BR¢ I' ¢ 3.86
d M =M ¢+ M ¢
an a o ¢ T M0

Subscripts m, a, R, ¢ denote magnetic, aerodynamic, magnetic roll
torque and roll displacement derivatives and I' is the roll current at
zero displacement. The dot denotes a time derivative. M¢ is normally

small and is neglected in the present analysis. Substitution of

equations (3.86) into equation (3.57) and modifying the coefficients
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gives:~

3 6CE) + ¢t d(r) + K' d(r) = By I(t) 3.87

where
c'' =¢ - Mé

- = '
K K BR¢ I

Multiplying both sides of equation (3.87) by ¢(t+T) and averaging over

the interval T~IT| vields

A~

J C¢¢(T) + C' ¢, (1) + K' C¢ (1) = BR CI¢(T) 3.88

¢ ¢

By analogy with equation (3.61), in the case of periodic auto-covariance

and covariance functions at a frequency w, the following results can be

obtained
a *
Ctw = BR TEQ- sin ¢ 3.893
C
¢
and N %
K' = Ju? = By TEM- cos € 3.89b
C
¢

The asterisks indicate a best estimate., In the presence of inevitable
noise it is necessary to calculate the RHS of the two equatioms above

from computations of the covariance functions. The zero crossings and

the peaks of the covariance functions of the roll current and displace-
ment signals at the appropriate range of lags defined in the previous
section are used to estimate the amplitude of the clean periodic part

of EI¢(T) and the phase angle €. The peaks of the auto-~covariance function
of the displacement signal in the same range of lags can be used to
estimate the amplitude of 6 . A convenient estimate of the signal to

¢¢

noise ratio is obtained from the spectra of the signals. The integrated

.
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1 I
~M$ w = BR { = ! sin e} - { 7-4 sin e} 3.90a
N C OFF
96 0 66
~BR¢(16N - IéFF) = BR {Ié£$~ cos E}ON" { §£- cos E}OFF 3.90b
$¢ $d

Equation(3.90a) is evaluated for the aerodynamic roll damping term

M:, This quantity is conveniently defined as

¢

wM =pUSs?L w. 3.91
¢ p

where p, U are the air density and wind speed; S, s are the wing
sem-
reference area andkspan respectively and QP is the nondimensional roll

damping derivative. It follows that

A

B_ K TGk C. (*
-y = R c2 n {!AI¢’ sin e} - {l;gi- sin s} 3.92
U st C ON c “OFF
poeEeene 8¢ 86

where Kc is an additional calibration factor accounting for the fact
that the current and displacement signals are measured as voltage
signals. This constant factor can be taken to absorb other factors
pertinent to the specific data handling method, e.g. analogue magnetic
recording and reproducing gain variations ... ete.

3.2.5 Roll damping measurement at varying incidence

The variation of the dynamic stability derivatives with incidence
is often of considerable interest. Owing to the large range of uncert-
- ainty associated with the measured derivatives it is desirable to
collect all information relevant to the variation of the particular
derivative with incidence from a single test run. One way of doing
this is to follow a procedure similar to that outlined in section 3.1,
i.e. by changing the incidence at a very slow rate compared with the

frequency of oscillation and by carrying out the covariance analysis
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on signal intervals over a short duration (hence short incidence range).
In view of the arguments put forward in section 3.1.4 this method
should lead to a more self consistent measurement of the derivative,
provided that the variability of the analysis is not significantly
affected by the nonstationary nature of the signals associated with
varying incidence.

The method based on the level crossings of the covariance function
suggests that about 20 cycles of oscillation should be taken as the
minimum analysis interval of the signals for the constant incidence
case. Before extending the arguments any further it is necessary to
assess the effects of the constant pitch rate on the kind of data to be
obtained, i.e. the derivatives to be measured, and the analysis method.

From the aerodynamic point of view, cross coupling derivatives
due to combined pitch rate, incidence and roll rate all contribute to
measured damping. For slender winged configurations with small fins
these cross coupling derivatives can be neglected (owing to the condit~
ions stated above on the relative magnitude of o and w). In general,
however, RP is a function of incidence. Incidence is a function of time
by virtue of the finite pitch rate. Thus zp is necessarily a function
of time. If this time dependence is weak enough, the mathematical model
of oscillation may still be represented by a second order differential
equation similar to equation 3.87, the only difference being that C',

K' contain weakly~time-varying parts. The presence of any significant
coupling between the roll and pitch control loops of the balance will
add another time varying part to C and K. This effect is expected to
be relatively small for at least two reasons. The first is that «

is very small compared with balance natural frequencies, and the second
is that the tare effect is to be subtracted from the wind-on measurement

at the same incidence values and rates.
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Naturally the first step is to investigate the effect of pitch
rate, d, on the covariance estimates of the signals involved and hence
on the results obtained by utilisation of these covariance functions.
A mathematical model of this oscillation with time varying amplitudes
will produce an ordinary differential equation with variable coefficients.
Unlike the case with constant coefficients, there exists no general
analytical solution for this type of equation. Resort therefore must be
made to alternative methods of solution, or techniques of data reduction.
These alternative methods include:

i) approximate solutions, e.g. assuming expansions involving

small pavameters,

ii) simulation method using either analogue or digital methods,

iii) usé of specially modified data analysis methods.
The first method necessitates that the coefficients must contain only
weak time varying parts. The advantage of this method is the possibility
of obtaining approximate analytic solutions valid over certain orders
of magnitude of the time varying parts. In addition it provides the
opportunity for establishing direct relationships among the various
parameters involved. The second method, does not impose the same
limitation on the nature of the time varying coefficients, but the
relationships among the various parameters and the solutions can only
be inferred from the repeated numerical solution of the system of
equations. This method offers a very wide potential for assessing
sophisticated novel techniques or may be coupled with a variety of data
analysis methods and hence used to assist in selection of an appropriate
method. The third type of methods is completely oriented towards
developing special data reduction techniques for accurate calculation
of phase and amplitude information of the measurement signals. One

example of these consists of carrying out the covariance calculation in
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two steps by use of a clean constant amplitude (and same length)
reference version of the sinusoid signal signal driving the model
oscillations. This method in effect ¢auses a partial filtering of the
main signals with the clean one and hence the covariance estimate will
contain weaker time varying parts than if covariance was obtained
directly from the signals. Another example in the same class of methods
consists of utilising a numerically generated signal of a single period
length at the sinusoid precise frequency as the reference for carrying
out the covariance. Only single period of the measurement signals is
required, hence the advantage of short testing time, and the calculation
of covariance at zero lag is sufficient. In the latter method the
degree of precision of frequency value and computer storage and arith-
metic precision must be high. In this section the results of analysis
of an approximation valid up to first order in time varying amplitude
are given.

In the case of time varying incidence, the overall record length
of the signals corresponding to the total range of swept incidence, is
broken into a number of subrecords of length T seconds, which corresponds
to an incidence interval of &T. Successive subrecords of each signal
may overlap and hence the incidence resolution of the results may be
enhanced. Each pair of subrecords, corresponding to displacement and
current signals, can be analysed separately by the covariance methods.
Taking the origin of time at the middle of subrecord then the damping

and stiffness coefficients, equation (3.87), can be assumed to be given

by

o
i

C (1 + e at)
3.93

A
i

KO(} + e, at)

where C0 and Ko are the damping coefficient and stiffness at the middle
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of the interval, e, and e, are small constants. Account of the time
varying amplitude and phase angle of the current signal may be taken

by assuming the current signal to be given by

I=10 + e, at) [sin wt + B_, (1 + e, dt)cos wt] 3.94

R2

where egs €, and BR? are constants. Substitution from equations (3.93)

and (3.94) into (3.87) gives

J¢ + C_(I+e at)¢ + K (I+e,dt)¢ = BRI(E+e3&t)[sin wt + Bp,(l+e,dt) cos wt |
3.85

Only an approximate solution for this equation may be sought. Since
the perturbation terms, comprised of &t, are assumed to be very small
compared with unity, they can be regarded as comprising a long period
variation while the sinusoid terms represent a short period variation.
It may therefore be reasonable to assume that the solution is approxim-

ately given by

¢ = ¢ (£) + e ar)g (£) + 86(&t)2¢2(t) + .. 3.96

where e and e, are constants. The short period time variation is
contained in the successive approximations of the functions ¢n(t) while
the long period variation indicated by the &t term is taken as a small
parameter. By substitution of (3.96) into (3.95) and regarding the
differentiation as acting on the short period parts only, an equation

is obtained that contains terms of various orders of magnitude in (&t).
Equating coefficients of terms of the same order and retaining only the
zero and first order results will give the following constant coefficients

linear differential equations:
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J ¢o + Co ¢, * KO¢O = BR(31n wt + BR2 cos wt) 3

“ . 1
eS[J o * Co ¢, + Ko¢l] = BR{e3 sin wt + BRz(e2+e4)cos wt} = Coeléo ¢

- K0e2¢0 J

3.97
Suitable forms for ¢0 and ¢1 are:

~

¢ = ¢O sin wt
3.98

A

¢] = ¢1 8in wt .

These solutions lead to relationships among the constants e ey eg,

s g and frequencies involved as follows:

®

i

[
W

+

o

i

®
w

3.99

1 - (w/wn)2

where w = VEO/J » the natural frequency corresponding to the basic
constant coefficient model. These equations are valid for the case

where &T << 1, The approximate solution is therefore

~

¢ = ¢ sin wt(l + e, at) . 3.100

5
where ¢ = ¢, and ¢}/¢0 is absorbed in &g The covariance functions for

¢ and I can be shown to be given up to second order in &t by:

£ -
C¢¢(T) =3 I

Q&Tz W) 2 .
52 } ][ﬁos Wt~ sinc w(Tmr)] + 0&3} o ¢2 3.101a




N ‘ e, ~e e e
C (M = 5t [{1 + 222 60 - 33 (41)2} {cos wt- sine w(T-1))
» e [<] e. e
= Byl + (egve,-e) 3¢ - 44 2 (41)2 + ‘;25 (6(T-1))2}sin wr
e te +e s
+ BR2 {w§~§ﬁ~»§—%J {sinc w(T~t) - cos w(T-1)} ]
d2 -
+o&" - 5T 3.101b

where O( ) signifies of an order of magnitude of. It is important to
notice in the last equation that terms cohtaining (e3~e5) and (e3+e4~e5)

are linear in 4r. Substitution from equations (3.99) gives

~on

~ I
C¢>I(T) = "ii [{1 *

e, Gt
2

2(1~(m/wn)2)

=~ 0(81)%} {cos wr - sinc w(T-t)}

‘ e, &t ,
- BRZ{] + - 0(at)4} sin wr

e . '
*+ By, ((Ei' + es) %~J{sinc w(T~1) = cos w(T~r)}] + o(%} -3 T

3.102

The last equation indicates the manner in which the component of the
cross covariance function, which is in phase with the autocovariance
function leading term, has been affected by &. It changes in a similar
way to the change in the stiffness K as a result of the pitch rate.
Similarly the quadrature component suffers a change similar to that

of the damping coefficient. These resemblances are only true if terms

of order (41)? and (4/w)2 are negligible. Consequent to the assuméd
behaviour of the phase angle in the time domain, the phase angle obtained
from the covariance estimates in the lag domain will depend on the lag
valué. After algebraic manipulation and considering dt, &/w , phase

angle to be small, the covariance function can be shown to reduce to
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the appropriate form

>
R
o
o+
+
£~
Lt

%—s cos MT} cos (wt + es) 3.103

where € is the phase angle between the shifted, i.e. lagged, time
varying amplitude records and ¢ is the phase angle for constant ampli-
tude records. It can be shown that € is given by

e @ 3
tan e = tan e (1 + 42 b 3 24 5 & sin(wT+e)

at e . +e, +e }

w Co8 €

and for small angles £ and g, this yields

sin(wT+s)] 3.104

+
£ e

It is useful to define an effective phase angle, €o? which corresponds

to zero lag covariance. From the covariance above it can be clearly

seen that the introduction of o combined with sinusoid frequency w
and a finite record length causes a bias in the measured effective
phase angle. The values of the lags for zero crossings of the covar-

iance function suffer a similar linear shift. From the equations above,

~

for small T, zero crossings of C¢T occur at:
e, d

4 2m+1
wT + £ + g “5—-xzc 5 ki

or .
wT ce e ‘e, e,
m o= —2S0) ¢ 4 &y T (1 o+ 3 4 5 E'Slan+€)
T " 2 w 2 2 w cos £

A close examination of this equation shows that the zero crossing

. 1 o . ; N
characteristic at nonzero values of ~1is related to that corresponding

to constant incidence. If both are presented on the same graph they
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intersect at a fixed point, which might be called the pivot point,

whose coordinate is given by
e, te, +e
374 75

sin(wT+e) 3.106
€4

[m ] = -
ze| .
pivot

The implication of this result is that within linear perturbation all
zero crossing characteristics of the covariance function for records
of same length but of varying alw pass through a single point.

When the oscillatory test is repeated for two different values
of a and the corresponding phase angles calculated from the covariance
zero crossings, the phase angle corresponding to comstant incidence
can be obtained by interpolation or extrapolation.

In the practical situation, the noise present on the signals
introduces further errors. The error effect of stationary random
noise has been dealt with in section 3.2.3. In the present case,
the part of the noise in the displacement and current signals which
is correlated, is necessarily nonstationary. It is reasonable to regard
the remaining part of the noise to be stationary. The nonstationary
part has a weak time varying effect caused by the varying damping
coefficient and stiffness of the dynamic model considered. An estimation
of the covariance function of a signal plus noise in this condition is
required. Sveshnikov (1966) has shown methods for obtaining solutions
to nonhomogeneous differential equations with time varying coefficients
having a linear function of a random variable as its RHS. When the
linear function is replaced by a deterministic function multiplying
the random variable particular integrals can still be obtained. The
main results show that the autocovariance function of a random variable

multiplied by a deterministic function is equal to the square of the
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function times the autocovariance of the random variable. Though

this might be reasonably true for the case of infinitely long records,

it can only be an approximation for finite length records. Hence the
variability of the autocovariance estimate as a result of finite record
length is increased at least by the square of the deterministic function,
Applying this result to the present case, it can be seen that for a

weak time varying deterministic function (1 + e6&t) multiplying the
noise term, where e is a constant, the autocovariance function of the

broad band noise is
0 %(1 + e &t) sin w T .
n 6 c
This can further be approximated to the form

2 : .
o (1 + 2e6at) sin w T . 3.107

This is clearly a biased emtimate since it does not decay to zero as
7 increases indefinitely but tends to the value 20n2e6& sin 0T How~
ever, since such a change is a slow one‘,if amounts at the most to
approximately (1 + 0.4e6&T) times the mid interval constant incidence
case, if lags up to 20% of the record length T are allowed. The effect
of noise covariance on the covariance zero crossings of the signal plus
noise is going to be larger than on the amplitudes. If the test is
repeated at more than one value of ¢ and results interpolated for & =0,
as has already been suggested earlier, there should be an improvement
in the final result,

The effect of variability in the statistical properties of the
noise is difficult to assess analytically. Digital simulation appears
to be very promising in establishing the limiting conditions on o for

a certain signal~to-noise ratio and certain damping against incidence

performance. It is therefore suggested that in the absence of quanti-

-8



tative data on the nonstationary noise behaviour, data reduction

should be carried out as with the clean signals.

3.2.6 Two~degree—of~freedom ogscillation testing

In addition to the methods of measurement of oscillatory derivatives
for models forced in a single degree of freedom oscillation interest
lies in multidegree of freedom excitation as well. An airplane in free
flight seldom, if ever, oscillates in a single degree of freedom as
a result of the general disturbances it meets in flight, the lack of
its structural (hence inertial) symmetry or the existence of aero~
dynamic cross derivatives. In particular the measurement of oscillatory
cross derivatives in wind tunnels requires consideration of multidegree
of freedom oscillation systems. It is therefore of interest to explore
the possibility of extension of the previous techniques to multidegree
of freedom testing. The relative simplicity of the means of imparting
arbitrary controlled motion to magnetically levitated models in a
magnetic suspension system is an advantage that merits utilisation in
this respect. The simplest form of a multidegree of freedom forced
oscillation system comprises a combined pitch and heave two-dimensional
oscillation. In this section the basic theory for 2-degree-of-freedom
(2-DOF) forced oscillation is presented. A method for measurement of
system parameters utilising covariance estimates is described. Finally
the application to a combined pitch and heave forced ogcillation of a

magnetically suspended model is given.

3.2.6.1 Measurement of parameters of 2-degree of freedom oscillatory

systems
Consider the linear system shown in figure 3.15 which consists of

4 mass m suspended on two linear springs k1 and k2 and two dashpots
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with damping coefficients C] and Cz. Point O on the mass is taken

as the origin for the axes and is restrained to move along the z-axis

only. The mass is induced into oscillation translationally along the
z-axis and rotationally about O by the action of force Z(t) and torque
M(t) respectively. The equations of motion for small oscillation of

this system can be written in matrix form as follows, |Thomson (1965) |

z(t) z(t) z(t) Z(t)
[m] { . + [e] { . + [k] = { y 3.108
26(t) 20(t) 26(t) ;(t)

where [}ﬂ, [}J and [}J are the inertia, damping coefficient and stiffness

Z(t) z(t)
2 x 2 matrices respectively, while {%(t)} and {Ee(t)} are the forcing
and response vectors and £ is a system characteristic length. The
latter multiplies 6(t) and the torque is divided by £ in order to main-
tain dimensional homogeneity in the equation. The elements of [}ﬂ, [}J
and [k] can be easily expressed in terms of the system properties. In
general these matrices are not diagonal as a result of various couplings
caused by the choice of the coordinate system. If the excitation is

harmonic at a frequency w, the response is also harmonic. It is conven-

ient to assume that the variables take the form given below.

j(wt+x])
z(t) = h e
5(wt+x2)
20(t) = 20 e
j(wt+x3) 3.109
Z(t) = F e
jlwt+y,)
M(t) = Me

where h, o, F, M are the amplitudes and Xps Xgo x3 and X, are the phase

angles of z(t), 6(t), Z(t) and M(t) respectively. Substituting these
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into equation 3.108 yields

jx1 jx3
h e ot F e .
[N axp =g i, b e 3.110
20 e -
[}
where
[P] = ~w?[m] + jolc] + [K] 3.111

which is a 2 x 2 matrix with complex elements.

Dividing equation 3.110 by z(t) where h # 0 we get

I (a=xy)
1.0 e 3
(p] &g_e;(x2~xr> = (g:”)eJ(xl;x1 3.112
h % 2h

This represents two complex scalar equations in four complex unknowns
(the elements of [?] ). If excitation is repeated at the same frequency
but with different forcing vector which is notyproportional to the

first onme, then a similar equation to 3.112 can be written. In this
case however one may normalise the variables with respect to the other

displacement i.e. 6(t). Thevresulting equation takes the form

. G e Ge
P = . 3.113
iG,v,)
1.0 (e 42
220,

where wl, wz, w3, ¢4 are the phase angles corresponding to z, 6, Z, M
respectively. Combining the force vectors and the response vectors from
equations 3.112 and 3.113 to form force matrix [G] and response matrix

[H] we get

(] (8] = [e]
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where [ P j(x3*x}) ¥ j(w3-w2)
(EQ e (EED e
[c] = 1 2
3, ~x,) i, ~v,)
@ e 4T Hy e 2
i 220 2 -
3.115
i ,)
and 1.0 (%—9 e P72
2] o
gl = .
IG%,)
(-&95) e 271 1.0

I

By inverting matrix [H] and post multiplying both sides of equation
3.114 by the inverse we get
-1

[p] = [¢] [H] 3.116
The inverse matrix can only exist if the original matrix of the
displacement vectors is nonsingular i.e. if its columns (or rows) are
linearly independent. It follows therefore that the excitation vectors
must be linearly independent as has already been postulated. The
development of [H] must be made as close as possible to 1.0. This can
- be realised exactly if in either excitation cases the response in a
coordinate to an excitation vector is zero. Equation 3.116 is sufficient
to determine all elements of [P] and hence system parameters provided
that a reasonably accurate estimate of the amplitude ratios and phase
differences shown in matrices [C] and [H] is available. An attractively
simple case can be seen to result when forcing is chosen such that only
a single displacement is excited at a time. TIn this case [Hﬂ is equal

to unity matrix and
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p] = [6] 3.117

The importante of this case is not only in relative simplicity of the
analysis but in data collection as well since number of measurements is
reduced by one.

In practice difficulties may arise in the computation of [H] and
[G] owing to the presence of measurement and system noise on the signals.
The technique of using covariance estimate can be used to extract the
useful sinusoid parts from the noisy signals with higher fidelity,
The covariance formulation of the problem is presented next,

Let z(t) be the response component with the larger amplitude or
higher signal to noise ratio. Multiply equation 3.108 by z(t) and average
the time shifted products over an indefinitely long period of time.

This gives

CzZ(T) { Czé(T) sz(r) CZZ(T)

[m] + [c] i + [k] = 3.118
szg(r) szé(T) nge(r) CZM(T)
where CZZ(T), CZZG(T) etc. are complex covariance functions.,

If the forced oscillation is sinusoidal in time as assumed in equation

ok
3.109 it can be shown that the complex covariance functions are sim-

ilarly sinusoidal, with the same frequency, in the shifted time. 1In

*%
In this section complex covariance is taken to represent covariance of

complex variables |Sveshnikov (1966) ] . For the complex variables
W(t) = U(t) + iV, (t) and s(t) = U,(t) + jVp(t) One can define the
complex auto covariance function
T2,
Cu(D = Lt = [ W (£) W(t+nddt
T > e -T/2
and the complex% covariance
, /2,
Cus(™) = Lt & [ W (r) s(t+r)de
T»w ~T/2

where (*) denotes complex conjugate.
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addition equation 3.118 reduces to the algebraic equation

sz(T) CzZ(T)
[p] = 3.119
Cz6£<r) C M(r)
T

The autocovariance and covariance functions are given by

C (t) = h2 eIt

zz
j(wr+x2-x1)
Czez(r) = hal e
jatiegx,) 3.120
CZZ(T) = Fh e
jlot+y, ~x.)
M 4
CM(T) = 'Ehe
2

Substitution into equation 3.119 and dividing both sides with regspect

to sz(r) yvields

F00mx )
I ((F/nye > !
(p] o = FOG~x,) 3.121
(Q&OQJ(XZ SU M/neye 7
h

which is identical to 3.112. Similarly if excitation is repeated at
the same frequency but with a force vector that is linearly independent
of the previous one and the covariance is taken w.r.t. the largest and/
or cleanest amplitude response component, say 6(t), another equation
equivalent to 3.113 results. TForce and displacement matrices can be
formed and considerations regarding the latter matrix remain unaltered.

It remains to solve equation 3.116 for the elements of [P].
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The problem reduces to the calculation (digital) of the covariance

functions CZZ(T), nge(r), CZZ(T) and C M(SL) for the first excitation

T

case and Czez(T)’ C (t), CQGZ(T) and CGM(T) for the second, at

2628 _
suitable ranges of lag values, and then calculate the amplitude and
phase angles involved. The advantages of this method become clearer
when noise present on the practical signals are introduced. The res-
ponse of a multidegree of freedom system to ideal white noise random
processes has been considered by Meirowitch (1967). It can be shown
that the response autocovariance functions resemble the impulse
response function of the system in its decay rate and dependence on
the system resonmant frequencies. Owing to the existence of more than
one resonant frequency, the response covariance functions congigt of
the addition of two exponentially decaying cosine functions at the
resonant frequencies. If the frequencies are close to each other, this
may have the same effect as aﬁ effective modulation or beating of the
covariance funétions with a low frequency component. Careful examina-
tion of the covariance estimates is necessary in the following condit-
ions:

(i) either the system damping is very small, or

(ii) beat frequency is comparable with test frequency, or

(iii) signal to noise ratio is poor.
The effect of the covariance estimates of the noise is likely to be a
reduction in the accuracy of the results obtained by the covariance zero
crossing method. The estimation of the minimum lag value preceding the
range of lags for zero crossing calculation and hence the minimum record
length for signals with particularly poor signal/noise ratio becomes a

laborious task. It suffices, however, at this stage to highlight some
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possible precautions against possible sources of errors.

A conservative estimate of the minimum lag value may be obtained
by consideration of the smaller of the beat frequency or lowest resonant
frequency and the lowest damping of the two degrees of freedom. This
implies use of longer record lengths than might be predicted from a
more precise analysis. Fig. 3.13 and 3.14 can be used for fixing
other parameters. Another alternative might be to resort to another
method of covariance estimation, e.g. use of single cycle numerically
generated signals, at least for confirmation of accuracy purposes,

The analysis given above can be extended to multidegree of freedom
systems, but the number of force excitation vectors required equals the
number of degrees of freedom allowed. The number of measured quantities
increases similarly since number of measured quantities has to be 2 x
(no. of degrees of freedom involved in the oscillation).

3.2.6.2 Application to combined heave and pitch oscillatory deriva-

tive measurements

A symmetric model in a symmetric magnetic balance can simulate
reasonably well the case of symmetric longitudinal oscillations of an
aircraft in free flight. In general this is a three degree of freedom
(3-DOF) motion system comprising the axial, lateral heave and pitching
motions. A model describing the longitudinal symmetric oscillations
completely must allow for the three kinds of motion. Consider the
airplane model shown in figure 3.16. When oscillations are of small
amplitude and low frequency and the aerodynamic flow pattern is stable,
the equations of motion in the plane of symmetry can be linearised.
Babister (1961) has given the equations of motion for longitudinal small

oscillations in pitch and heave. The disturbances relative to wind
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axes are taken w, 0 corresponding to velocities along the z axis and
angular displacement sgbout the y-axis. In a magnetic balance, the
stiffness of the system to positional displacement necessitates the use
of the lateral displacement z instead of w as the first independent
variable.

Fig. 3.16a shows a model undergoing oscillations in the horizontal
plane which consists of translational oscillation along the z-axis as
well as rotation about point O'. X-axis is pointing horizontally for-
ward and Y-axis is vertically downward which would be normal to the
plane of the page. Certain key points in the system require definitiom.
These are

(1)  Optical position system centre, about which pitch displace~

ment calibration is made, O

(ii) Model pitch centre, P, distance EO' ahead of base

(iii) Model mass centre which is QG ahead of base

(iv) Magnetic balance pitching moment centre, XouM from O

(v)  Aerodynamic centre of model, distance ZA from base

(vi) Centre of model pure rotation, if it exists, distance

ROR from 0.
By virtue of its design, the control system of the MSBS forces the model
pitching oscillation in the horizontal plane about a point in the plane
normal to tunnel axis through the optics centre. Since model axial
position is fixed then points O and P are only laterally separated for
small oscillation. Lateral displacement is taken here to represent a
z-component displacement. The mass and aerodynamic centres are pro-

perties of the model and are located in it. The magnetic pitching

moment centre is a property of the balance and model combination, and
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is here chosen on the tunmel axis at a point corresponding to the
moment calibration centre. The centre of pure rotation is a hypothet-
ical point in the X~Z plane: the conditions for existence and location
of a pure rotation centre will be discussed later.

In order to study model dynamics in suspension it is useful to
define two sets of axes. Tunnel axis system OXZ with optics centre as
origin and body axis system GXBZB with mass centre as origin and xn
along fuselage axis pointing forward. The following geometrical
relationships can be written among various displacements following a
model positional disturbances, fig. 3.16b. First

ZB = 2, Cos B + £G0 sin 0O 3.122a

where zy is the model lateral displacement along ZB

lateral displacement of model pitch centre along tunnel Z-axis; @ is

axis; 2p is the

the angular pitch displacement and zGO is the distance between centre

of mass and optics centre. For small displacements

zB L zP + XGP 6 3.122b

where Xop ® RGO is the axisl distance of mass centre ahead of pitch
centre. Second, displacements along the tunnel Z-axis at magnetic

balance moment centre axial location z_ is related to z. and 0 as follows

M P

zM = zP o XMD tan 6 ~ zP - XMP 8 3.123

where o is the axial distance of magnetic centre ahead of optics
centre and is approximately equal to Xyp which represents the axial
distance of the magnetic centre ahead of pitch centre. Differentiating

equations 3.122 and 3.123 w.r.t. time yields
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3.124

The perturbation flow velocity along ZB’ up to first order in the
displacements and their velocities, is given by

Wy v Uue + z2p = Us + z, + Xop 8 3.125

where U is the free stream undisturbed tunnel flow velocity. Differ-

entiating this w.r.t. time gives

® 58

&B NU B+ ZP + %, 6 3.126

The equations of model motion in small perturbation referred to

a body axis system are given by

2
N
i

Za(t)+2m(t)
3.127

i

J 6 (Ma(t))G + (Mm(t))G

where m,J are the model mass and moment of inertia about the centre

of mass; Za(t) and Zm(t) are the lateral components of aerodynamic and
magnetic forces acting on the model; (Ma(t))G and (Mm(t))G are the
aerodynamic and magnetic pitching moments about the mass centre respect-
ively. The aerodynamic force and moment following small amplitude

oscillatory motion referred to body axis system are given by

Za(t) - Zao * zﬁ Yp * Zw VB * Zq 6+ Ze 0
3.128
- + . ® &
Mé(t) Mao M& Va + Mﬁ wp Mq 6 + Me 8
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where Zao and Mao correspond to the aerodynamic lateral force and
pitching moment about the mass centre in the nonoscillatory mean

position condition; Z& s 2 5 Z Ze, M-, Mw, Mq, Me are the aerodyn-

w' oq w
amic force and moment oscillatory derivatives relative to body axis
Z .
system, e.g. Z6 = %a‘ , they are evaluated at the mean position; Wy
. . d : .
and 8 are functions of time; and q =-E% = 8, The instantaneous mag-

netic force and moments acting on the model following small amplitude

motions can be assumed to be given by

= I +
Zm(t) Zmo( k,.z

P TRy O 2 Bt 2 80 2(0)

(Mm(t))M = Mmo(l + k212M

. - .
kzze) + Mm‘z ZM + Mmq 8 + M(t)

where Zmo and Mmo are the steady magnetic force and moment about the

magnetic centre; k k k and k22 are constants that correspond

11?7 7127 721

to balance force and moment stiffnesses with respect to displacements

z, and 8; Z

» 2, M - and M are the balance equivalent viscous
M mz mg

mq

damping coefficients; Z(t) and M(t) are the force and moment excita~

me

tion terms. The magnetic pitching moment can be transferred to the

mass centre using the relation

Z (t) 3.130
m

M (0) = () xe

where X is the axial distance of mass centre ahead of magnetic centre,
In practice position measurement is referred to pitch centre, therefore

it is required to transfer variables in all quantities to z, and 6.

P
Substitution of equation 3.125 into 3.128 and 3.124 into 3.129 then
3.129 into 3.130 and finally into equation 3.127 and rearrangement

results in a set of two equations each of which has two parts. One

arises from the mean or steady state conditions and the second involves
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only the disturbance variables. The steady state parts, where all

disturbances vanish, give

3,131

+ + Z =
Mao Mmo xGM mo 0

The remaining parts involve only the disturbance variables and take

the form:
(m~Z&)£P*(ZW+Z )z +Z k}] pt GP(m»Zé)§~(Zq+UZ&+xGPZW+xMPZwé+qu)é
*(Ze+UZW~ZaO(k1lxMP+k12))8 = Z(t) 3.132a
—M z —(M +M +xGMZ )2P+(k M +CGMZao(kli”k21))2P+(qmXGPyﬁ)g
= HUM A M4 M +XGM(XMPZmé+qu))é
~ OO M (e X R ) "Xy o (G Ty DRt (e =k )))

= M(t) + XGMZ(C) 3.132b

The following 2 x 2 matrices can be defined:

m-Z %gp (m22)
[m] = 3.133a
*M‘:T J=-x cp Mv']
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[ (2 +Z - ~(Z +UZ- Z 4% 7 4+
! (Zw Zm ) (Zq UZW+XGP w MP Wz qu)

- 4 * - - 3 + " °
A X o) M oM M o M X o P o))
3.133b

ack11 =gz -z (ke tk o))

k, M

21 ao*'XGMZa\o(k k) *(M6+UMwwMao<k21xMP+k22)

1175,
”XGMZao((kll"kzx)xMP+(k12”k22)))J

3.133¢
and the equations of motion reduce to
| ZP zP ZP 1 0 Z(t) .
[m] +le)y o+ [k = '
9 9 8 Xy 1 M(t)

The appearance of the square matrix on the RHS of this equation is a
consequence of the axis shift. Apart from this square matrix equation
3.134 is similar in form to equation 3.108. If direct measurements of
the displacement and force vectors were available, methods of data

reduction described in section 3.2.6.1 can be directly applied. 1In

practice, however, these are obtained in the form of precalibrated volt-

age signals (see chapter 4). In view of the coordinate system chosen

it can be seen that

o(t) = a(t) 3.135

where o is the angle of incidence. The displacement vector can be
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rewritten as

dz
Zp ¥ 0 v,
= Z
3.136
6 0 e 1y
v o
o a e

where Vz and Va are the voltage signals corresponding to lateral heave
and pitch displacements. The matrix in equation 3.136 above is the
position calibration matrix with elements corresponding to position
calibration constants which can be determined experimentally (see chap~
ters 4 and 5). The forces are related to the relevant electromagnet
currents through a more complex calibration matrix. The complexity is
caused by the magnitude of coupling present among various force
components and by the dynamic effects (see appendix A and B). If the
oscillation frequency is chosen to be low compared with the system
resonant frequencies, the static force calibration matrix amy be assumed
valid. Corrections due to dynamic effects may be applied following a
similar procedure to suggestions in chapters 4, 5 and appendix A, but
extended to the multidegree of freedom system. In this case at least
approximate measurements of resonant frequencies of the oscillating
system are required. The other difficulty arises from the fact that

the balance-model combination contains a certain degree of static and
(perhaps dynamic) force coupling (or interaction) between the observed
and nonobserved force components. Quantitative estimation of the effects
of static force coupling is given in appendix B. In the absence of
coupling, the balance-model oscillating system can be excited to perform
the desired oscillation without imparting any force disturbance to

other modes. Coupling results in a certain amount of unwanted forced
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excitation. The relevant control loops of the balance react to this
disturbance in order to reduce the model position errors in these
degrees of freedom with respect to the undisturbed value. The effect-

iveness depends on several factors:-—

~ frequency of oscillation
- magnitude and nature of coupling

- resonant frequency and damping of this mode of control.

Although the model may not suffer an apparent significant displacement
in this coupled mode, its force indication will certainly be in error.

A position servo-control system's ability to maintain a model position

is lowest when the disturbance frequency is close to its resonant
frequency. 1In this case, the actual model displacements in the undesired
modes may also become significant. The remaining cause of undesired

mode displacements is the existence of position interaction, but this

can be largely eliminated (see ch.4). If sufficient precautions, or
corrections, are taken then the relationship between force and measured

current signals can be written as:

Z(t) VF(t)
= [B] 3.137
M(t) V()

where !BI is the inverse calibration matrix; VF and VM are the electro-
magnet current signals. Matrix [B] contains any field-position inter-
actions present at the mean incidence and lateral heave positions.

Substitution of equations 3.135 - 3.137 into equation 3.134 and

applying the methods of section 3.2.6.1 yvields
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C C C -

9z 0 1.0 (=22) 1 0 1 (~EZQ (*EZQ ;

[ﬁ] aVz Caa 2 ! 5 sz 1 Caa 2
= l ik . H

0 2o (CZ"‘) 1.0 x. 1 | } (E.?ﬂ' g‘.‘}f!) {

-~ o zz - - - - zz oo 2 -

3.138

where the subscripts 1,2 correspond to measurements with excitation

cases 1,2 respectively and the complex covariances

C = autocovariance of V
zz Z
C = autocovariance of V
oo, o
= covariance of V and V
z0, z o
C = covariance of V and V
oz o z
C = covariance of V and V
zZ Z F
C = covariance of V and V
zM z M
C ., = covariance of V and V
oZ o F
C = covariance of V and V
oM o M

Matrices [ﬁ] and [ﬁ] can then be rewritten as

4]

T 1.0 (22
Con 2
& 1.0
zz |1 |
-
) 5
zz 1 oo 2
zM CaM
(E"”' (ET“J
zz ao 2

3.139a

3.139

When excitation vectors (comprising the columms of [é]) are chosen to

be linearly independent, columns of [}ﬂ are linearly independent and the

-100~



el ‘
inverse matrix [H] exists and equation 3.138 reduces to
-1

] 0z
A_ ! 0 - w0
[p] = (| [8] [6] [H] oo 3.140
ety oV

which can be solved for the elements of [}J. Note that the elements
of [P} may contain small interaction terms caused by other effects
e.g. aerodynamic asymmetries, (see Appendix B). [?] principally con-
sists of inertia, magnetic and aerodynamic terms. Since interest is
in measurement of aerodynamic effects it is necessary either to have
precise estimates of the inertia and magnetic terms or alternatively
repeat the whole test at same test frequency and model mean positions
once again in evacuated tunnel working section. The latter can be
replaced by repeating the test just in wind-off conditions. The net

aerodynamic effects can be extracted as follows

[
[
i
rg
L
£
o
o
ja
1
[*]
i
¥
—
|-

aero. wind~off ‘ 3.141a
- - »
I 0 %3-— 0
o N R G Rl 13 >wwoff} .
_ oM 4 0 o
av
o
3.141b
Therefore
Z& XGPZ& Zw Zq+UZv'7+xGPZw
k] +w? - jw =[]
T . . . -aero
Mﬁ XGPM§ M, M§+UM§+XGPMW
3.142

where matrix [}} retains the same form as in equation 3.133c. Since

this is a complex equation, the real and imaginary parts on both sides
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can be equated and the aerodynamic derivatives obtained. The full
utilisation of this equation however, requires a knowledge of the

magnetic stiffness coefficients kll’ k k y» and k22. In arriving

12° 72

at equation 3.142 it has been implicitly assumed that either there is

no change in balance damping or that such damping is very small com-
pared with aerodynamic damping. If interest lies mainly in the measure-

ment of damping derivatives, equating imaginary parts of both sides

of equation 3.142 leads to

Z Z AUZ 4% 7
w q w GPw 3

- = Imag ([Pjaem) 3.143
Mw Mq+UM§+XGPMW

which does not require a knowledge of the balance stiffnesses. Further-
more if test is repeated at different frequencies and the real parts of
f?]aero are plotted against w? the slopes provide estimates for Zé and
M&. Therefore without knowledge of balance stiffness it should be
possible to measure Mq, M&, Mﬁ, Zq, Z&, Zw explicitly, but the demand

on accuracy of covariance estimates increases. 1In fact if the wind~off
case is replaced by a set of testing at a different oscillation fre-
quency then the difference between the determined P matrix from each

case is independent of the balance condition. It can be shown that up

to first order

. < Ax 7]
- zw xGPZw ) zw Zq+UZw XGP W | )
(wy=e]) "3 uymep) B 'ijz B [P]wl
N Moo MgTUMEGM,
3.144
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where W, and w, correspond to the wind-on test frequencies with the
model at the same mean positions. Although, in principle, higher
accuracy can be achieved if w, and w, are widely separated, the range
of frequency available within the framework of the simplified model
presented here is rather limited.

In both testing methods described above, two different excitations
in two stages (corresponding to two frequencies) i.e. four sets of wind-
on testing records are needed. This requires a relatively long wind-
on testing time. A reduction of testing time can be achieved, at least
in principle, if the features of testing are more efficiently utilised.
Since two different frequencies of oscillation are required and sinus-
oids of different frequencies are not correlated over sufficiently long
record lengths, error signals feeding model oscillation can be chosen
to be composed of the addition of two sinusoids of different frequencies.
Clean reference signals corresponding to the different sinusoids are
recorded. The analysis is more complex than previous cases since
covariance must be carefully carried out in two stages. In the first
stage covariance is taken with respect to one of the reference sinusoids
and the calculated covariances form the elements of the first columms
of the first of two sets of matrices ([H]w ,[G] ) and ([H] [G
while covariances with respect to the othei reference signal form the
elements of the first colummns of the second set. With the test repeated
at different force configuration but same frequencies, the remaining
columns of the matrices above can be calculated. Although testing time
can be halved, strict limitations on the record length and amplitudes
may seriously affect the achievable accuracy of this method.

Introducing suitable nondimensionalised forms of the derivatives
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[?abister (1961)] using the mean aerodynamic chord as the characteristic

length we get

v ’\. o f\+/~. ¥ ~
Ca _ zw XGPZW Zw zq zW+x Pzw Ca
5 k] + @3 - iQ ) [?]aero
pU”S -~ ' e - m +me+x’ m PU"S
R *ep M q w GPw
3,445

where c o S are the mean aerodynamic chord and wing reference area;

p air density; and the oscillatory derivatives are given by

Z e M.
pe = Y A w
2 - 2
pSca w 0Sc 2
a
A . M
7= el , SN = W )
W pUSca w pUSca
~ Z A M
T W v T,
q a q pUSca2

and

Q= 2%’. It should be noted that, in order for equation 3.145 to

be dimensionally compatible, matrices [H] and {C] should be modified to

take the form

i Caz |
I. Ca (E—'—
o0,
] =
zZ0l
a(E“—O I
zz 1} -

3.146
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oz ac::2
C aC
rm! zz | ao 2
G =
- c (CZM CZ CaM
a Cz 1 a Caa 2 5

In summary the technique presented here involves forcing the model
in oscillation, at a preselected frequency, twice in wind~on and
recording 2 position and 2 force signals each time. The shole test is
repeated wind-off or at a different frequency and similar recording is
carried out. The covariance estimates are then digitally calculated
for selected pairs of signals and amplitude ratio and phase differences
obtained. Matrix [ﬁ] and fé] are then obtained for wind-on and wind-off
or other frequency case then [E]aero is obtained. In order to determine
the acceleration derivatives Eﬁ ’ ﬁ& in absence of balance stiffnesses,
repeating the wind-on test at two different frequencies of oscillation
is necessary and sufficient.

In the mathematical model assumed, the axial displacement and force
are assumed to be zero. The first of these can be realised in practice
if the model is sufficiently restrained in the axial direction and no
significant coupling exists between the axial and other force components.
In a mechanical suspension and balance system, this can usually be
achieved independent of the model construction or stiffnesses in the
lateral plane i.e. the heave and pitch. There is however a difficulty
in generating the desired model motion in a simple way. In a fixed
configuration MSBS, for a certain model the ratio between the stiffnesses
in the lateral and axial motions is approximately fixed. If this ratio

is small the representation of the oscillatory system by a 2-DOF model
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may require reexamination. However, the ease with which model motions
can be imparted in a magnetic balance may balance this shortcoming.

In practice, two additional important factors can affect the
accuracy of test results. These are the nonlinearity and noise. In
order to minimise the effect of the first, the amplitudes of oscillation
are kept small. The consequence of this, however, is a reduction in
the signal to noise ratio. A compromise has to be reached. Fortunately,
in the present case, the displacement signals are expected to be
cleaner than in the case of roll displacement (see sec. 3.2.4). This
permits physical oscillations of the order of 2 deg. p—p in pitch and
3 mm. p-p in lateral heave to produce reasonable amplitude and clean
signal.

3.2.6.3 Alternative test techniques for measurement of aerodynamic

P

oscillatory derivatives

The mathematical model used in the previous section was developed
for the full 2-DOF system. It is useful to explore the possibility of
simplification of the mathematical model and hence reduction in the
number of measurements. If the test is carried out such that only pure
pitching oscillation about the mean position takes place, then the
mathematical model reduces to a set of two differential equations in 9
and two excitation terms which can be obtained from equations 3.132 by
setting z, = z, = EP = 0. If the number of measurements is restricted
to two at a time then simultaneous recording of 6 and Z(t) in wind-on
then wind~off can yield a measurement of the aerodynamic force deriva-
tives. In absence of information about balance stiffness, a repetition
of the test at another frequency of oscillation is required in order to

separate the acceleration force derivative. Similarly repeating for 6

and M(t) can yield the moment derivatives. The latter case, however,
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requires a knowledge of the force derivatives since the original moment
equation contains a term resulting from the axis of moments shift.

If only lateral heave oscillation is imparted to the model (i.e.
model undergoing plunging oscillation) then the equation simplifies
since © can be set = 0. Two pairs of signals can be used to obtain
information on the derivatives involved. =z and Z can lead to the
measurement of Ew and 2& while 2z and M can lead to &w and &*. The
latter pair z,M requires the information of Qw and 2@ for its final
determination.

A combination of these two types of testing can offer a gimplifi-
cation in the procedure of conducting the actual testing and a reduction
of the number of measured quantities. Quantitative effect of noise is
difficult to assess. The general comments presented in section 3.2.6.%
remain valid. These quantitative effects, however, can be most effect-

ively obtained from a suitable digital simulation.
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4. THE WIND-TUNNEL AND MAGNETIC BALANCE

4,1 The wind—-tunnel

The wind-tunnel used in this investigation is a 6" x 8" induction

type tunnel. It is a modified version of the 3" x 9" NPL tunnel [ﬁolder
& North (I949{]. It has a return circuit, but with an adjustable
relief valve such that the tunnel stagnation pressure can be kept

close to atmospheric pressure. The working section is horizontal,
rectangular and closed. It measures at the centre-line 6" x 8.2" (0.15 m
x 0,21 m) and is 16 in. (0.4 m) long. The working section was origin-
ally located 0.3 m shead of the injector section. However, for improved
performance and the provision of a larger working space, this distance
was increased to about .9 m by displacing the injector further down-
stream of the working section. An eastly removable wooden section is
used to join the end of the test section to the injector section. The
return circuit is similarly lengthened such that continuity is main-
tained. The tunnel has a set of 4 screens placed just ahead of the
contraction section.

4.,1.1 Tunnel drive and speed control

The compressed air supply to the injector is fed from the 250
psig pressure line through a manually controlled valve. A constant
pressure regulating valve was found unnecessary (and sometimes unsatis-
factory) for test runs at very low injection pressures and manual
contrel was used throughout,

4,1,2 Speed and flow characteristics

The wind-tunnel is theoretically capable of establishing a steady
airflow in its working section at speeds from zero up to M= 1.8, In

practice, hewever, difficulties were experienced in attempts to achieve
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the high performance limit for reasons pertaining to the inefficiency
of mixing of the tunnel flow and injector air. Since the stagnation
pressure is close to the ambient atmospheric pressure, the working
section dynamic head and Reynolds number/metre at 15°C are directly
related to the Mach number as in fig. 4.1. The series of tegts con-
sidered here were concerned only with incompressible flow. The

dynamic head of the flow in the test section was calibratéd against
static pressure tapping located just ahead of the test section and at
the beginning of the contraction. It is shown in fig. 4.2, and is acc-
urate to within * ,57.

4.1.3 Turbulence level and flow angularity

A hot wire probe was inserted in the middle of the test section
and the rms value for the air speed fluctuation was measured with the
wire axis in two perpendicular positions normal to the tunnel axis.

At a tunnel flow speed of gbout 30 m/s the turbulence level wag found

to be about 0.12%. Recently, independent and more detailed measurements
have confirmed this figure and show that most of the energy content
resides in the high frequency band. The latter is consistent with
expected upstream acoustical influence of the injector noise.

Because of the low speeds involved and the tunnel working section
aspect ratio (depth/width), the tunnel flow is expected to be less
angularly inclined to the centre line in the horizontal plane than in
the vertical. Yawmeter measurements showed that the flow is parallel
to the centre line te within + 0.1° in the vertical pléne.

4.1.4 Flow tramsparency

The model position sensing system, as will be described later in
this chapter, uses the airflow in the test section as a medium for the

passage of light beams across the model to photocells. The presence of

~109~



fine solid or liquid particles in the flow field reduces the
transparency of the medium and causes refraction, diffraction or
attenuation of the light beam during a wind-on test, which in tum
could cause a positional error or drift. The particles are carried
into the tunnel circuit with the compressed air. To avoid this effect,
the direct solution would be the installation of an air filter just
prior to the air injector. Owing to the absence of such filter, at
that time, care has been taken to run the tunnel regularly for long
periods without the model in and inspect various glass windows and
mirrors in the test section for any visible deposits. A satisfactory
state is assumed reached when the position signals obtained from
approximately half-masked sensors indicate differences less than 0.1°
or 0.1 mm between wind-on and wind-off cases with the flow duration
approximately 50% longer than intended test run to follow. It was
found that several such attempts were necessary until satisfactory state

is achieved.

4.2 The magnetic suspension and balance system

Magnetic suspension of models provides a support~free means of
flight simulation in wind-tunnels and a balance for the measurement
of aerodynamic forces acting on the model. Several systems have been
developed since the first French system [?Ournier and Laurenceau (IQSiJ.
These systems are reported in the proceedings of the two conferences
held at Ohio [baum (19662] and at Southampton fﬁudd and Goodyer (l97lf}.

The Southampton University MSBS is a d.c. system; i.e. the magnetic
fields invélved vary only at low frequencies. The model position is
controlled in all six degrees of freedom. Because all support currents

are monitored it also forms a six-component balance. It is mounted
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on the test section of the wind-tunnel described in 4.1 above.

4.2.1 Basic principles of the magnetic suspension

A model containing magnetic material experiences forces and
moments when placed in a magnetic field. These forces are related to
the spatial field distributions, e.g. forces are proportional to field
gradients and moments are proportional to field strengths mear the
modei. Earnshaw's theorem éhows that a system made up solely of a
ferro@agnetic material and a steady magnetic field is inherently
unstable in at least one degree of freedom. A form of feedback from
the model position to control the field is necessary to produce com-
plete stability. This is realised in the Southampton system by wmonitor-
ing the model position, modifying the gain and phase of the position
signal and feeding it back to the power supplies energizing the field
electromagnet coils, The system is in effect a position control servo
in each of its degrees of freedom. Levitation is achieved by maintain-
ing a powerful enough field to produce a force that equalises the
gravitational force on the model.

When external forces act on a magnetically levitated model the
fields will automatically adjust by the action of feedback, in order
to generate additional equalising forces. Unless a form of integral
feedback 1s present, this action results in a steady state error in
the model position. If this force is constant in a test condition, and
in absence of integral feedback, correction due to steady state errors
can be made by manually trimming the position setting. Integral feed-
back, however, causes a slowing of the dynamic response of the system.
The change in the fields following an external force can be force
calibrated and the system used as a balance. The achievable accuracy

of the balance rests mainly on the accuracy of the appropriate force
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calibration. Owing to their wide load dynamic range, magnetic
balances possess great potential applications., Beams (1971) states
that under comparable conditions the load to precision ratio, LPR, for
a magnetic balance approaches 1010 while a comparable microbalance,

at the present, is limited to 2 x 108.

4.2.2 Description of the Southampton MSBS

The layout of the electromagnets around the test section is
sketched in fig. 4.3. It consists of three pairs of horse-shoe
electromagnet coils, two horizontal and one vertical above the test
section, and a doughnut coil wound round the test section near the
upstream end. The vertical pair (lift magnet) generates the necessary
field to levitate the model and take up forces in the vertical plane,
The.lateral pairs supply the field required to balance external forces
on the model in the horizontal plane. They contain three sets of
winding sections. The main one is fed from the controllable lateral
currents power supplies which is unidirectional. The second is fed
from a constant current power supply and forms the lateral bias current.
Bias current is necessary in order to offget the magnetic field in the
test section and so allow the controllable field to balance both
positive and negative lateral forces. The third set of winding sections
are separately fed from an independently controlled current supply, the
roll power supply. The current in these winding sections acts to gener—
ate a field distribution necessary for augmenting any roll stiffness
(present to some extent in all degrees of freedom) and balancing external
roll torques. The drag force is taken by the doughnut coil field.

The power supplies are six independent controlled units each com-
prising a thyristor contfolled 3~phase silicon-controlled-rectifier.

All the power supplies generate a unidirectional current i.e. current
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is either positive or negative. The current signals contain ripples
having a fundamental frequency of 150 Hz.

Position sensing is achieved by a passive optical system. Nearly
parallel light beams from miniature filament d.c. bulbs shine across
the edge of the model from one side and are received at the other side
on a photo-conductor, silicon solar cell. Linear displacement of the
model edge changes the beam area and consequently the amount of light
falling on the photo-cell. This gives rise to a signal proportional
to the respective displacement. Both the source and cell are located
outside the test section and unattached to it. For this reason
and to enable observation of the model during testing, small glass
windows on the side walls and a whole thick completely glass floor
are provided in the test section. A schematic of a pair of position
sensors is shown in fig. 4.4, Two such units, one at the front and
one at the rear of the fuselage, are used to sense model pitch, yaw,
vertical heave and lateral heave. Reference to fig. 4.3 shows that the
model is levitated wings vertical instead of the conventional herizontal
wings. Therefore pitch angle, i.e. incidence, is taken in the horizontal
or lateral plane. For the roll displacement sensing a slightly different
arrangement is used, fig. 4.5, A light beam from a source under the
test section is reflected by a mirror fixed in the test section roof
and made to pass through a special window in the model fin having equi-
spaced inclined vanes before being received by the respective photo-cell,
[(bodyer (1968)]. Model roll displacement changes the width of the
beam and so produces a signal at the cell output which is approximately
proportional to the roll displacement provided the latter is small.
Axial position can be monitored by a beam cutting the blunt base of the

fuselage or by a beam intersection with the conical nose of the model.



In the latter case a beam of light, again reflected from the tunnel
roof, passes across the conical nose and is received through a circular
arc slit to a condensing lens and finally to the photo-cell. The
width of the slit and its location are chosen such that a length of
about 4 mm of the model located about 15 mm downstream of the apex 1is
monitored. The radius of the slit is chosen such that model pitching
(in lateral plane) causes the minimum of axial displacement.

The output signals of the 6 photo-cells are amplified and combined,
where required, to form signals directly proportional to conventional
displacements e.g. pitch, yaw, vertical and lateral heave motions,
These signals are then passed through phase lead-lag networks, re-
combined and fed to the power amplifiers at appropriate gain. The
power amplifiers feed the required currents to the electro-magnet
coils. A schematic of the feedback circuit for the lateral control
modes is shown in fig. 4.6. Circuits are wired on standard plug~in
cards and mounted in suitable racks in the control cabinet.

Model displacement signals and currents in the coils are monitored
and displayed on suitable meters housed in the control panel . Current
signals are in addition amplified and filtered (i.e. conditioned) for
recording and for reading directly on DVM's. Filtering is necessary
in order to reduce the amplitude of spikes noise which might otherwise
cause errors later in the data reduction and analysis processes. Fig.
4.7 shows the current-signal conditioning circuits.

4.2.3 System capability and limitations

Maximum allowable currents in the coils, at present, are 100 amps
in the drag coil and 35 amps in each of the other coil sections. These

limit the maximum force capability on a typical 0.3 kg. model containing



a 0.25 kg. Alcomax permanent magnet to about 5N in the axial and
lateral planes and about half as much in the vertical plane. When
drawing the maximum currents in all coils, the system dissipates about
22 kW, while at a normal suspension wind-off condition it dissipates
about 2 kW. This limits the suspension time to less than one hour
without the use of coil cooling.

For the model tested (see chap. 5) the natural frequency of
suspension varies from one degree of freedom to the other and varies
with the gains of the feedback control loops. In pitch and yvaw,
typical natural frequencies are in the region 18-20 Hz, in lateral and
vertical heave about 13-15 Hz. In roll the natural frequency is as
low as 5-8 Hz and in axial motion it is about 2 Hz. Slight control
over the natural frequency is obtained by adjusting the phase and gain

margins of the respective loops.

4,3 MSBS calibration

The accuracy of any measurement depends on the accuracy of the
calibrations involved. In the case of the MSBS two separate calibrations
are usually involved, position or optics calibration and force cali-
bration.

4.3.1 Position calibrations

From time-to-~time, calibrations in all modes of motion are carried
out. However, to illustrate typical techniques the two calibrations
most closely associated with this work will be described.

For incidence calibration the model is mounted in a rig which is
designed to allow model rotation about a fixed vertical axis. This
allows the model only freedom to pitch in the horizontal plane. A

mirror on the rotating model mount reflects the image of a hairline onto
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a scale thereby optically magnifying the angular displacements. The
rig is first used to check the optical interactions among various
displacements and then readings of the incidence on the scale are
taken against the DVM reading of the incidence voltage signal. Fig.
4.8 shows a typical incidence calibration and the assoclated untrimmed
interactions present. The estimated accuracy of this method of inci~-
dence calibration is about 0.05 degree (3').

Roll attitude calibration is carried out by monitoring the dig~
placements of two points on the trailing edges of the wings, while the
model is magnetically suspended, using a travelling microscope. As
the model undergoes roll displacement the selected points undergo
lateral displacements which can be accurately measured by the traverse
of the microscope. Lateral displacements of the chosen points can be
related to the model roll displacement which can therefore be plotted
against the roll attitude voltage signal. Fig. 4.9 shows a typical re-
sult of this form of calibration. The accuracy of this method is of
the order of half-a-minute of roll displacement. An advantage of this
calibration method is that it can be easily repeated with the model at
incidence in order to determine the minimum incidence-roll interaction.

4.3,2 TForce and moment calibration

The objective of these calibrations is to obtain the necessary
numerical values for the constants in the force calibration relations,
Appendix A. Calibrations are carried out by applying external forces to
the magnetically suspended model through a system of strings and pulleys
and monitoring the resultant current signals. Two groups of calibration
constants are sought. The direct calibration constants and the inter—
action calibration constants, The former are obtained from the force-

current characteristics with the model at a fixed nominal (e.g. zero)
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incidence, while in the latter variations of these with model
incidence are determined. As discussed in Appendix A the interaction
calibration constants are of a smaller magnitude than the direct ones

and can only be determined with reduced accuracy.

4.4 Other devices used

4.4.1 The incidence ramp-function generator

In order to drive the model into the required form of motion,
either an incidence sweep or staircase motion, an 'error' signal has
to be fed into the control loop circuit. Ramp function can be easily
generated using a fixed amplitude integrating operational amplifier
network followed by an amplitude, or range, setting amplifier. Fig.
4.10 shows an initial design of a circuit built into the model control
console to produce such ramp functions with independent amplitude and
duration settings. Two operations of the switch are necessary for the
combined ramp-up and ramp~down. This added greatly to work load during
a wind-on test, although it served well in the initial stages of testing.

A specially designed portable ramp function generator was there-
fore built. It has a more sophisticated circuit, Fig. 4.11, which
generates voltage functions as shown in fig. 4,12, in response to a
single pressing of the push button. The sweep time tswp can be set
at any value between 0.1 sec and 220 sec upon adjustment of a calibrated
potentiometer, and the pause time tp can be set to 1, 2, 5 or 10 seconds
values. This device proved to be useful because of the wide range of
sweep times available and the need for only a single pressing of a
sﬁitch. Being portable, it enabled more attention to be paid to tunnel
flow and model behaviour. The device performance was repeatable over

most of its operating range.
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4.4.2 The magnetometer

It has been well established that precise measurement of the
model magnetisation is necessary at the time of force and moment cali-
bration and prior to each set of test runs. All force and moment
components are scaled by the magnetisation intensity of the model. A
simple and reasonably precise device was constructed which is based on
the induction principle. The integrated emf induced in a search coil
following the displacement of a nearby magnet is related to its inten-
sity of magnetisation, [?arker and Studders (1962):}. If the model is
held at a precise location relative to the coil and made to execute the
same displacement every time then the integrated emf signal is proport-
ional to the intensity of magnetisation of the model. A small air-cored
coil I in. inside dia. x 2 in. outside dia. x I in. long permanently
fixed to a perspex tube and frame is bolted to the incidence calibration
rig in a‘position close to but, just behind the model tail. This allows
the model to rotate horizontally in the rig over a range limited by
mechanical stops. The signal from the coil is amplified using a differ-
ential op-amp and then integrated and read on a DVM. To increase the
magnitude of the generated emf signal a soft iron core is inserted into
the coil. Integrator drift is the main source of error in this device.
A low offset current instrumentation type op--amp would have been the
most suitable type for use in the integrator but was not available at the
time. However, by strictly following the same procedure every time the
device is used, very accurate measurements could be obtained. Fig. 4.13
shows a schematic of the magnetometer layout and circuit.

The accuracy achievable in terms of precision and day to day

repeatability is about * ,5%.



5. THE MODEL AND ASSOCIATED DATA

In order to develop the test techniques presented here a complete
aircraft winged model was constructed. A special interest exists in
the AGARD-G dynamic testing model. This is a slender wing model specially
designed for dynmamic calibration of test facilities. The exact AGARD-C
model configuration is not immediately suitable for suspension in the
MSBS unless extensive modifications to the position sensing system are
introduced. A compromise model was constructed and built, fig. 5.1. It
has a slender circular cylindrical fuselage with AGARD-G planform wings
attached to it. The cylindrical fuselage reduces greatly the prbblema
of suspending the model and calibrating the position sensing system.

This chaptér presents a description of the model and its associated
calibration data. This data consists of model position displacement
calibration data, static force (and moment) calibration constants and

some qualitative information on dynamic behaviour of model in suspension.

5.1 Model description

Fig. 5.2 shows the sections of the model and its main dimensions.
The fuselage is a 16 mm dia. Dural shell, containing a slide fit space
for a } in dia. x 6 in long round bar Alcomax III magnet. This is the
main magnet, magnetised along its length and secured in position inside
the Dural fuselage by a screwed cap with O-ring. The O-ring serves to
hold the magnet securely inside the shell. The Dural nose is conical
near the apex, smoothly faired to the fuselage diameter and is fixed to
it through a brass connector. The wings are constructed of Dural with
cut-outs housing the roll magnets. The latter are Platinax II magnets
ih the form of short strips and cylinders which are magnetised normal to
the wing plane and in opposite senses in each wing. The magnets are held

by Araldite in cut-outs in the wings. Although the main magnet produces
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some roll stiffness owing to the nonhomogeneity of its material, these
wing magnets are essential in order to allow control over roll attitude,
[@oodyer (1967)]. The wings are glued to the fuselage and the corners
between the wing roots and the fuselage are smoothly faired with the
adhesive. A Dural fin containing the inclined grid window is similarly

glued to the fuselage at right angles to the wing plane.

5.2 Model geometrical data

The main geometric characteristics may be summarised as follows:

Wing planform area = 60.63 x 10'4 mz
¥ semispan = 37.3 mm
" centre line chord = 143.9 mm

Model length = 204 mm

Mean geometric chord = 81.2 mm

Mean aerédynamic chord = 97.9 mm

Wing root thickness = 5.64 mm

5.3 Position calibration data

Optical position calibration can vary slightly from day to day
for a variety of reasons including contamination of the optical path
of the light beams and drift in the voltage supply to the light sources.
Continuous monitoring of the supply voltage has been maintained through-
out. Recalibrations of the most important position signal, the inci-
dence signal and its associated interactions, is carried out immediately
prior to and after a set of test runs. Fig. 5.3 shows two typical sets
of calibrations taken at two different dates. Incidence values and
corresponding signals are taken every } degree interval covering the
range -3° to +9° and the values are recorded for further use in data

reduction and analysis. The calibrations are good to within # 0.05°,
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Fig. 5.4 shows an example of the roll position calibration at two
different values of incidence showing the absence of significant

incidence-roll optical interaction.

5.4 Steady force calibration data

For the measurements reported here major interest of steady force
testing lies in the aerodynamic forces acting on the model. These
comprise 1lift force L, drag force D and pitching moment M. Due to
the shape and distribution material in this model and the MSBS magnetic
field spatial distribution, a significant interaction on these forces
was found originating from the roll torque. It was therefore decided
to include the aerodynamic roll torque T in these measurements, Thus
four components are involved. Correspondingly it is necessary to measure
changes in four currents. During the applications of force combinations
corresponding to changes in L, D, M and T, either in the calibration
process or in wind-on testing, the currents in the suspension electro-
magnets were found to remain substantially constant. This formed a
sufficient evidence to justify neglection of their effects. The four

monitored currents are:

i) net lateral forward current Lo which is the lateral forward
current less bias current,

ii) net lateral aft current IA, which is the lateral aft current
less bias current,

iii) the drag current ID

iv) the roll current IR

Two sets of force-current calibration constants are determined.
First is the set of 16 direct calibration constants pertaining to force-

current relationships at model fixed position e.g. at nominal (zero)
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incidence. Second set corresponds to the variation of those constants
with model major displacement during testing e.g. during incidence
change as a result of ramping. These add another 16 calibration con~-
stants to be determined. Following the discussions and conclusions

of Chapter 4 and Appendix A these two sets of force-current calibration
constants can be made unique for the model containing this particular
magnet shape if their dependence on the state of magnetisation of the
model is eliminated. The constants so obtained need only be determined
once, They form the elements of the matrix GrS in equation A.17. GrS
is a 4 x 4 matrix. Each element of Grs is the sum of a direct and

o times an indirect calibration constant. a is the model incidence
displacement from nominal. TIf m is the magnetic moment of the model

then the elements of Grs are as follows:

Gx1=m;§:+m§&'(i§5“cil+°‘c‘f1
G12=m'§;ﬁ+m%§(g§" = G, + o Gy,
G13=m§;ﬁ+m~§~a<§~;€>”§3+aﬁ'{3
G14=m§~;§+m%(—;ﬁ = Gj, * ol
G21=m”2";ﬁ+m°‘”g?&”('z'f]ié =Gy to Gy
Gzz=m'§i§é‘*m%&'(;§é = Gyy * o Gy
G23=m’:';'é+m”g?i("§%)”gis+“@z's
Gza““‘%*”%&"(z?)”céa*acga
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Examples of the results of a force calibration carried out accord-
ing to section 4.3 are shown in fig. 5.5 to 5.10 and the derived coeff-
icients are listed in table 5.1.It is clear from the figures that the
linearity is well preserved for the direct calibration constants while
in the indirect calibrations some cases tend to be more nonlinear than
would be acceptable according to the arguments put forward in the force-
current formulation. One simple way of accounting for these nonlinear-
ities is to add another set of interaction calibration constants which
varies with the square of the incidence. This means that the interaction
effect is taken as a quadratic rather than a linear function of incidence.
Table 5.1shows the quadratic interaction terms in addition to the linear
interaction terms. The practical situation, however, includes various

sources of experimental error. Notable among these are:

=123~



|

the friction in the pulleys,

}

the degree of imprecision in force applicationm,

H

the presence of noise on the signals, and

i

the possible electronic drift during the calibration run,
particularly in the current di-ferential amplifiers.

The accuracy of the calibration data can be easily assessed, in
the practical sense, by applying a known combination of external forces
and moments to the model, recording the changes in the relevant four
currents and incidence. The changes in the currents and incidence are
converted into forces and moments using the calibration data and
equation A.19 rewritten here for convenience

-1

sF, = m[6 ] AT 5.1

where the single subscripted variables denote vectors. A comparison

of the calculated values with actual values indicates the errors in-
curred by the calibration data. By repeating this over several force,
momént and incidence combinations a sample of the statistical behaviour
of the rrror can be obtained. The errors in various force and moment

components are listed in table 5,2

5.5 Dynamic calibration constants

In order to analyse the results of unsteady measurements on a
magnetically levitated model undergoing continuous time motion, accurate
information on the dynamics of model position sensing and of balance
force (and torque) dynamic response and the degree of coupling in both
is required. The latter is referred to as interaction to signify it
as being unwanted.

The frequency response of the position sensing system is practic—

ally flat up to a relatively high natural frequency e.g. of the order
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100-300 Hz, [ﬁoodyer,(l96@]. The precise value for a certain displace-
ment component is dictated by the time constant of the low pass filter
on the first stage of electronic amplification of the optical sensor
signal. The lowest value above corresponds to the axial position dig-
placement. These values, therefore, confirm that static position
calibration is sufficiently good to convert low frequency (e.g. 1-2 Hz)
time varying position signals into physical displacements,

The application of sinusoidal force to a model in magnetic levita-
tion without changing the suspension stiffness or mass is very difficult
both in realisation and means of extraction of the relevant calibration
constants. This, however, is not necessary when the oscillation fre-
quencies are very low compared with the balance natural frequency. As
has been mentioned earlier, ch. 3, it is reasonable to assume that the
response of a dynamic balance can be approximated by that of a second
order system. Therefore the force calibration constant at low frequency
oscillation (G)dyn in a certain degree of freedom can be obtained from
the corresponding static calibration constant (G)st using the approximate
formula (valid for w/wn << 1.):

(G) ‘
©) = st 5.2

PR (282 (w2

where w, w ~are the testing frequency and balance natural frequency
in that force component and ¢ is the effective damping ratio. Typical
values of roll oscillation testing frequency of 1.~2, Hz with a natural
frequency of 12.-15, Hz, i.e. a ratio w/wn = 0.16 - 0.06, results in

= 1,02 .
(G)dyn 0 6(G)St to 1 0036(G)5

roll component may change with incidence in which case a correction

. for a lightly damped system. w0 for

must be applied to the dynamic calibration constant, This, however,
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was found unnecessary for incidence values less than 6°. The static
roll torque calibration constant is given in tablefl as GL&' Fig.
5.11 shows a typical roll torque calibration result. For the lateral
heave and pitch oscillation similar results hold. The relevant cali-
bration comstants are listed and given in tablebl.

The other important aspect of the unsteady testing is the inter-
action resulting from imperfection in position sensing system and
electromagnet coils layout. This interaction can cause unwanted exci-
tation of other components. The first of these is curable over most of
the linear range but tends to get worse as the suspended model approaches
either of the ends of the particular displacement range. This is cured
through a trial and error process involving careful tailoring of the
optical position sensing until the situation is achieved where the
required component of displacement causes only insignificant changes
in other components of model displacement. For a roll angular displace-
ment of about 8° of this model, the associated linear displacement was
less than 0.2 mm and angular displacement less than 0.1 degree in other
degrees of freedom. Force component interactions resulting from coil
layout can not be easily controlled. The evidence of its existence
is observed as the model oscillates in unwanted components of motion
in the levitated wind=-off mode, while it is forced to oscillate in
certain components provided that the position interaction is minimal.
For the AGARD-G winged model severe interaction between roll oscillation
and lateral (as well as axial) motion were noted at high incidence,

i.e. greater than 6 deg. A comparison of the interaction detected in
the case of this model with other models suggests that the low roll
torque stiffness of the present model might be partly responsible for

the interaction observed. The low roll torque stiffness is caused by
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locating most of the roll magnets close to the model axis and the

generally low magnetic moment of these magnets.



6. DATA REDUCTION AND ANALYSIS METHODS AND TEST PROCEDURES

The techniques of data reduction and analysis described here
were originally developed for specific use on the MSBS and an explora-
tory version was presented at the Second International Symposium on
Electromagnetic Suspension, 1971. A detailed version and improvements
on these techniques are presented in this chapter with a view to it
aimed at general applicability to other test facilities.

About the time of beginning this work a digital computer in the
data analysis centre of the ISVR*, of Southampton University was made
available to other users, Appendix C. The MSBS had just been moved
to its new location and the modernisation of its data acquisition and
analysis was required. This demanded a search for suitable techniques
for data handling making best use of the digital computer. Prior to
that, manual data acquisition was used involving direcg reading of
currents from meters at discrete incidence settings and the use of
resolved component indicators for the reduction of forced oscillation
test results. Manual data handling prowed to be laborious and required
very long test run times. A long test run time is a drawback in complex
systems, like the MSBS, unless statistical control over the experiment
is strictly maintained. In particular drift in subsystem character-
istics, e.g. position drift, proved to be a serious problem that could
significantly affect the accuracy of results. Another problem was the
lack of self consistency in a set of data points. Hand smoothing and
joining a set of discrete data points is a good means of noise filtering,
but involves a great deal of human judgement. Fipe aerodynamic details

may get unnecessarily smeared out in this process. An alternative way

* Institute of Sound and Vibration Research.
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to avoid this is to measure more closely spaced data points in those
doubtful areas if known a priori or in later tests. This results in
long testing and analysis times and high cost penalties. The other
alternative is to acquire automatically all data points in analog

or digital form for the full range of test independent variable (e.g.
incidence) in a single test run, with a simultaneous rough monitoring
of the measured quantities, and perform the appropriate amalysis in
digital form. The test run time should be long enough to retain a
predominant steadiness of all data but reasonably short to reduce

the chance of subsystem drift in the acquired results. The latter
approach has potential application in general test facilities and so
was pursued further.

In this chapter the system of data acquisition, reduction and
analysis for the incidence sweep tests is described and test procedure
highlighted. The application of the data reduction methods and test
procedures for the several forced oscillation techniques presented in

chapter 3 is described.

6.1 Steady incidence sweep data reduction method

A block diagram of the data acquisition, reduction and analysis
for the steady incidence sweep testing is shown in fig. 6.1. The
system makes use of a multichannel ¥M tape recorder, a storage scope,
a set of filters, a pulse insertion unit, a pair of analog to digital
converters attached to the Myriad II computer with graphical and punched
tape output units and the ICL 1907 digital computer.

The magnetic tape recorder is an Ampex 1300A FM 14 channel type,
using the 3-M and Ampex instrumentation tapes. The recorder is a low
noise type (S/N ratic 43 db at 60 ips) and frequency range 0 - 40 kHz

at its top tape speed, 60 ips. The input—output linearity is within



* 0.7% with an input signal up to 1.0 Volt rms. Tape speeds are
reproducible to within a good degree of accuracy. Other recording
characteristics satisfy the IRIG specifications.

The variables in a test run, in the form of voltage signals Va,
VF’ v,, VD’ VR and VX (corresponding to incidence, lateral forward
less bias and lateral aft less bias currents, drag current, roll current
~and axial position signal respectively) and a suitable timing signal
are first recorded on the magnetic tape. The timing signal is a ~0.24
to +1.2 Volt stop lasting at the high level about 14 seconds, initiated
by a press button. This signal serves to identify the start of test
run data for each record. At the time of recording, thevsignals on the
magnetic tape are simultaneously monitoredvon an X-Y type storage
oscilloscope. On the screen of the scope 4 traces can be temporarily
retained for observation and possible photographic record. These give
an analog (and unfiltered) picture of the variation of the current sig=
nals VF’ VA, VD and VR with the signal Va which is roughly proportional
to the incidence o. The storage scope traces have two purposes. The
first of these is to check that the MSBS is performing satisfactorily
since only limited time is available for direct model observation;
and the second is to monitor the output stages of the currents differ—
ential operational amplifiers. The latter has been found necessary
because of the low reliability of these amplifiers owing to their
continuous subjection to common mode large amplitﬁde spikes present
on all currents. In earlier attempts using an Ampex 1300 tape recorder
it was possible to observe all the 4 currents measured, but with the
Ampex 1300A only two can be simultaneously monitored owing to the
limited number of modules available at the time. Care is taken that

the recorded signals lie within the linear range of the recorder, and
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that the minimum effect of the recorder (e.g. mains interference)
on the signals is achieved.

Out of the recorded test run cases, a batch is selected for
digital analysis. There are two possible means of data acquisition
on the Myriad computer. Repeated single (or two) channel data acquis-
ition and multiplexad data acquisition. In the former case several
tape runs are required in order to digitize and acquire all the test
run data, while in the latter a single tape run is sufficient. Follow-
ing is a listing of the relative merits and drawbacks of both types

of acquisition:

i w—— bt b ooy et n e s Ve b s ot

Advantages

i) Short setting—up time,

ii) Three reproduce modules are sufficient,

iii) A single dual filter is sufficient,

iv) Data points are simultaneously acquired,

v)  Maximum sampling rate is the ADC maximum value.

Disadvantage

i) Several tape runs are required and hence a relatively long

computer time is required.

oo mon™ woss owm ot woor

Advantages

i) Single tape run and hence a shorter computer time is required.

ii) Particularly useful in on~line digital data analysis.

Disadvantages

i) Long setting-up time for recorded data analysis.
ii) Seven reproduce modules are required.
iii) Six phase matched filters are required.

iv) Data points are time shifted.
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v) Maximum sampling rate is 1/7th the ADC maximum value.

The multiplexed acquisition was therefore abandoned because of
the limited number of modules available for the Ampex 1300A, absence
of enough good quality filters and the large sétting up time.

The timing signal was passed in a pulse insertion unit (PIU) in
order to generate a square pulse of large amplitude (approximately 10

Volts). Since this pulse is used essentially to trigger the ADC unit,

. . 1.
the pulse width is chosen to be ¥ 2
s
rate of the ADC. It is clear in this case that a random time shift

seconds where Ns is the sampling

between the data of each acquisition exists which can be as large as

I/Ns seconds. As will be shown later this has no significant effect
on the quality of steady data sought provided that piecemeal averaging

is taken over a large enough number of samples. The choice of the

filter setting and sampling rate of the ADC have been discussed earlier
in chapter 3. The quantization error has a maximum amplitude of + 5 mV
and appears as a random error on the digital signals. To reduce its
relative effect on the accuracy, the analogue signals are amplified

about 10 times and the precise amplification factor is digitally correc-
ted for later on.
Digital data corresponding to each variable is then acquired by

the Myriad II computer and stored as a data file. The first stage of
data reduction appiied to the data files consists of dividing the numbers
in the data files into equal length (successive or overlapping) inter-
vals and calculating the average value and standard deviation of each
group, i.e. piecemeal averaging. These two values take as reference
coordinate the centre point of each respective time interval. The

length of the averaging interval and spacing depend on the ramp rate,
required incidence resolution and sampling rate as presented in chapter 3.

The reduced data files are graph plotted for inspection and further
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reduction and/or editing. The second stage involves editing the
data files in order to select the best of the two records taken success-—
ively in the test run, and drop the unnecessary constant value data
points, Modified data files are then graph plotted and the average
parts merged into a single data file which is then punched on a paper
tape. A sample program of this data reduction stage is shown in
fig. 6.2.

Paper tapes are taken for the third and final stage of analysis
to the main computer (ICL 1907). The program for this analysis is
prepared according to the flow chart of fig. 6.3. It features reading
the paper tape data and reading constants relevant to model geometry,
test conditions, flow conditions, force calibration constants, position
and recording calibration constants. The main data is read in the
sequence wind-off then wind-on. The data files are read in the sequence
wind~off then wind~on. The wind-off data files, now considered as
vectors are least—-squares fitted to the incidence signal in polynomials

of the form

2 3

== 4

Vi T, AT a X tagx 4. 6.1
1 1 1 i

where y; represents the wind~off signal of the ith variable, x repre-

sents the incidence signdl and a_ , a; 5 ... constants (polynomial

i i
coefficients). Corresponding wind-on expressions for y, are calculated

using the polynomial coefficients, and these in turn are subtracted
from wind~on data for the same incidence values. It is likely that
some positional drift may have occurred in the axial position control
system; a correction for this is provided by recording the axial posi-
tion signal VX at a point in the loop with minimal and regular drift

properties. A static calibration provides the variation of drag .

current against that position signal from which a calibration constant
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can be worked out. This is used to correct the drag current against
the drift in such position signal between wind-on and wind-off rums.

The equation depicting this correction is
SV, = = e 8V 6.2

where GVX is the position signal drift and GVD is the corresponding
drag current signal correction. In this way the wind-on data is tare
corrected. The tape recorder, filters and ADC may introduce some
offset and gain errors and corrections for these are referred to as
data handling calibration constants. A method of obtaining these
calibration constants is presented later in this section. The wind-on
data is corrected for these data handling calibration constants. The
incidence signal calibration points are least squares fitted to a
polynomial of degree 3 and the polynomial is used to translate Va
into actual incidence.

' The next stage in the analysis is the conversion of voltage signals
into forces and moments using the results of the force calibrations.
The force-current relationship is derived in Appendix A and can be

rewritten here as

[6] (F} = {1} = [R] (V} 6.3

where [K is the current voltage signal calibration matrix (diagonal

1v]
matrix) and [G] is the force calibration matrix. |G] is composed of

two parts:=

6l = [6] +a [G)]

2%y
y - i - i
where LGI] = 5?; and [CZ] 8a3F

The force vector is therefore given by
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{F} = [c] (v} 6.4

It is necessary therefore to determine [G] and then calculate its
inverse in order to find the values of {F} at each point. There are
two ways of doing this numerically. One is the direct method just
described leading to the exact values, but this takes a relatively long
computation time. The other is an approximate method based on the
possibility of modification of the inverse of a square matrix follow~
ing small changes in its elements without the need to recalculate the
new matrix. In the latter case if [G] and [b'] are the calibration
matrices corresponding to o and o' [= o + §] then their inverses are

related by the exact formula, [Householder, U953ﬂ,

-1 -1 =1 ~1 -1
[¢'] = [€] {1.-—6[@2] (1. + 8[q] [6,1) [e] } 6.5

However, since & is very small, retaining only terms up to first order

gives

] = [G]”1 { 1. - 8[6,] [G]nl } 6.6

The advantage of using this approximate method is the saving on compu-
tation time. Both the exact and approximate methods have been included
in the program. The exact method is adopted for the first point in

the file then the approximate method is followed for the next batch

of points (e.g. five), after which the exact method is resorted to
again in order to check on the last point. If the cumulative error in
each force component has not exceeded 0.5%, approximate method is
retained. If not, the exact method must be used. A less arbitrary
choice of the number of points éufficient for the approximate method

can be determined as follows. The difference between the exact and
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approximate formulae can be limited to an a priori fixed small number

say 0.005. Therefore in a number of points n the inequality
-1 -1
né [67 6,7 < 0.005 6.7

must be satisfied. Since G includes o then the above formula should
be applied at both extreme values of o and the loweét of the two near-
est integer values of n, must be taken. If this value of n, turns out
to be of the order of half the number of points in the file or larger,
there would be no need to resort to the exact formula beyond the first
point in the file. Otherwise the method suggested earlier is retained.
The next part of the analysis consists of converting the force

C C  as

components just obtained into the coefficient forms CL’ C n* G

M’
defined in the nomenclature and then the wind tunnel interference
corrections are applied. The latter follow methods suggested by
Garner et al (1966).

Additional computations are used to find the centre of pressure

position X __ according to the equation

Ccp
C
M
= + i J
XCP _XCM Ca CL 6.8

where XCM is the reference centre of moments and Ca is the mean

aerodynamic chord. When CL becomes very small the values of XCP are

meaningless so a value for CL is numerically specified to avoid this.
min
If CM values orresponding to small values of CL are fitted into a

polynomial e.g.

2
CM = ao + a1 CL + a2 CL 6.9

using least squares method, then (dCM/dCL) can be obtained immediately

as a; + 2a2 C, which can be substituted for CM/CL in equation 6.8,

L
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In this case the division by small number is bypassed and a regular
expression results. However, the calculated XCP should be understood
to represent the aerodynamic centre of the model having linear aero-
dynamic behaviour.

The aerodynamic coefficients are then tabulated against incidence

and fed into the ICL graph plotter producing graphs of the format

CL~01 CD”CL
¢, ~C C-~C2
M L D L
QD - CDo -C X - q
CZ L cP
L
X
CcP
s o C - a
c L
R

This concludes the data reduction method.

The data handling calibration is achieved by recording known
signals, e.g. square waves with a period of about 30 seconds, fig. 6.4,
on all tape channels used just prior to collecting test run data.

These calibration signals are reduced on the Myriad computer using
similar settings of filters and ADC just prior to a test run data
acquisition session. The d~c shift and gain factor are calculated for
each channel using the interval averaging and checking the standard

deviation parts to ensure freedom from any transients.

6.1.1 Test procedure and test format

The procedure followed in carrying out the incidence sweep tests
can be summarised as follows:
a) Carry out incidence calibration and trim the optics
amplifiers, if necessary, with power supply voltage to

light sources set to the nominal.
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b)

c)

d)

e)

£)

g)

h)

i)

i)

k)

1)

m)

n)

Record lasboratory temperature and pressure.

Record the calibration signals on various‘tracks of the
magnetic tape.

Connect the tape recorder input leads to the current and

position signals of interest and the output leads to the

storage scope inputs.

Measure and record model intensity of magnetization.

Suspend the model and switch on the integrators in all degrees

of freedom. Seal the tunnel circuit.

Check that the ramp function generator amplitude sweeps the

model over the required incidence range.

Select the sweep time t_ and pause time tp and make sure that

R
the model is steady in suspension at a nominal starting inci-
dence value approximately -1° to -2°.

Take a set of wind-off recordings by pressing the timing signal
once and the ramp function generator once for every sweep

cycle required.

Repeat h and i for the various sweep rates required.

Take the tunnel speed up to a steady value and maintain as
constant a value as possible manually. Repeat h-] for same
rates of sweep as in wind-off case. Record the manometer
reading and flow temperature.

Bring the tunnel speed down to zero and record a wind-off

case, or a set of cases similar to i-j if coils are not
excessively overheated,

Switch off the integrators and remove the model from suspension.

Identify the acceptable test run cases on tapes.
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6.2 Methods of dynamic stability derivatives data reduction

Unlike the previous data reduction method for steady aerodynamic
characteristic measurements where dynamic effects on the signals were
of secondary importance, in the present case the dynamic behaviour of
the signals is of primary interest. The techniques of derivative
measurement presented here consist of forcing the model in harmonic
oscillations and measuring the dynamic relationships (i.e. relative
amplitudes and phase difference) between signals representing the
excitation (force) and response (displacement) of the model. The three
techniques of dynamic measurement presented in chapter 3 reduce, at the
data reduction and analysis stage, to one of determining the above
relationship for a pair (or pairs) of signals relevant to the particular
measurement, e.g. roll torque and roll displacement in case of roll
damping measurement. This section presents the methods followed in
collecting and reducing the data, A description of the detailed method
of application of the covariance zero crossings for determining the

dynamic relationship between two signals follows.

6.2.1 Oscillatdty roll damping measurement - constant incidence.

A block diagram of the data acquisition, reduction and analysis
system is shown in fig. 6.5. Equipment used is much the same as those
used for the steady data reduction method, (see sec. 6.1 and fig. 6.1).
The additional instrument used is a low frequency oscillator. There
are some differences in the number of channels utilised for recording
and also differences in the kind of data reduction and analysis required
and in the need for careful filtering of signals.

The roll position signal V¢ and partially filtered and d-c compen-
sated roll current signal VR are recorded on magnetic tape. D-c compen=

sation of VR is achieved by passing it through a unit gain differencing
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op-amp and then subtracting a d-c signal. This is found to be more
efficient than utilising heavy high pass filtering which would have
resulted in significant changes in the phase angles. A reference signal
from the oscillator and the timing reference signal are simultaneously
recorded. The frequency of the oscillator is read on an electronic
timer counter and the constant incidence setting on a DVM. Care is
taken.to separate the channels containing the data to be cross correl-
ated in order to minimise the effect of recorder inter-channel cross
talk. Signals are monitored on the screen of an oscilloscope in order
to ensure that levels are large enough but within the dynamic range of
the recorder (i.e. 1.0V rms). The wind-tunnel flow head is set at a
constant value while a recording is being made.

At the computation stage, prior to digital analysis, the analogue
signals to be cross—correlated are passed through a pair of dual phase
matched filters with calibrated phase and gain characteristics. The
analogue data is reproduced at a conveniently higher tape speed. A
high pass mode of filtering using high quality filters can now be safely
used to eliminate the remaining d-c offset of the signals before digit~
izing. In order to ensure a minimisation of the quantization error the
signals are duly analogue amplified. The cut-off frequeﬁcy of the
filters is chosen to correspond to 1/16 Hz in signal real time. The low
pass end of the filters, i.e. anti-aliasing frequency, and ADC sampling
rate are appropriately chosen such that about 180 samples per cycle of
test frequency are obtained. Signals are then digitized and acquired
by the Myriad computer. Although about 20 cycles of oscillation are
required for analysis, about 60 cycles are stored. This amounts to about

10 thousand samples per signal.
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Owing to the dynamic characteristics of the data handling equip-
ment (e.g. tape recorder and filter-cum-amplifiers) involved it is
necessary to calibrate the system. This calibration is achieved by
recording two identical pure sinusoids (of the same frequency as test
signal) on the channels to be used for data recording. An op-amp buffer
stage is needed because of the relatively high output impedance of the
low frequency oscillators. At the data reduction stage these calibration
signals are analysed in exactly the same manner as the main signals;
amplitude ratios and any phase differences between the channels are
calculated. Analysis of the calibration signals recorded at various
stages during a full test session provides information on the variability
of the data handling system.

A flow chart of the digital analysis carried on the two signals in
order to obtain the ratio of their amplitudes and phase difference is
shown in fig. 6.6. Digital signals corresponding to approximately 20
cycles of oscillation are first 'normalised' by extracting the mean values.
The discrete covariance C¢R of the signals W? and VR is calculated over
a lag range extending over about 0.6 of the period of recorded test
frequency. The lag number corresponding to the first zero crossing TZI
and the precise number of lags per period NC are determined. These values
are used to predict the first approximation to the location of successive

zero crossings. The covariance of V, and V. is calculated over a range

) R
given by:
N NC
TZ + m 7 7P <t §~Tz + m 5 +p

1 1

where p is a small integer, say 4, and m is the zero crossing number.

The resulting covariance amplitudes are plotted against the lag values
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in order to confirm that the zero crossing has actually occurred within
the range of lags used and the value of T, is then obtained by interpol-
ation. If the range of lags is biased to one side of the zero crossing
a correction to Tzl may be introduced. Values of m and the correspinding
T, are stored. m is changed to take values -8 < m < ~4 and 4 <m<38
and the resulting set of 10 pairs of values of m and T, are punched on
paper tape. Linear least squares fitting of m and T, produces a straight
line slope %—, where w is the test frequency in rad/sec, and intersects
the m = -} line at a value of T such that € = wr where ¢ is the phase
lead of VR over V¢.

For determination of the amplitudes the covariance is calculated
again at values of lag T, * (m+§)NC/2~p <t T,

1 1
each m the resulting set of points are used to determine the local extreme

+ (m+£)NC/2+p. For

value (peak or trough). This can be repeated for the values of m used
before, and the average modulus of these extrema is taken to represent

the best estimate of the amplitude C For determination of the ampli-

R’

tude of C¢¢ » the auto-covariance of the displacement signal V can be

calculated as in the case of C¢R but with L 0 and 4 < m < 8. The
1
average of the resulting extrema yields the best estimate of the amplitude
C .. The ratio of C,_ and C,,is given b
64 4R TR 7

Cor . R _je
Cos -

o

L

where j = V=1 and ¢ is the phase difference. This ratio is in error
because of the dynamic characteristics of the data handling system. In
order to correct for this, the procedure outlined above is repeated using
the calibration signals. The resulting ratio of covariance to auto-
covariance of calibration signals corresponds to the amplification ratio

of the two recording channels and the phase angle €. corresponds to

al.
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the phase difference at the test frequency. 1If the results for the

main signals are corrected, the result is
-~ ~

[S@.&} _ [i@.&] / [f@z} S car)
C e A
¢ cor. C¢¢ sig. C¢¢ cal.

The quadrature component of the expression above can be introduced into

equation 3.90a and the damping term is obtained. When this is repeated

for wind-off and the corresponding damping is subtracted from the wind-on,

the difference gives the aerodynamic damping as follows:

~ IS

C
aerod. damping = {JE%
C

C¢R cal[ $¢

i

c
aero

The nondimensional roll oscillatory derivative Ep can be obtained
readily from this equation using the flow and model geometry parameters,
p (air density), U (flow velocity), S (wing area) and semispan s as
given by equation 3.92.

The data reduction method described above is then repeated for
other incidences o, and the results of RP are graph plotted against o.

Due to inherent variability in the analysis as a result of noise in
the signals, a repetition of the analysis for different parts of the
record can be taken as a check on the degree of precision of the data

reduction method.

Main points in test procedure

a. Check that the model roll displacement calibration is free from
incidence displacement interference over the range of incidence

and roll oscillation amplitude.
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b. Check that in the wind-on state the model is properly aligned
with the free stream, so that at zero roll angle the fin does
not generate any significant aerodynamic side force or yawing
moment over the range of incidence of interest.

c. A check is made that the current signal has a sufficiently
large dynamic range in both wind-on and wind-off states. Various
settings of d-c compensation are determined.

d. Calibration signals are recorded on tape for about two minutes.

e. Model roll displacement and balance roll current signals, a
reference version of the oscillation signal and the timing pulse
signal are recorded for the wind-off case. Record lengths
corresponding to about 60 cycles of oscillation are taken.

f. Set tunnel flow at constant speed and record speed head, air
temperature and ambient pressure. Check that model roll oseill-
ation is accompanied by a suitable roll current level at the
required incidence. Record about 60 cycles of oscillations on
tape and record down the incidence setting.

g. Repeat e) and f) for the set of incidence values of intereét
then record another set of calibration signals.

h. Data on tape is reproduced on an oscilloscope and edited if
necessary.

i. The digital data reduction method described earlier in this

section is then followed.

6.2.2 Oscillatory roll damping measurement - ramped incidence

In this case the model incidence is driven by a slow ramp function
while undergoing forced roll oscillation. The incidence displacement
is generated by the ramp function generator which was used in the steady

aerodynamic characteristic measurement technique (see ch. 5). The
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longest ramp time available is 220 sec. This is used to drive the
model over a range of incidence of about 6-8 degrees.

The data collection method is only slightly different from the
case of constant incidence, fig. 6.5. The number of continuous measure-
ments is increased by one, the incidence signal. A suitable setting of
the d-c compensator on the roll current signal is selected. Several
wind-on runs are necessary before signal recording in order to confirm
the absence of any significant signal distortion as a result of limited
tape recorded dynamic range. Signals are then recorded for the required
wind-on test rums at various ramp rates and incidence range.

Data digitization and digital analysis required some minor modifi-
cations owing to the nonstationary nature of the signals. Acquisition
is taken in two steps. The first involves the speed up of the V¢ and VR
éignals. The second step involves the acquisition of incidence and
reference signals. In the first step the filters are set to high-pass
followed in series by a low-pass in order to reduce the nonstationary
effect. The high pass setting corresponded to a cut-off frequency of
1/16 Hz in signal real time. The low pass setting corresponded to a
frequency permitting non aliased digitization of the signals into approx-
imately 150 samples per cycle of oscillation.

The incidence signal is piecemeal averaged with an averaging
interval corresponding to a record length of about 20 periods of roll
oscillation and an overlap of 10 periods. The covariance zero crossing
calculation between V¢ and Vp over lengths of the digitized record
corresponding to approximately 20 periods of oscillation is carried out
as in the previous section. An overlap of about 10 periods provides a
means of increasing the resolution of damping measured., In addition,

the covariance is carried out with respect to the reference signal in
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order to check the results obtained at several points within the

incidence range. In this case the analysis time per point is approxim-
ately twice that of the direct covariance. The procedure is applied

to the wind-on and wind-off cases with the same incidence at record mid-
range. Corrections for dynamic interference of the recording, filter~
ing and digitization on the signals are obtained by application of the.
covariance zero crossing method to a pair of calibration signals. The
difference between corrected quadrature components of current~displacement
covariance in wind-on and wind-off states at the same incidence yields

the aerodynamic damping. The test procedure is the same as described

in the previous section.

6.2.3 Pitch and heave oscillatory derivative measurement

Data collection and reduction method for this type of testing is
basically similar to that in fig. 6.5, but there are small differences
resulting from the number of measurements to be made. There are now
more than two signals to be analysed dynamically, namely pitch displace-
ment, heave displacement, force and moment current signals. Six signals
are recorded simultaneously on the tape. Four correspond to the main
signals above; additionally, a reference oscillation signal and the timing
pulse are recorded. Calibration signals of pure sinusoid form at the
test frequencies are recorded on the four main channels in order to
correct as before for the dynamic properties of the data handling system.
Precautions about signal amplitudes at the recording stage are similar
to those previously taken. At the data digitization stage there are two
options available, either to

i. carry out the data acquisition of the four main signals simult-

aneously without filtering via a multiplexer (corrections for
the phase shift due to multiplexing can be applied during the

analysis), or
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ii. carry out the data acquisition of a pair of signals at a time,
meaning that one of the signals will have to be used each time.
In this case high quality phase matched filters can be used
and the phase relationships between all of the simultaneously
acquired signals are preserved.
It has been found more reliable to follow the second option in view of
its practical simplicity. The number of rounds of acquisition in the
general case of simultaneous pitch and heave displacements is six for
the two forcing conditions. The use of two test frequencies made a total
of 12 rounds. When one of the displacements is maintained zero at every
forcing condition, the number of acquisition rounds reduces to 8. Signal
amplification and low pass filters are set constant throughout. About
60 periods of oscillation (150 samples per period) are digitized and
disc stored.

The covariance zero crossing method (section 6.2.1), was applied to
each pair of simultaneously digitized signals corresponding to a certain
model position, forcing condition and test frequency. Records approxim—
ately 20 periods long are first normalised and the ratio of the covariance
of current and displacement signals to the autocovariance of the dig-
placement signal is obtained. Repeating for the calibration signals on
the same pair of channels provides correction factors for the ratio. The
corrected covariance ratios of the two currents and repetitions for the
second forcing case provides the elements of the matrices LH] and Uﬂ
and hence the matrix product [G] [H]“ is formed (see equations 3.139,
3.140, 3.145). The whole process is repeated for the other test frequency.
Using the model geometric, calibration and flow data, the aerodynamic

characteristics can be obtained from equation 3.141 and 3.144 in non-

dimensional form as follows
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where symbols have the same meaning as in chapter 3. It follows that

the oscillatory derivatives are obtained by equating the real and imag~

inary parts of the equation.

Main points in the test procedure

a.

Check that model oscillations at the required test frequencies
in pitch and heave are not significantly coupled with other
modes of ﬁotion in wind-off and wind-on conditions.

Repeat (a) for all required mean model positions.

Select signal amplitude to comply with tape recording require-
ments. If the mean model position corresponds to large d-c
signals, then some form of d-c compensation or subtraction must
be employed.

Record the calibration signals on the main signal channels.

Set the tunnel dynamic head at a constant value.

Apply a pure pitch oscillation to the model at one frequency
and record pitch displacement, force and moment current signals,
a reference signal and the timing pulse signal. Ensure that
the model heave oscillation is negligible compared with pitch.
Record about 150 cycles of oscillations.

Repeat test with a pure heave oscillation at same frequency as (f).
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Repeat (f) and (g) at another frequency but at the same mean
model attitude.

Repeat (f) -~ (h) for other model mean positions.

Again record the calibration signals.

Apply the data reduction method described earlier.
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7. RESULTS AND DISCUSSIONS

Following the conception and development of the test techniques
presented in the previous chapters, several winged models have been
aerodynamically tested. These models have the common feature of a
slender wing configuration and differ only slightly from the main model
(i.e. the AGARD~G winged model) presented in chapter 5. The models
include:

i) a cropped~delta wing on a 24.0 mm (0.94 in.) diameter

fuselage,

ii) a cropped~delta wing on a 16.0 mm (0.63 in.) diameter fuselage,

iii) a pure delta wing supplied by NASA, Langley Fieldf*

All models fall within the same range of wing aspect ratio and total
planform area. The experience gained in carrying out tests on these
models will be discussed in the following section.

The techniques of testing presented in the previous chapters
featured model movement while collecting the relevant measurements.,
Such motions affect the model stability in suspension as well as the
analysis parameters. These aspects, in addition to confirmatory cheéks
on the overall system, are discussed in section 7.2.

Section 7.3 presents the quasi-steady aerodynamic test results
obtained using the incidence ramp method and the main model (i.e. the
AGARD-G winged model). Detailed discussion of the various parameters
involved is included, together with the effect of incidence ramp rate
on the results is given.

Dynamic measurements of the oscillatory roll damping derivative
are presented in section 7.4 as well as comparisons with published data.
Difficulties associated with combined pitch and heave oscillatory test-

ing are discussed in the same section.

* From now on this model will be referred to as the RAK model, since it
has been supplied by R.A. Kilgore.
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Overall error bounds and accuracy assessment of the results due
to uncertainty and fluctuations in airflow characteristics, technique

parameters and digital data reduction are discussed in section 7.5.

7.1 Preliminary testing results

7.1.1 The first application results

It has already been mentioned that, prior to undertaking this
investigation, the data reduction method was completely manual. This
involved model magnetic suspension in the MSBS and direct reading of
the DVM voltage signals that correspond to the various coil currents
and model positions. The model is held at a fixed incidence in wind~on
then wind-off conditions for as long a time as is sufficient to achieve
a stationary set of readings. Very often some kind of visual averaging,
or smoothing, is found essential. This averaging, applied to a measure-
ment involving several simultaneous readings is reasonably good only
while the balance and measurement system comprise a reasonably statistic-
ally controlled process. The MSBS has been shown before to contain
several sources of weaknesses that reduce its statistical controllability.
Figures 7.la and 7.1b illustrate the results of three sets of 1ift force
and drag force measurements on the 70° cropped ‘delta winged model. The
three sets are nominally exact repetitions and data reduction is manual.
The figures show random scatter as well as shifts due to systematic
effects. Careful and detailed investigation of the system indicated
that among the most probable causes, model position drift and operational
amplifier output intermittency and noise were prominent. In order to
cure the system expensive hardware modifications would be necessary. Such
modifications may add to the complexity of the whole system which may

reduce the overall system reliability. Short duration testing emerged
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as an alternative solution that may result in measurements relatively
insensitive to such weaknesses. It proved then timely since a devel~-
opment of a digitized data reduction system was required.

Contrived model motion during testing, with the motion both step~
wise (i.e. staircase) and continuous (i.e. ramp) were roughly evaluated.
The stepwise technique was rejected for ultimate adoption due to un-
certainty about the effects of the many velocity discontinuities. On
the other hand it was regarded as a means of confirming the continuous
motion data at key points inia ramp since a slow step process can be
regarded as a quasi-steady point-by=-point.

Sets of measurements of static characteristics for a slender
cropped delta wing model of aspect ratio 1,18 (model (ii)) and for
first time on the AGARD~G wing model, were taken by the old method of
point-by-point measurement and with an incidence ramp at a rate approx—
imately equal to 0.1 deg/sec. over an 8 degrees range. These incidence
ramp results were tape recorded and later—on filtered, digitized and
piecemeal averaged over 0.1 deg. intervals. The reduced results were
then compared with the results from point-by-point (manual) measurements.
Typical results were reported at a conference [AbdelmKawi et al, (1971)].
Fig. 7.2 shows a typical case with wings having transition strips near
the leading edges. The circles correspond to point-by-point results
while the continuous line corresponds to the incidence ramp case as
obtained from the computer graph plotter. There is evidently very good
agreement between the two methods. The continuous line data in this
figure corresponds to two incidence ramps corresponding to a positive
and a negative ramp rate of the same magnitude. The absence of any
significant hysteresis is a sufficient indication of the quasi-static
nature of data obtained at this ramp rate. It is of interest to compare

the testing time required in the two methods. The time required for a
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set of 15~20 points in the point-by-point case is about 35~45 minutes,
while the time required for the whole length of incidence ramp excursion
is about 1.5 minutes. The testing time for each point of the former
method is therefore comparable with the time required for a whole ramp
excursion. Fig. 7.3 shows the lift force coefficient for the AGARD-C
model where the wings are clean i.e. without transition strips. Fine
detail is clearly evident on this figure such as the plateau for a
between 1.7° and 1.9°. This is regarded as evidence that the MSBS is
capable of high resolution (of lift and angle of attack in this case),
but also that the steady ramp method can highlight detail, in particular
small discontinuities, which might not have been detected in conventional
testing using discrete changes of angle of attack. Alternatively in
conventional testing the small discontinuity might appear in a few points
but be interpreted as noise and therefore ignored. The fact that the
flow Reynolds number is ganerally low, 3.x 105 - 4.x 105 based on the
wing mean aerodynamic chord, renders the prevailing laminar boundary
layer over the front parts of the model very sensitive to model geometric
details and surface condition. Therefore such aerodynamic results may
only have limited practical importance.

The data reduction involved the digitization of the analogue
(tape recorded) signals, application of simple calibration relations and
graph plotting. It was found necessary to retain a simple data reduction
method at this stage. One reason for this was the limited programming
facility available to users of the Myriad computer.

Dynamic derivative measurements were confined to the measurement
of the roll damping derivative. The in-plane and quadrature components
of the model displacement and rolling moment current signals were
measured with respect to a reference signal of the same frequency using

a resolved component indicator. Owing to the low frequency of the signal
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and the 1§w signal to noise ratio it was difficult to get a reasonably
repeatable set of measurements. Heavy analogue filtering of the dynamic
signals using high quality filters improved the measurements but required
a long settling time and hence testing time. A first attempt towards
digital analysis involved the computation of the spectra of the two
signals. The dynamic transfer function between the moment and dis—
placement signals was obtained from the quotient of their cross—spectrum
and displacement spectrum. The method was rejected owing to the need
for a long record length to obtain reasonable resolution and hence
accurate phase information at the excitation frequency. The method
might have worked if the spectra were rather flat over a range of fre~
quencies.

Correlation analysis was then seen as a promising alternative.
The quadrature component required is directly obtained from the zero
shift cross covariance of the two signals involved. This component is
directly related to the damping of the oscillating system. When signals
are reasonably clean, i.e. of high signal to noise ratios, and records
are reasonably long, the results obtained from this method compare favour-
ably with those obtained following the manual method, i.e. using a
resolved component indicator. For signals with moderate to low signal
to noise ratios the agreement is less favourable since both methods are
prone to large errors in such circumstances. Therefore it was found
necessary to look for improvements in the covariance estimates by invest-
igating the nonzero shift covariances. This was encouraged and motivated
by the property that in a pure noise signal values covary less effectively

if they are sufficiently widely separated in time.
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7.1.2 RAK delta wing model results

The results of the preliminary investigation together with a
current interest in slender delta wings suggested the application of
the technique to the measurement of aerodynamic characteristics on
delta wing models and to compare the results with measurements obtained
elsewhere, [Vlajinac et al (1971)] » [Davenport and Huffman (1971)]
and [Stephens et al (1972)]. A sketch of the RAK model is shown in fig.
7.4. Wings of basically flat plate cross section are shown, but another
model where the wing cross section is a circular arc on the same fuselage,
has also been tested.

Steady aerodynamic data were obtained from incidence ramp testing.
In order to select a suitable ramp rate, lift and drag measurements were
examined with the ramp rates varying from 0.16 deg/sec. to 0.045 deg./sec.
in wind-on at a flow speed ranging from 22.4 to 40 m/s. The conclusion
arrived at was that a ramp rate of 0.08 deg./sec. or less was sufficient
to ensure quasi-static aerodynamic force measurements. This was then
adopted for the rest of the test program on these models. Sets of
measurements were obtained for the following conditions [Diab (19728 :

i) wing surfaces clean and with transition strips,

ii) different flow dynamic head values and hence Ry

iii) two wing cross sections, and

iv) varying digital piecemeal averaging interval during the data

reduction.

The tape recorded test data were analogue filtered, digitized, redgced
digitally and the results plotted. Although the digital analysis was
kept reasonably simple the effects of varying the analogue filter cut-
off frequency, sampling rate and piecemeal averaging period were invest-
igated in detail. It was found convenient and reasonable to use a
sampling rate equivalent to 62.5 samples per second and to average the

data every second of real time. The one second value was found adequate
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to show the required aerodynamic details. This corresponds to data
incidence steps of 0.08 deg. For a range of incidence ramp from -0.5°
to +6.0° a record results in a total number of digitised points of 9.5 K.
The total analysis time from the start of digitization until the final
graphs is about 25 minutes per case. A typical set of results is shown
in figures 7.5 to 7.10. It is important to note that continuous curves
shown in the graphs do not imply infinite resolution. This representa~
tion has merely been chosen to indicate that results are obtained using
a continuously varying incidence. Since the resolution is high (i.e.
* 0.04 deg.) it therefore seems justifiable to join the successive
points by straight lines. The details of the force variations taking
place during incidence intervals of the order of the resolution above
suffer the largest inaccuracies. Fig. 7.5 shows a complete set of
results for a model with clean wings while fig. 7.6 shows a similar set
with transition strips on the same wings. A comparison of the results
for the flat plate wings with those of Vlajinac et al (1971) and
Davenport and Huffman (1971) shows the following:
i)  The lift coefficient is higher than given by Vlajinac and

in particular the lift coefficients at incidence values of 2°

and 4° in the present results are 0.052 and 0.123 respect~

ively compared to 0.0494 and 0.1069 respectively in Vlajinac

et al (1971). Consequently the lift curve slope of the

present results at zero incidence appears to be closer to

the potential flow prediction [?olhamus (1971)].

ii)  The present data includes a change in sign of the lift
coefficient, hence the accurate location of the zero-1ift
incidence is possible. The zero lift incidence appears to

agree with results of Davenport and Huffman (1971).
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iii) Incidence resolution of the present data is + 0.04° as
compared to the results of Vlajinac et al (1971) and Daven-
port and Huffman09700F2: hence the new technique is more
powerful in showing small details on the 1lift curve.

Comparison of the results of the clean wings with those having trans-
ition strips (# 35 grit size) shows distinctly the existence of an
aerodynamic hysteresis near 0.5 to 1.0 deg. of incidence, fig. 7.7. A
plausible physical reason for the occurrence of such hysteresis might
be the complex wing-body interaction in a prevailing laminar boundary
layer. A siﬁilar phenomenon has been observed and reported in conjunc~
tion with earlier measurements in the same facility [ﬁudd and Goodyer
(1969i] and elsewhere [?irby and Hepworth (19712} . An important con-
sequence of the addition or removal of the transition strip is a shift
in the whole lift characteristic relative to the incidence scale., 1In
particular the zero lift incidence appears to shift by about +£0 as
transition strips of 3. mm width are fixed to the model at about 20 mm
behind the sharp leading edges of the clean wing. It is hard to deter-
mine the causes of this phenomenon, but since the Reynolds number is
very low, ~ 3, x 105, it is suspected that it may be a viscous effect.
When incidences are referred to the respective zero~lift values then
for same incidence increment but above 1° the 1ift coefficient of the
clean wing is consistently 0.025 higher than that of the other wing.
This effect may be attributed to a formation of some additional lift=-
producing vortices following a separation at a sharp corner when incid-
ence increases through 1°, The initiation of these vortices may be
triggered-off by viscous effects, hence the onset of a hysteresis loop
as discussed above, but their growth is of a potential flow nature.

The drag coefficient behaviour is more regular and has the expected form.
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CD is consistently higher for the wings with transition strips than

for the clean wings case. The effect of surface condition on the aero-
dynamic pitching moment is the elimination of an apparent plateau at
the incidence range of 0.5 - 1.0 deg. following the addition of the
transition strips. Viscous effects of the flow on the aerodynamic

characteristics C, and C_ is illustrated in fig. 7.8. Although the

L D
Reynolds number is low the variation of the 1ift coefficient with
Reynolds number, particularly near 1° incidence and also at high inci-~
dence can be clearly seen. It must be emphasised that although the ramp
rate is constant the effective or nondimensionalised ramp rate (i.e.
«C/U) increases as U decreases (or RN decreases) therefore rendering
different dynamic effects. The hysteresis loop appears to move slowly
towards higher incidences as RN decreases. Viscous. effects are however
more pronounced on the drag coefficient. The drag coefficient reduces
consistently as the Reynolds number increases. Fig. 7.9 shows the effect
of wing cross section on the 1lift and drag coefficients where both wings,
one the flat plate and the other the circular arc cross section, have
transition strips. The transition strips are reproduced as near as
possible on both. Finally fig. 7.10 illustrates the repeatability of
the measurements. It contains the data on the RAK model from &4 differ-
ent runs superimposed. The repeatability is clearly very good for CL~a
and CD-—CL characteristics.

In order to carry out oscillatory roll derivative measurements,
detailed examination of the covariance estimates was required. In part -
icular the effect of the analog filter cut-off frequency, sampling
rate and record length were investigated over the range of test frequen-—
cies of interest (i.e. 1. to 3.0 Hz.). Sampling rate dictates the
maximum cut-off frequency that the analog filter can be set to. The

cut-off frequency of the analog filter represents the bandwidth of
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the noise corrupting the signal. A cut—off frequency of 40 Hz (real
time) or 20 to 30 times test frequency whichever is lower was employed.
This cut-off is sufficiently below the mains frequency which in most
cases was detected in the signals. Maximum sampling rate is then
decided by the required covariance lag resolution and computation time
that can be tolerated. A value of 125 samples/sec. is found reason~-
able for the 1.0 Hz testing frequency. In order to assess the effect

of record length on the covariance estimate several oscillatory roll
test recordings were analysed with varying analysis record length. A
typical result for RAK flat plate model (for & = 0) is shown in fig.
7.11. This figure illustrates the autocovariance of the displacement
and current signals for wind-on and wind-off cases. Both signals are
normalised i.e. bias~free and divided by their respect{;e standard
deviations. It is clear that at least about 60 cycles of oscillation
would be required before the covariance estimates achieve their asympto-
tic values within 1/2%Z. For the case illustrated this would amount to
an angular error of about } to } deg. of phase difference between the
wind-on and wind~off case. It is significant however to notice that

the difference between the two covariance graphs for wind-on and wind-
off becomes more or less constant for record lengths above 20~30 cycles,
This evidence suggested the choise of 20 cycles for the record length

to be used in calculating covariances ahd in the application of the zero
crossing method. Covariance estimates for lag values further away from
‘system lag yet much shorter than record length are calculated. The

zero crossing of these covariances allows the utilization of more than

a single value of covariance to estimate the phaae angle. Details of
the method are standardized and have been given in sections 3.2 and 6.2.
Results of the application of this method to the measurement of oscilla-
tory roll damping having roll displacement amplitudes about 2 deg. at a

selection of values of incidence are shown in fig. 7.12. The nondimen-
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sional oscillatory roll derivative kp for the RAK Model with flat

plate and circular arc cross section wings is plotted and compared with
published results for similar geometries [Boyden (1970)1. Agreement

is very good for zero incidence but is progressively poorer as incidence
changes from zero. There are several reasons which may account for the
differences. First, it is possible that the differences are caused'by
differences in configurations, e.g. the RAK model has a fin and fuselage
while Boyden's model has none but must have had means to support the
model in the testing section, most probably a sting. The present
measurements are however free from support interference. Secondly, it
is possible that the discrepancy may result from differences in axis
systemé since the present measurements are obtained with respect to
wind axes while Boyden's are shown with respect to body axes. A correc~
tion of the present results requires a knowledge of the term 2; sin o
where 2; is the roll derivative due to side slip. The third possible
cause of error may be the data reduction technique. At an incidence

of 40, Qp for the flat plate wing appears to depart from the trend indi-
cated by the rest of the values which were in closer agreement with
Boyden's regults. Repetition of the test three times consistently
reproduced the same value with a scatter of about 3-4%Z. It is not clear
what might be the cause of this apparent error, although one may conject-
ure that the noise on the signals must have been very heavy at this
incidence value and so much more careful choice of the analysis record
should have been made. The other possibility is a systematic error in
the testing technique at this value. A logical remedy for this is the
use of a testing technique where the incidence is continuously ramped

in incidence while the model is forced into a roll osecillation.

The general accuracy of the results discussed in this section is
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limited by the strict adherence to simple calibration and data reduction
methods. The pitching moment coefficient is the least accurate of the
steady aerodynamic characteristics discussed above [Diab (197@}.L Wind
tunnel wall interference has also been neglected. Tunnel wall inter-
ference corrections are not significant except possibly for drag
coefficient and roll damping derivative results. Since a magnetic sus-
pension system is used the results are clearly free from support aero-—

dynamic interference.

7.2 Confirmation of overall system dynamic characteristics

The systematic investigation of the techniques of testing forming
the subject of this investigation required the detailed identification
and when possible the measurement of certain system properties. These
include details about the characteristics and behaviour of the MSBS in
wind-off and wind-on states. Most important among these characteristics
are:

i) the stability of the model in suspension in the wind-on

condition, particularly when the model is moving,

ii) severity of the coupling or interaction among various compon-
ents (or degrees of freedom) of the balance due to the nature
of the position sensing system and the field coil arrangement,

iii) the change in the dynamic behaviour of the balance and model
combination due to the action of aerodynamic forces.

(i) and (iii) above can be qualitatively assessed and may be quantitat-
ively measured, through the observation of the change in the natural

frequency and effective damping of the various degrees of freedom. Fur-
ther due to the lack of a fail-safe mechanism in the system, the appear-

ance of a spurious transient signal often caused a loss of model control
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followed by free flight ending with some form of model damage. In
addition to geometric distortions resulting from this damage, the mag-
netic moment of the model changes. This necessitated the adoption of
a careful sequence of repairs and checks in order to reduce the effect
on repeatability. A comprehensive test of performance of the overall
system with the wind on was carried out at regular intervals prior to
force calibration and data recording.

A frequency response measurement of the complete open loop system
(excluding the model) is very useful in assessing the stability of the
MSBS but is time consuming and impractical for routine checks. Further—
more it is difficult to relate wind-off to wind-on results. Alternatively
the step response is a simple test to carry out and could be very inform-
ative if the imperfections in the step signal, which are unavoidable in
practice, can be tolerated. This was therefore adopted as the standard
quick dynamic test. Typical oscillograms of responses of various force
components due to a step input in the feedback loop of the MSBS are
shown in fig, 7.13 ~ 7,15 in wind-on and wind-off cases. The top traces
in fig. 7.13 and 7.14 are the model incidence signals while the other
three traces correspond to 1lift force, pitching moment and drag force
signals. The excitation signal was injected into the control loop at
the same point as the ramp signal would be injected. Therefore the
dynamic responses obtained were relevant to the ramp testing technique.
The response times due to step excitation were found to vary a great
deal depending on the mean incidence, the flow and the sense of applica~-
tion of the step. Additional information that can be extracted from
these oscillograms are the natural frequenéies and effective damping of
various modes of motion.

In wind-off conditions fig., 7.13 (a) and (c) and fig. 7.14 (a)

and (c) show the effect of the starting incidence value on the dynamic
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responses of the incidence signal V,» lift force signal VF, pitching
moment signal VM and drag force signal VD. Settling time for Va seems
to reduce regularly from about 200 ms at zero incidence to about 100 ms
at an incidence of 4.1 degrees. The settling time of VF follows a
similar pattern over the same range of incidence and amounts to about

I to 2 times that of Vd. The wind-off natural frequency of the balance
lift force signal can be estimated from such traces and is about 10 to
20 Hz over the range of incidence considered. The pitching moment signal
response, however, is more dependent on incidence. VM response seems

to consist of two parts, an exponential decay on which is superimposed

a heavily damped sinusoid part. The latter tends to behave like an
impulse response which gets more definite with « increasing as evidenced
by fig. 7.14 (¢) and (d). The natural frequency of this component is
close to that of the VF signal. The response time however is estimated

to be 2-3 times that of Va' Similar to the behaviour of V., the drag

M?
force signal is strongly dependent on incidence. From fig. 7.14 (a) and
(c) and 7.14 (a) and (c) the effective damping appears to reduce as
incidence increases and possibly reaches a minimum at mid o range. As
evidenced by static force calibration, the drag current required to hold
the model at the same position varies nonlinearly with incidence for
incidences less than about 3} degrees but remains constant above that
incidence. Following a change in incidence the amount of change in

drag current depends on the initial and final incidences. At the high
incidence (o = 4.1 deg.) it can be seen, fig. 7.14 (c), that a step does
not cause any detectable transient in the drag current. It is therefore
only logical to deduce that the dynamic response of the drag current
signal is strongly affected by the nonlinearities of the VD axial dis~

placement characteristic. The wind-off natural frequency of this loop

is about 5-10 Hz while the response time can be estimated to vary between
2-5 times that of V .,  Fig. 7.13(b) illustrates the consequences of
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applying a negative step. Comparison of this figure with 7.13(a) shows
the effect of nonlinearity (of the static characteristics) on both the
natural frequency and damping of various force component indications.
In particular the drag current appears to suffer the largest changes.

The effect of aerodynamic forces on the performance of the MSBS
can be extracted from the oscillograms of fig. 7.13(d), 7.14(b) and (d)
at progressively increasing incidence setting. The conclusions about
natural frequencies and settling time remain substantially similar to
the wind-off case. The effective damping and the amplitudes of the
transients are, however, different.

Eddy current effects in the behaviour described above is difficult
to assess quantitatively but may only be qualitatively estimated. Eddy
currents affect the step response in two major ways, namely in contrib~
uting to the effective damping and in promoting dynamic coupling among
various balance components. The severity of both effects depends on
the steady state rise in various currents and associated gradients.

The major conclusions however remain unchanged.

The phenomena described above are quite tolerable for a point-by-
point measurement. For the ramp testing investigation however it is
necessary to cut down on the settling times. Careful 'optimization'
of the phase leads of various control loops improved the 1ift force and
pitching moment step responses while it improved the drag signal only
marginally. The settling time for the former components is brought to
the same order as Va while that of the latter is reduced to about 3
times that of Va’ fig. 7.15. The dynamic response levels were checked
and maintained during the test program since this policy appeared to

render the MSBS rather less susceptible to interferences.
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Dynamic coupling among various components of the balance was
observed in a similar manner to that of the step transient observation.
In this case the suspension currents and roll current response to the
step excitation in the incidence control loop were monitored. The sug-
pension currents did not indicate noticeable dynamic tramsients while
the roll current appears to be much more sensitive. Since model position
interaction has been ruled out as a possible cause, interaction must be
attributed to the electromagnets mutual inductances and the model eddy
currents. This phenomenon had not been as obvious when testing earlier
models., One reason suggested for the present strength of interaction
is the low roll suspension stiffness caused by the spatial distribution
and low magnetic moment of the roll control magnets mounted in the model
wings as compared with other models. Monitoring the roll current and/or
roll position during ramp testing is important since the roll control
loop has a low natural frequency and is generally lightly damped.

As a general conclusion to this section, it can be stated that
a correction to allow for the transients is difficult to implement with
a great deal of certainty. Effective damping ratio and natural frequency
of oscillation of various balance force components estimated from step
response can be used to realign various force components in the ramp

response measurements.

7.3 Aerodynamic data - steady characteristics

The knowledge gained from the preliminary results discussed in
the previous sections were put to use in the development of the incidence
ramp technique presented in section 3.1. The systematic study of this
technique necessitated planning a comprehensive set of calibrations and

measurements. The purposes are to cover reasonably wide ranges of the
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incidence ramp rate parameter and various types of aerodynamic
characteristics, and to ensure reasonable accuracy of the results.

Certain limitations were set by the MSBS, model and flow on the
ranges of variables involved. For example the incidence range is
limited to about 90, =1.5 to +7.5 deg. Incidence ramp rate is limited
by aerodynamic considerations. The lowest value of ramp rate for
transient-corrupted aerodynamic measurement can be estimated from equation
3.15. In that equation assuming V = 0.05, a = 0.5 and an averaging in-
terval of 0.2 deg. of incidence (i.e. corresponding to AL/i& = 0.2 deg)

then

: 1.8 /i

o =~
max RS

where TRS is the nondimensional flow response time (chap. 3) and h is
the flow dynamic head in cm of methylated spirit. Adopting TRS =2
(reasons will be discussed later) and h = 16 cm gives an estimate of
&max = 3.6 deg/sec. Alternatively, judging by the balance dynamic
behaviour discussed in the previous section a maximum incidence ramp
rate of v 15 deg/sec. appears to be feasible, at least for 1lift force
measurement. Therefore, for the purpose of this investigation an &max =
20 deg/sec. is chosen as the largest value for the testing program.

The minimum value of ramp rate is taken arbitrarily for reasonable

test duration to be about 0,05 deg/sec. which is slow enough to ensure
the accurate recovery of the static aerodynamic effects. Limitation

on the balance natural frequency and damping can be theoretically
estimated from equations 3.24 or 3.26. By making use of equation 3.15
the balance natural frequency @ and damping ratio £ in a single compoment

are given by

w, £z 100a rad/sec.
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For a typical damping ratio of 0.1 and the value of &max estimated
. from equation 3.15, the balance would need to have a natural frequency
of 570 Hz. This appears to be an overestimation of the requirement
and is certainly not reflected by the step responses of fig. 7.13, 14, 15
discussed in sec. 7.2, A limitation is imposed similarly on the flow
dynamic head. The maximum value is limited by the available electro-
magnet coil current (balance force capacity) when the model is subject
to the worst combination of aerodynamic forces. This consideration
allows a maximum dynamic pressure corresponding to 20 cm. methylated sPﬁﬂs
(1560 Npi}  The lowest value causes the largest errors in the measurements,
ref, sec. 7.5, and results in an effective increase in the nondimensional
ramp rate i.e. &%/U.
Following is a list of the conditions and the range of numerical
values of variables adopted in the testing program:
- Incidence ramp rate
0.05, 0.125, 0.25, 0.5, 1.0, 2.5, 5.0, 10.0, 20.0 deg/sec.
- Flow dynamic head range
5.0 to 20. cm methylated spirits.
- Wing surface condition
Clean and with # 35 grit transition strips.
Additional confirmatory tests were carried out for the purposes of
checking the freedom of measured aerodynamic data from yaw, vertical
heave and roll effects resulting either from position interaction,
magnetic field coupling or aerodynamic cross coupling. Several repeats
of a wind-on test were carried out before recording in order to ensure
a reasonable level of confidence in the test data. In particular, the
problem of one person maintaining the tunnel head constant and observing

the model visually, monitoring its position and the force signals and

~167~



taking records was responsible for a high rejection ratio of the records.
Table 7.lkshows a list of the recorded test runs (on magnetic tape).
For practical reasons only a selection of the cases were analysed, with
the result that only 20 cases (two for each ramp rate value) for each
wing surface condition were chosen for digitization and further data
reduction.

Since the incidence ramp is variable among the set of records
chosen, the settings of the analogue low pass 'antialiasing' filters
and the sampling rates have to be selected and adjusted. The criterion
. followed here is to fix the incidence averaging interval to about 0.2
deg. Equation 3.43 provides a means of estimation of the filter cut-off
frequency. Assuming the contribution of the highest harmonic component

to be attenuated to 1/10 of its amplitude (i.e. n_ = 0.1) then the cut-

H
off frequency of the filter is

&

f =16 a Hz
Ip

where a is in deg/sec. Alternatively, for a sufficient statistical
accuracy of the averages, the number of degrees of freedom (i.e. maximum
frequency x interval time length) of the averaging process must have a
reasonable value, say > 5. For the incidence averaging interval assumed
earlier, the corresponding filter cut~off frequency is ~ 25 o Hz. A
reconciliation of these two figures may be achieved by observing that

they combine into a concise form relating n, and the number of degrees

H

of freedom of the averaging process i.e. no. of degrees of freedom x "y
= 1/, The cut-off frequency is taken to be 25 o Hz for a > 1 and a
constant at 25 Hz for o < 1., The corresponding sampling rate is taken

to be 2.5 times this value. The digitized number of samples per record,
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the record comprising positive and negative ramp excursions plus three
pauses as shown in fig. 3.1 and 4.13, amounted to about 12000 samples
for the slowest ramp rate up to about 19000 samples for the highest,

For slow ramp rates, pairs of consecutive records are digitized in a
single acquisition period while for high ramp rates each individual
record is digitized separately. Piecemeal averaging of the two records
is carried out and results plotted for inspection and editing. The
limitation of the incidence resolution of the averaged data is provided
by equation 3.38. A resolution of between 0.06 and 0.1 deg. is possible
and corresponds to an overlap factor between succegsive averaging inter-
vals of 0.7 to 0.5 respectively. The degree of interaction with the
computer data reduction, exemplified by the editing process, is rather
lengthy owing to‘the absence of an online display, or soft graphic,
facility. Editing, however, provided the opportunity to remove unwanted,
or 'redundant', data lengths and also allowed the selection of records
for further reduction. The total number of points per record is then
chosen to vary from 185 points for the slow ramp to about 450 points o
for the fastest. The number of cases for each wing condition is there-
fore reduced to 10, Each selected case is punched on paper tape. The
rest of the data reduction process including the application of force,
displacement and data handling calibrations, the application of various
corrections and the data presentation is carried out on the University's
central computer following the procedure given in section 6.1, It is
worth commenting, however, that the alternative method of inverse
calibration matrix correction, due to small changes incidence, which

was adopted for the purpose of saving on computation time did not in the
event lead to significant savings. This is thought to be a consequence

of the relatively small number of points comprising each case,
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In the remaining part of this section the results of tests on
wings with and without transition strips are presented and discussed.
Discussions related to the 'optimum' ramp rate and general discussions

then follow .

7.3.1 Aerodynamic results — wings with transition strips

With transition strips applied, the flow pattern is assumed to be
turbulent and stable over the incidence range. This stabilising effect
has however a more subtle influence on the flow field than that. Certain
secondary flow phenomena peculiar to fine model details, and which may
be attributed to scale effects, may become very sensitive to the details
of the transition strip itself. Examples of sensitive flows are:

i)  the formation of secondary vortices at high incidence on
slender wings with sharp leading edges (a function of wing
thickness too),

ii) the flow at wing-body junctions, and

iii) the flow over the crevices and bumps on the lifting surface
as experienced on practical aeroplanes.

A largely turbulent boundary layer on the configuration shortens
and, to a large extent, fixes the flow response time than if boundary
layer was laminar. Assuming an equivalent flat plate with turbulent
boundary layers for the model planform, the nondimensional response time
from fig. 2.4 is 2.0. The maximum ramp rate based on equation 3.15
falls in the range of 2.2 - 4, deg/sec. for the flow dynamic head range
of 6. - 20. cm methylated spirit. The validity of the flat plate assump~
tion, however, is subject to experimental verification.

The requirement of fixing an averaging time interval with a minimum
length equal to the period of the transients of the slowest responding

force component (e.g. drag force) while incidence interval is kept con-
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stant at 0.2 deg. leads to a maximum balance-transients-free ramp rate
of 1.2 deg/sec. Therefore for ramp rates less than that figure the
contribution of balance transients are expected to be very small.

Computer graphic representation of the results of these cases
are presented in fig. 7.16 - 7.23 covering incidence ramp rates 0.125,
0.25, 0.5, 1.0, 2.5, 5, 10 deg/sec. respectively. The Reynolds number
is 0.37 million based on wing centre line chord.

The general form of the results for a reasonably low incidence
ramp rate of 0.125 deg/sec., fig. 7.16~(a)~(e), suggests that the data
is reasonably free from any significant dynamic effect. This is
evidenced by the closeness of the results from the up and down ramp
excursions. The force and moment calibration precision is represented
by the bar denoting 'resolution’ on the graphs for comparison purposes.
Although the Reynolds number is low, it is of interest to explain the
aerodynamic aspects of these results. CL varies linearly with incidence
over the range -lio to +2.5%. TFor higher values of incidence the 1ift
is nonlinear, having a slight hollow in the 1ift curve between o = +2.,5
and 4.1 deg., followed by the gradual nonlinear rise characteristic of
the leading edge vortex effect. This suggests that in spite of the sharp
leading edges of the wings, attached flow prevails at low incidences and
flow separation associated with the formation of leading edge vortices
is delayed. This delay is caused by the existence of the body extending
ahead of the wing apex. Similar phenomena have been observed by Kirby
and Hepworth (1971). In this reference, however, the delay amounted to
about 5° for a range of wing thicknesses and wing body combinations.
An indication, although with uncertainty, of the existence of the hollow
mentioned earlier can be detected in that reference at the transition
region, from linear to nonlinear lift. It is possible that in such

circumstances the hollow is a consequence of the interaction between the
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forebody vortices and the wing vortices, probably the formation of
the latter causing a premature breakdown of the former. It is inter—
‘esting to compare this result with the results obtained in the same
facility on the RAK model described in sec. 7.1.2. Owing to the
presence of the body the delay in the formation of the wing leading
edge vortices is clear, but owing to the lack of a forebody the hollow
is absent.

It is interesting also to compare the linear 1ift curve slope
found in the present measurement with that of the reference above.
Kirby and Hepworth obtained for their pure gothic wing (sharp leading
edges, aspect ratio 1.385) linear normal force slopes at zero incidence
of 1.66 per rad. for a 4% thickness wing and 1.6 per rad. for a 97 thick-
ness wing. Using the empirical formula due to Peckham (1958), the
normal force slope for the present model can be predicted from Kirby
and Hepworth's results. For a model comprised of the wings of the
present model extending to the centre line, but without body, the normal
force slopes should be 1.33 for 4% thickness and 1.285 for 9% thickness
wings when the thickness distributions are the same as that of Kirby
and Hepworth. The wings of the present model have a different thickness
distribution, hence slightly different leading edge thickness angles,
but the overall thickness to chord ratio is 4.837. The measured 1ift
curve slope at zero incidence is found to be 1.26 per rad. By taking
the drag at zero lift into account a normal force slope of 1.302 per
rad. results. This is in good agreement with the Kirby and Hepwroth re-
sults in spite of the difference in RN and surface conditions. It should
be noted that a conclusion of that reference was that for'a mid-wing
configuration the presence of the body produced no detectable effect on
the 1ift curve slope at zero incidence. Therefore the results obtained

in the present measurement seem to have a good accuracy.
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Fig. 7.16(b) shows the drag coefficient variation with lift
coefficient. It can be seen that there is a slight separation between
the ramp up and ramp down of incidence. It is important to distinguish
between two kinds of differences, nawely those that take place in the
range 0. < CL < 0.05 and those that occur elsewhere. The former
differences have mainly aerodynamic origins while the latter may be
attributed to dynamic effects of the testing or to some other systematic
error. It can be seen that the latter difference is of the order of
the difference between the starting and finishing points of the test
which suggests that in this test run there is a possibility of a drift
having occurred in the drag force loop. It has been argued earlier that
in the range of CL indicated above, any vortex system present in the
flow field may be due to the body or the wing thickness distribution,
and hence may have a strong viscous dependence. It is likely, therefore
that the hysteresis is a genuine aerodynamic effect. Comparison of
the drag coefficient of the present model with other measurements can
best be carried out by considering the lift dependent drag parameter,
(CD"CD )/Ci. This parameter was found to be twice as large as the values
obtaingd by Kirby and Hepworth. Moreover within the incidence range of
the test the drag parameter does not appear to approach a constant value
as would be expected for such a slender model. This result is corrobor—
ated by the CD“CE graph fig. 7.16(¢) which demonstrates a nonlinear behav~
iour. In view of the low RN’ no definite conclusion can be drawn about
the overall drag properties of this model.

Pitching moment and centre of pressure location are illustrated in
fig. 7.16(d) and (e) respectively. The separation between the results
corresponding to the two ramp excursions is of the order of the difference

between the start and end conditions and is less than 0.0005 (or 3.0 g.cm,
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of moment) which is smaller than the moment resolution of the balance.
There is a tendency for the centre of pressure to move forward at high
incidence. At the zero 1ift incidence the centre of pressure lies at
0.53 of the centre-line chord from the wing apex. This can be compared
with Kirby & Hepworth's results. Interpolation of their results for the
present model geometry gives XCP/Cr = 54, The present results are

seen to be in good agreement with that value inspite of the differences
between the two configurations. It is interesting to notice that the
centre of pressure is independent of the flow dynamic head. The differ~
ence between the two curves corresponding to ramp up and ramp down in
fig. 7.16 (e) may be attributed to either aerodynamic hysteresis or
errors in the data reduction technique. The apparent step in XCP/Cr

at ¢ = 2° is a consequence of the data reduction method. At. that incid-
ence a changeover from calculation of aserodynamic centre to that of
centre of pressure (sec. 6.1) takes place. This is detectable in vary-
ing amounts in most of the centre of pressure results reported here.

The effect of o on the measured aerodynamic characteristics can be
inferred from the observation of the results at progressively increasing
]&[ fig. 7.16 to 7.22. 1In general it can be seen that the positive
and negative ramp rate &ata begin to separate significantly for [&]
1.0%/sec. The apparent separation in the 1lift coefficient characteristic
at o = 0.25 deg/sec., fig. 7.17 (a) is believed to be a dynamic flow
fluctuation effect since it is not correlated with a significant hystere-
sis on the XCP/Cr characteristic. The effect of f&l on the amount of
hysteresis change in 1lift coefficient is shown in fig. 7.23, Effects
at four incidence values are considered, e.g. 0.0, 3.0, 5.4 and 6.6°.

It can be clearly seen that there is a marked change in the magnitude of
the hysteresis depending on the incidence and pitch rate. A pattern of

systematic change can however be obtained if the hysteretic component of
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CL is replaced by CL/CLGX& ), which is called here the 'lift parameter’,
fig. 7.24, According to the theory of sec. 3.1 this parameter is
equivalent to Z;/wn or the ramp response time lag of a second order
system. With linear aerodynamics and in the absence of any transients
the resulting change of lift parameter with a should be a constant line
parallel to o axis. Fig. 7.24 however shows clearly that the 1lift para-
meter starts at a constant value for very small &, gradually increases,
achieves a prominent peak particularly for large incidences near
[&! = 5 deg/sec., and then starts decreasing and presumably achieves the
level corresponding to o = 0 asymptotically. No attempt has been made
to deduce a physical reason for the occurrence of such peaks, or the
subsequent reduction in lift parameter at large a. The congstancy of the
lift parameter at all incidences at low values of & is sufficient evidence
for the absence of aerodynamic transients corrupting the quasi-static
results, hence simple corrections can be applied to account for different
lag values. The gradual increase in lift parameter is an evidence of
dynamic corruption. Fig. 7.24 provides a conformation on the aerodynamic
response time since it suggests that transients start affecting the
measurements at ]&! > 2.0 deg/sec. which agrees well with the prediction
given earlier. The noise on the lift curve, however, increases as ;
increase . This is a comsequence of the shortening of the piecemeal
averaging interval. A remedy could be the use of a more sophisticated
'filtering' algorithm.

The effect of ]&I on Cy is much more prominent, fig. 7.16 - 7.22,
In considering this data it is essential to break down the drag into
constituent parts, namely zero lift drag or minimum drag and drag due to
lift. The change in the minimum drag value, taken as the average of
ramp up and ramp down condition, with & is shown in fig. 7.25. The
strong dependence of CD _on ¢ is characteristic of viscous effects and

» min
the reduction in its value can only be a confirmation of the fact that
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with increasing o the flow approaches the fully turbulent state. This
result is significant since it suggests that as far as indicated forces
are concerned a further correction due to CD inaccuracy, even at very
small incidence ramp rates, may be necessary. The drag due to 1lift,
2
or the drag parameter (C_ - C )/C
D Dyin L

slightly with increasing }&[ at high incidence. This would be expected

s appears to decrease relatively

since lift variations resulting from high & arise from potential wake
adjustment.

The moment coefficient and centre of pressure are also strongly
dependent on i&f, particularly at low l&[. Apart from the increase in

variability of C . and XCP/Cr with increase in [a}, the global trend

M
remains relatively unaltered. The moment coefficient at zero incidence,
however, decreases gradually from -0.003 at I&! = 0.125 deg/sec. to
-0.017 at 0.25 deg/sec. and then increases gradually with f&{. This
corresponds to a change in the aerodynamic centre of about 27 of the
centre line chord. The static stability about mid chord at zero lift
appears to change from a value of approximately zero at 0.125 deg/sec.
to a stable value in the range of !&i ~ 0.5 = 1. deg/sec. but reduces

back to near zero at high pitch rates.

7. 3.2 Aerodynamic results - clean wings

Previous testing in this facility has shown that clean slender
wing models exhibit pronounced nonlinearities in their aerodynamic
characteristics at low incidences and low flow Reynolds numbers. They
may be caused by thickness and/or wing-body interference effects and
are referred to in the following discussion as secondary effects.
Therefore in addition to the determination of the steady aerodynamic
characteristics of the clean wing AGARD~G planform model, the same

measurements can be useful as a severe test of the validity of the
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incidence ramp testing.

An estimation of the flow response time is much more involved in
this laminar flow case since the vortex system is much more complex
and it is poscible that some of the secondary phenomena have a much
longer response time than the predominant flow. It is likely that a
complex pattern over a model would have a longer response time than the
flow over a flat plate with a laminar boundary layer. Following a
similar process to that pursued in the previous section and assuming a
nondimensional flow response time of &4,, the associated maximum permiss-—
ible ramp rate is estimated to be 1.1 to 2. deg/sec. for the range of
flow dynamic head considered before.

Further reduced measurements relevant to the AGARD~G planform model
with clean wings have been obtained and computer graphics of some of the
results are shown in fig. 7.27 - 7.32 for incidence ramp rates of 0.05,
0.125, 0.25, 0.5, 2.5 and 20.‘deg/sec. respectively. The Reynolds
number is 0.33 million which is slightly lower than used in the tests
with transition strips.

At very low ramp rates e.g. 0.05 deg/sec.,test duration is relatively
long. In this case the measurements become sensitive to fluctuations
in the manually éontrolled tunnel flow dynamic head. In addition, the
probability of spurious interference on the measurements is high. This
is clearly demonstrated by the results for I&f = 0.05 deg/sec., fig. 7.27
(a0 to (e). The separation between the ramp up and ramp down CL curves
near o = 3° and between o = 4.2° and 6.60, fig. 7.27 (a) are most probably
flow dynamic head fluctuations since they are absent in the XCP/cr graph,
fig. 7.27 (e). There is clearly spurious interference in the drag
coefficient at c, = -0.045 (or a = wI.OO), fig. 7.27 (b), and another

one on the moment coefficient at CL = +0,17 or (o = 6.60), fig. 7.27 (4).
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This is clearly an indication of a state of reduced statistical

control of this test. At higher ramp rates the test duration is shorter
and the chances of interferences of the kinds mentioned above are very
much reduced. Consider the results for l&l = 0,125 deg/sec., fig.

7.28 (a) to (e). This set of results indicates the 'static' nature of
the data. For the drag coefficient, however, the separation between the
two ramp excursions is comparable with the balance drag force resolution,
and there is insufficient evidence that this is an aerodynamic effect.
For this ramp case, the lift coefficient, fig. 7.28 (a), is very
different to the equivalent case with a tranmsition strip, fig. 7.16 (a).
Since the Reynolds numbers for the two cases are very close, the only
possible cause of the differences is the effect of the transition strips.
With clean wings the flow is expected to be predominently laminar. A
first look at fig. 7.28 (a) suggests that CL~a is more or less linear

in the incidence range —1.4 to +1.8 deg. with a slight waviness. 1In a
point-by-point measurement this waviness may be completely attributed to
experimental errors. The lift curve slope corresponding to this linear
range is about 2.0 per rad. This value is nearly 607 higher than the
corresponding value for the wings with transition strips. A closer look
at the CL"a curve reveals a great deal more information in this low
incidence range. It can be seen that around the zero lift incidence CL
has a definite linear trend in the range -0.2 to +0.5%.  The 1ift slope
of this part is only 1.65 per rad. or 307 above the corresponding wing
with transition strips. At higher incidence there is clear evidence of
a nonlinearity, similar to that associated with the formation of .the 1ift
generating vortex systems. At a = 1.5 deg. yet another vortex system
may have formed, however its effect does not appear to persist for long.

The interaction of this vortex system with the previous one appears to
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lead to a gradual cancellation of their resultant effect on 1ift start-
ing at an incidence of +1.8 deg. At an incidence of about 3° the 1ift
curve slope starts to increase again which indicates the formation of
more powerful 1lift genmerating vortices. It is suggested that the earlier
two vortex systems are akin to the sepaiation on the body surface and/or
on the aft parts of the wings while the latter is a wing leading edge
separation type vortex. This is supported by measurements and observa-
tions reported by Kirby & Hepworth (1971) and Kirby & Kirkpatrick
(1969). 1In the former reference it was concluded that wing thickness

and body presence cause a delay in the formation of the leading edge
vortex system. Flow visualisation along the model surface in the latter
reference provided a corroboration of the thickness effect at low inci~
dence and a clear indication of the reduction in 1lift curve slope of

a 167 thick delta wing at an incidence between 2° and 4° with free
transition. Evidence was provided in the same reference of the effect of
RN on the reduction of lift curve slope. Further evidence is required

in addition to that on fig. 7.28 (a) in order to support the possibility
of the vortex systems explained above. This is provided by the pitching
moment and centre of pressure results.

The pitching moment about the mid—-centre line chord and the centre
of pressure results are shown in fig. 7.28 (d) and 7.28 (e) respectively.
These two figures indicate a statically stable model (d Cm/d ¢, <0
with an aerodynamic centre at zero lift at .70 of the centre line chord
behind wing apex which is consistent with nonseparated flow. The con~-
clusion of this is that the aft parts of the model form the main lift
force generating parts. For incidences above 1.8 deg. (or CL > ,08)
the moment reverses trend to a statically unstable (i.e. d Cm/d ¢, >0

situation and the centre of pressure moves forwards indicating that the
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forward parts are contributing more predominantly to the total 1ift.
The kinks on the moment graph coincide with the key incidence values
quoted above. The fine details yielded by the slow ramp testing can
therefore be utilised to obtain more precise information about complex
flow patterns than hitherto in conventional testing.

The drag coefficient is shown in fig. 7.28 (b). Cp is about } of
)

that shown in fig. 7.16 (b), another confirmation of laminar flow.
Although there is a certain amount of remmant noise on the drag curve,
more than on the 1lift or moment curves, the kinks shown on the graph
occur at the key incidence values. Two important features of theidrag
behaviour deserve comment. One is the slight asymmetry of CD about

CL = 0 for which the only plausible explanation is small asymmetries n

in the model configurationﬁ The other is the occurrence of valleys,

or local minima of Cys at nonzero incidence. The most significant one is
at CL n~ 0.07 or o v 1.8%, Several posgibilities can explain this
phenomenon. The cancellation of the effects of various vortex systems in
this range of incidence, as argued in conjunctioﬁ with the reduction in
local lift curve slope, may be rather associated with annihilation of
some of them in favour of the remaining ones. Such annihilation, or
vortex breakdown, is usually accompanied byva reduction in the drag force
slope at least in the low RN range [Kirby & Kirkpatrick (1969)]* The
alternative possibilityyis the effect of the blunt base of the fuselage.
The latter could be responsible at least in part for this phenomenon since
the vortices generated on the model finally interact with the base wake.
The drag due to lift expressed in the form of the drag parameter, or the

drag variation with C2 fig. 7.28 (¢), did not approach an expected

L

. . . 2 .. ' pes .
constant value or linear behaviour with CL' This is difficult to explain,

but it agrees with the findings related to wings with transition strips.
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The changes of the aerodynamic characteristics with [a[ can be
obtained from fig. 7.27 - 7.32 for progressively increasing !a!. These
changes are similar to those for the case of wings with transition

strips.

7.4 Oscillatory derivative results

As a verification of the estimated optimum record length for
application to the covariance zero crossing method, a limited digital
simulation has been carried out. A block diagram of the simulation is
shown in fig. 7.33. A numerically generated sine wave of frequency
2.0 Hz and sampled at 180 samples/cycle is taken as the input to the
second order system represented by the box. Noise (1) and noise (2)
are different parts of a uniform random sequence, each having zero
‘average.

Ideally when the noise is absent, the output signal Y is an
attenuated (or magnified) and phase shifted version of the input signal
X dependent on the system transfer function at this frequency.  The
purpose of the simulation was to introduce various amounts of noise into
the signals, apply the zero crossing covariance method to signals X and
Y and then to compute'the quadrature component of Y with respect to X
for a range of record lengths around those predicted from fig. 3.13 and
3.14. The results showed an excellent greement with prediction for
a specified accuracy of 0.5% in the quadrature component magnitude. 1In
fact for a system phase difference of 12° the following phase differences
between the X and Y variables at different signal-to-noise ratios, but

with a constant record length of 20 cycles, were obtained:

Signal~to-Noise ratio Phase angle error
Input Output ® (O)

o0 w0 11.96 ".OL}
7.54 1.72 11.92 -.08
7.54 0.262 12,92 +.92
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It is clear from these limited results that the prediction of the
theory is of the right order.

The technique of covariance zero crossing presented in section 3.2
has been applied to the measurement of oscillatory aerodynamic deriva-
tives for the AGARD~G wing model. The procedure followed is that given
in section 6.2. Flow dynamic head and amplitude of oscillation are
chosen such that the dynamic range of the electromagnet currents
corresponding to oscillation do not exceed the coil capacity. A
convenient value for the dynamic head of 10.5 cm. methylated spirit (820 N/m?)
was used. The low closed~loop stiffness of the roll control is mainly
responsible for the choice of a low dynamic head. The 'optimum'
amplitude setting is chosen from observation of several test runs, and
the linearity of the response is checked by digital analysis of a set
of recordings at different amplitudes of oscillation but constant inci-
dence and flow dynamic head. Fig. 7.34 illustrates a typical linearity
check. The standard deviation of the roll displacement signal o¢ is shown
as the abscissa while the quantity (cI(c¢).(c¢E(c¢¥) is proportional
to the amplitude of the cleaned roll current signal relative to displace~
ment signal and e/m is the phase difference between the two signals.

The linearity is well established for the range of displacement measured
upto about 1.8°. Below 0.5° or above 2° of roll oscillation amplitude,
marked signal distortions could be observed. Throughout the program of
testing the amplitude is kept down to about 1.0 - 1.6°. The general out-
come is a set of results at low flow Reynolds number i.e. 3.64 x 205

based on the wing centre line chord, and low rolling frequency parameter,
0.013 to 0.03. The frequency parameter is ws/U where w is the oscillation
frequency in rad/sec., s the semispan and U is the flow speed.

The effect of noise on the length of record used for the estimation

of the covariance functions has been investigated for this model and the
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conclusion remains substantially the same as that of section 7.12,
namely that a minimum record length of 20 cycles is necessary for a
reasonable accuracy of various estimated covariances.

180 samples per cycle of oscillation is regarded as a reasonable
compromise between the accuracy obtainable with the present signal-
to-noise ratio and precision of analysis. The sampling rate chosen is
related to the number of samples per cycle and oscillation frequency.

Fig. 7.35 illustrates typical plots‘of digitized roll displacement and
roll current signals, in a wind-on test. Trace (a) corresponds to

the displacement while the other two correspond to current signals. The
top current signal (b) is a typical signal heavily polluted with noise
while (c¢) is only lightly polluted but rather distorted.

The spectra of pairs of the signals, e.g. roll displacement and
roll current signals taken in wind-on or wind~off at constant incidence
setting were digitally computed and the signal to noise ratio was estimated.
These signal-to-noise ratios were introduced into the charts of fig.

3.13 and 3.14 together with various frequency ratios and accuracy require-
ments to determine the suitable analysis record length. Typical values
of the signal to noise ratios obtained for different incidence gsetting

are shown in the following table.

a (9) -1 0 1 11,75 1| 3 13.5|4.415.216., |6.9
Bx = (S/N)disp. 19 18 |22 |26 21 {28 |28 {25 18 | 12
By = (S/N)curr. 1.91 2,21 3.416.9 3.1{6.1 | 6.4 4.9 1.5] 4,5
B B 36 | 40 175 1180 65 [ 170 | 180 | 120 27 | 54
Xy * * *
min. length of
record (cycles) 20 20 20 |20 20 120 20 20 20 | 20
from figs 3.13
and 3.14.

(S/N  denotes signal-to-noise ratio)
(* indicates distortion present)
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Except for the incidences -1 and 6° the signal-to-noise ratios appear
to be good and the figure of 20 cycles for minimum record length is
confirmed.

Table 7.3 shows the list of cases of oscillatory derivative
measurements which have been recorded., Owing to the large volume of
computation required, see below, only a few of these records were selected
for further reduction.

A the data reduction stage there is a great deal of interaction
with the computer, (see sec. 6.2.1) and comsequently the computation
time is long. The limited programming facility on the available computer,
Myriad Mk II, has hampered attempts to produce more extensive results.

To illustrate the volume of computation involved per each data point
consider a 20 cycle record. These are sampled at 180 samples/cycle
giving 7200 samples. The covariances are computed at 8 lag values around
each zero crossing and 4 lag values around each peak or trough. If 10
zero crossings, 10 covariance peaks and 5 auto~covariances are calculated
then the total number of lag values is about 140. This represents a

considerable amount of computation per record.

7.4.1 Oscillatory roll damping - constant incidence results

Oscillatory roll damping derivatives of the AGARD~G wing model have
been measured at constant incidence settings, at two different oscillation
frequencies and for two different wing surface conditions. For the
practical reasons cited earlier, only a few cases were analysed.

The tape recorder was checked for its gain and phase accuracy and
was found acceptable. The wind-off signal-to-noise ratio product (Bxsy)
was found to be higher than 60 over most of the incidence range except
near or above 6.0° and near or less than -1.0°. Typical values for
wind~on signals are shown in the table above. These are regarded in

general to be acceptable except for high incidence and they can be
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analysed with a standard 20 cycle record length. Detailed examination

of the signals with poorer signal~to-noise ratios or at extreme incidence
suggests that the distortion of the sinusoid rather than the added noise
is more serious. The correction of the rolling moment calibration con-
stant (obtained statically) due to dynamic effects has been estimated
before, see (sec. 5.5) and is small.

Reduced results for different caseé are shown in fig. 7.36 in the
form of the variation of Qp with incidence. lp is compared on the same
graph with results of recent RAE measurements on the standard AGARD-G
wings [Fail (1973)] , NASA results on 74° delta wings [Boyden (1970)]
and earlier measurements in the same facility on a cropped delta wing
model Eébdelkawi et al (1971)] . It must be noted that Fail's and
Boyden's results are given in a body axis system i.e. zp + 2% sin a

Present results for the wings with transition strips for oscillation
frequencies of 1.0 Hz and 2.0 Hz agree and have the same trend in the
range of their overlap. A few points were found to lie outside the
trend e.g. at @ = 6 and frequency 1.0 Hz and a = 6.9° and frequency
2.0 Hz. It was found that in such cases the signal~to~noise ratio of the
displacement and/or the roll current signals were smaller than normal.

Certain differences can be noticed between the present data and the
published ones. The present data appears to have a peak at zero incidence.
It is interesting to notice that earlier measurement in the same facility
[Abdelkawi et al (1971)] exhibit a similar behaviour in the low incidence
range, i.e. near zero incidence, Failis and Boyden's data approach a
minimum at zero incidence. The existence of differences between the
sources of data is not surprising in view of detail differences in con-
figurations, methods of support, and of course Reynolds number. It has
been shown in the steady force measurements that the presence of a body

delays the onset of the sharp leading edge vortices. The immediate
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consequence of this on Zp for the present model is the delay in the grad-
ual increase in the magnitude of zp with increasing incidence. For

this model, the zero-lift incidence occurs at a = 0.2° (see séc. 7.3.1).
It is therefore reasonable to claim that the technique described in

this thesis is providing valid data. A physical intérpretation of fhe
troughs occurring at a = *50 and o = +1° ig in order. The products of
the signal to noise ratios at these incidences are 32 and 72 respectively
which indicates a high degree of confidence in the data. Having estab~
lished the credibility of the results at other incidences it is there-
fore most likely that these troughs are genuine. The reducing magnitude
of Qp in the vicinity of zero incidence, where the major contribution

is expected to be of a potential flow nature, can only be attributed

to an asymmetric vortex pattern of vis¢ous origin, similar to a thickness
effect, which dominates the outboard sections of the wing. This is
consistent with lift measurements discussed in sec. 7.3.1. The presence
of the larger fin is likely to be the prime reason that the ﬁp value
obtained at zero incidence in the present results is larger than Fail's
results. The effect of the fin at other values of incidence is to con-
tribute partly to the values of zp obtained.

With clean wings at zero incidence and again at incidences above
about 4%0 the oscillatory roll damping derivative is in good agreement
with data taken with transition strips. In the intermediéte range of
incidence, however, the pattern of the two sets of results 1is markediy
different, and can only indicate a sensitivity of zp to wing surface
condition.

It has been noticed that measurements at a certain fixed ineidence

following a decrease in incidence are of much lower signal-to-noise ratio
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and so are less reliable than the rest of the points. Examples of these
points are shown in fig. 7.36 with arrows pointing towards decreasing
incidence at o = 1,75° and 4.35°. 1In this range of incidence the 1ift
curve slope indicates a strongly nonlinear behaviour. Despite the low
signal-to-noise ratio, it is possible that the data reflects a real
aerodynamic phenomenon and that there is more than one state of equili~
brium of the flow pattern, the final state depending on the starting
conditions of the incidence and its speed of variation.

It is reasonable to conclude that the present technique provides
a useful alternative method for measurement of dynamic derivatives
when the oscillatory system can be described reasonably by a linear model.
The closest approach to this is achieved for the value obtained for Qp
at zero incidence where it is expected that any model would behave to
a large extent linearly. An examination of the wind-off model oscilla~
tions gives a good indication of any likely distortion in signals, which
in practice occurred at extremes of incidence.

7.4.2 Oscillatory roll damping with ramped incidence

Measurement of the oscillatory roll damping derivative has been
carried out with the model incidence smoothly changing following the
procedure of sec. 6.2.2. The incidence ramp duration is set at about
220 sec. for a single ramp, or 455 sec. for a full ramp test which
includes a ramp up, a ramp down and three pauses of 5 sec. each. Differ~
ent incidence ranges were selected in order to vary the ramp rates.

The number of records taken on magnetic tape is shown in table 7.3,

Owing to the large amount of computation needed per single record, only
one single ramp case has been selected for digitizing and further data
reduction. This corresponds to an incidence range of 8.8° and hence a

ramp rate of about 0.04 deg/sec. The wings have transition strips. . The
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flow dynamic head is set at ghe same value as in the previous set of
tests for measurement of Qp on the wings with the same surface condition
but at constant incidence. The frequency of oscillation is 2. Hz, the
number of samples per cycle is 180, the antialiasing filter is set to

40 Hz and the high pass filter to 0.0625 Hz. There are 162000 samples
for each signal. Using the same analysis record length of 20 cycles
fixes the incidence interval width. For the present case this corres~
ponds to v 0.4°, Although overlapping successive intervals can improve
the incidence resolution, only contiguous intervals were used in order
to reduce the volume of computation involved. Fig. 7.37 shows a break—
down of the computation details at different points along the record
length. Although the test covers two full ramps, the record was delayed
relative to the starting point of the ramp. The standard deviation of
the displacement signal is c¢ » the current signal Ope the covariance

of the current and displacement signals §¢B>’ the amplitude ratio of the

°r %R
effective or cleaned current signal =~ ——"  and the phase difference

g
¢ Cyy

%‘. It can be seen that a few points departed relatively widely from

the trend set by neighbouring points. It is believed that these points
are caused by spurious effects in the data reduction method. Modified
replacement points are flagged. The reduced results plotted against mid
interval incidence are shown in fig. 7.38.

The results of the incidence ramp test show two changes as compared
with the constant incidence measurements, The first is that the data
points in the incidence ramp case are more self consistent. The value
of zp obtained at a constant incidence setting of o = 6.9° is clearly
out of the gemeral trend and test repetitions either at the same incidence
or in the neighbourhood would be mandatory in order to establish the

local trend of Rp. For the ramped incidence case, values of zp at a
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certain incidence relative to that at any other nearby incidence is
correct to within a controllable small systematic error introduced by

the effect of a and computation errors. The second is a direct
confirmation of the effect of the direction of change of &. It can be
seen from the graph that in the incidence fange 2.5% < a4 < 4.3° the
resulting points for both signs of & coincide while elsewhere there is

a differénce amounting to about 57%. The agreement between the incidence
ramp and constant incidence measurement is only fair, particularly in
the incidence range where the roll damping characteristic exhibits a
strong curvature close to zero incidence. This is partly caused by the
averaging process (see sec. 3.1) and partly due to the bias effect of &
on the covariance estimate which is proportional to ;2 . There is a
possibility of a field interaction (a balance effect) at high incidences
introducing errors. Analysing more cases at different values of &
seems to be the only logical means for resolving these problems.

In conclusion, it can be stated that there is clear evidence
supporting the higher self consistency of the data obtained from combined
incidence ramp and roll oscillation. Details of the presence of any
hysteretic aerodynamic effects may probably be more easily obtained
from these tests than from conventional tests. The agreement between
incidence ramp results and constant incidenée results is only fair,
partly as a consequence of the use of a relatively high incidence ramp
rate. Because of the volume of computation involved the incidence
‘resolution of the reduced data points is kept to the width of the analysis,
or averaging, interval. With a more efficient computation algorithm,

however, the incidence resolution can be improved a great deal.

7.4.3 Two degree of freedom forced oscillation

The method developed in section 3.2.6 and procedure given in 6.2.3

were applied to measurements with a combined pitch and heave oscillation.
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The test was repeated at convenient oscillation frequencies of 1. and
2., Hz. The low dynamic head was set at 10.5 cm. methylated spirits.
Sets of recordings were taken at different mean incidences in wind-on
and wind-off states. The test runs were of an exploratory nature in
order to assess the accuracy of the data reduction method and the
postulated mathematical oscillation model.

A VR and V¢ ~ which correspond

to incidence, heave, forward coil current, aft coil current, roll current

The relevant signals Va’ he V., V

and roll attitude signals respectively =~ are observed and occasionally
the dfag current and axial position signals. It was clear that a
strong interaction among various modes of motion was present. The most
serious one is the interaction from the roll mode into a combined pitch
and heave oscillation. Nevertheless recorded signals were taken for
further investigation.

Fig. 7.39 shows a set of digitized signals obtained for a combined
pitch and heave forced oscillation at frequency 2. Hz and amplitudes of
1° and 2. mm. of the pitch and heave respectively., The filter setting
is the same as in the case of forced roll oscillation and the sampling
rate is chosen in order to yield 180 samples per oscillation cycle.

Strong nonlinearities are found to dominate the signals. This is
characterised by an apparent distortion of modulation of the signals.
The modulation appears to exhibit a beat having a period of about 4 - 6
times the oscillation period. It is possible that such modulation is
caused by the nonlinearity of model aerodynamics coupled with the strong
roll - longitudinal mode interactions. The consistency of the beating
along the record length (of at least 240 cycles) rules out the possibility
of a transient interaction from the balance but leaves the phenomenon

difficult to explain. The distortion of the signals is, most probably,
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caused by the relatively large amplitudes of oscillation.

The presence of such nonlinearity on the signals throws a great
doubt on the validity of the linear mathematical model assumed in
developing the theory of section 3.2.6 and the technique was not tested
further. In addition the strong interaction from other modes of motion
necessitates an increase in the order of the oscillatory system, i.e.
instead of a two degree of freedom oscillation perhaps a four degrees
would be more appropriate if the unmodified MSBS system is used. The
result of this would be a very complex mathematical model. Such a
measure is not justified within the scope of the present investigation.
Alternatively a simple way to reduce the interaction between the roll
and longitudinal modes is by increasing the model-balance roll stiffness.
This could be done by replacing the roll magnets by more powerful ones

i.e. having larger (BH)max e.g. samarium cobalt or equivalent magnets.

7.5 Overall accuracy assessment and general discussions

Measurement uncertainty is caused by several factors, and most
important among these are the following:

i) balance calibration errors,

ii) flow dynamic head fluctuations,

iii) model geometrical errors,

iv) suspension system nonstationarity,

v) oscillation frequency (for forced oscillation testing) errors,

vi) error in data collection and digitiéing,

vii) errors due to data reduction and analysis.
These are mainly random errors, provided that the contribution of each
source to the total error is very small. In addition there are two main
sources of systematic error. The first is caused by the dynamic effect

on the steady aerodynamic data resulting from the finite ramp rate in
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ramp testing, and then by the associated mathematical model assumed
for the model in dynamic testing. The second is the error in the wind
tunnel wall correction applied to the aerodynamic data. These two
sources of error are independent of the statistical control of the
measurement technique adopted. An overall error assessment therefore
requires estimating each of the above errors and combining them in a
cumulative way.

An accurate estimate of the random errors can only be determined
in a statistical form which dictates the need for a sufficiently large
number of test repetitions under the same running conditions,
Careful observation, however, has lead to a reliable rough estimate of
these errors from a limited number of experiments., Out of the variety
of possible sources of random errors listed above the most significant
ones are (i) and (ii). Assuming a similar error probability distribution
for both of these sources, then the probable total error in a measured
aerodynamic characteristic (or derivative) is given by:

acAz-g-g-/1+(cA~§%ﬂ)2

where the aerodynamic force F = qSCA and q,S,CA are the flow dynamic
head, wing reference area and the aerodynamic coefficient respectively.
GCA, 6F, 8q are the probable errors in the respective quantities. This
relationship can be graphically illustrated in a variety of ways.
Fig. 7.40 shows several possibilities for fixed balance error &F (= 1.0 gm
force) and flow dynamic head error §q (= 8 N/m2 or | mm methylated spirit ).
In this figure (a) and (b) illustrate the absolute error in 'normalised’
and explicit forms respectively, while (c) and (d) illustrate the corres—
ponding relative error in a similar manner as a function of the magnitude

of the aerodynamic coefficient with q as a parameter for the explicit
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forms. It is clear that the error reduces as the dynamic head q

(and consequently the Reynolds number) increases. The absolute error,
however, increases as the measured coefficient increases (e.g. lift
coefficient at large incidence). The significance of the contribution

of the dynamic head error to the total error depends on the magnitude

of the factor CA %%ﬂ - If this factor is much larger than unity then
the error is dominated by the dynamic head error and is more conveniently
expressed in relative form, while if it is much less than unity the

major contributor is the balance force error and is then more conven=-
iently expressed in absolute form. Similar sets of graphs can be con~

structed for different values of &F corresponding to lift force, pitching

moment and drag force.
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8. CONCLUSIONS

8.1 General conclusions

A study of new techniques of aerodynamic testing and data reduction
is introduced in this thesis. The aim is to produce accurate data with
a minimum of tunnel run time. The first technique consists of contin-
uous incidence ramp while collecting quasi~static aerodynamic data. In
the second technique covariance zero crossings are used for the accurate
determination of quadrature components of a forced oscillation system
and hence for the determination of aerodynamic oscillatory derivatives.
Thirdly a combination of the two techniques above has been considered.
Finally, extension of the second techﬁique to more degrees of freedom
is considered. Proposed procedures of testing and data reduction are
presented.

The theoretical basis for the ramp technique has been laid. Aero-
dynamic balance and data reduction limitations have been derived and a
relationship between the ramp rate, flow response time and data smoothing
obtained. This indicates that the product of nondimensional model
aerodynamic 1ift force response time and the nondimensional ramp rate
is equal to the incidence averaging interval multiplied by a constant.
The constant is related to the indicial property of the model and accur-
acy requirement for achieving the steady state. Balance dynamic effects
account for transients and time lags in force components, mainly at the
start and end of the incidence range. Digital data reduction method is
introduced and a piecemeal averaging over contiguous or overlapping
short intervals of the signals is proposed as a first step smeothing.
The accuracy of the method is assessed in terms of the noise on the

signals and recommendations about sampling rates and filter setting made.
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The concept of self consistency of data points in a single test is
introduced as a valid and useful qualitative measure of merit.

The six-component magnetic suspension and balance system of
Southampton University has been used as a facility for the application
of the incidence ramp technique to the measurement of aerodynamic
characteristics of an AGARD-G winged model. In spite of the slow
dynamic response of the balance and a roll-longitudinal mode inter-
action, a range of measurements have been made. Results for the lift
coefficient and pitching moment coefficient variation with incidence
agree with published results on comparable models in spite of the low
Reynolds number of the present tests (0.37 million based on wing centre
line chord). .The present results, however, show fine aerodynamic
details owing to the continuous incidence variation. The details revealed
in this way may be easily missed or mistaken for noise in conventional

'point—by~point measurement. The results of a single test demonstrate
the high degree of self consistency of data points over the range of
incidence covered. This is reinforced by an agreement between points
corresponding to positive and negative ramp rate which is better than
the force resolution of the balance,

Study of the effect of ramp rate on measured results, for the
range 0.05 to 20 deg/sec., produced at least two important conclusions.
Firstly the predicted maximum allowable ramp rate was experimentally
verified. Secondly, there is a need to correct viscous drag even at
the lowest ramp rate. Independent measurement of the minimum drag at
constant incidence is therefore important.

The optimum range of incidence ramp rates can be predicted and
depends on the facility for the lowest value, and on the model aero~
dynamic properties, balance dynamic behaviour and data reduction method

for the highest value. The application of the technique to aerodynamic

=195~



measurement in short duration facilities or continuous faci}ities
which do not necessarily enjoy the highest degree of statistical con-
trol, is recommended.

The measurement of oscillatory aerodynamic derivatives from
forced oscillation testing requires accurate comparison of the dynamic
properties of two time varying signals. A novel technique using the
digital covariance zero crossing is introduced and assessed as an
efficient means of data reduction particularly for relatively short
record lengths. The accurate determination of amplitude ratio and
phase angle of two sinusoidal waves in the presence of noise is demon~-
strated. Relationships defining minimum zero crossing lag of interest
and record length are derived and related to the degree of corruption
on the two signals and the required accuracy of the result. Tt ig
shown that the product of the signal-to-noise ratios of the two signals,
which forms the first important parameter of the method, can be usged to
define a minimum record length. Convenient charts are constructed for
this process. For signals with a product of signal to noise ratios of
about 25 or greater a minimum record length of 20 cycles suffices.

In digitizing the signals, the number of samples per cycle of oscillation
is found to be the second most important parameter, particularly in
determining of the phase angle.

The method is applied to the measurement of aerodynamic oscillatory
roll damping derivatives on the AGARD-G winged model at constant incid-
ences using the magnetic suspension and balance system. Oscillatory
roll displacement and roll current signals were analysed by thishmethcd
and results compared with relevant published data. The present measure-
ments reveal interesting variations of Qp with incidence in the vicinity
of zero incidence for the case of wings with transition strips. The roll

damping reaches a peak at an incidence very close to zere, has two minima,

~196~



one on each side of the zero incidence, and then conforms with the
expected trend at higher incidences. It is suspected that this phenomenon
is a combination of viscous effects and model asymmetry. At extreme
incidence values, however, the results appear to depart from the trend

of other data. It was found that the signals were severely distorted

at such incidences, which produces an effective reduction in the signal
to noise ratio and systematic error in the results. In such conditions,
the linear mathematical model of the oscillation is not valid.

The effect of continuously changing incidence while forcing the
model in roll oscillation has been considered theoretically and experi-
mentally. The mathematical model for the system still consists of a
second order differential equation but with time varying coefficients.
Results of measurement of kp in a 0.04 deg/sec. incidence ramp test are
analyéed by the method outlined above. As expected the signal~to~nqise
ratio of the records are better than for the case of constant incidence.
The limited results obtained are compared with constant incidence
measurement. The ramp results again demonstrate fine detail and indicate
the self consistency of the results. An apparent systematic difference
with the point by point results suggests that the ramp rate may be too
high or the dynamic correction is inadequate. Further simulation s tudy
is required to resolve this.

Extension of the covariance zero crossing method to a two-degree-
of-freedom system has been considered theoretically for combiﬁed pitch
and heave motion. Some practical balance difficulties are met in apply-
ing this method for the measurement of pitch and heave derlvatlves. It
is believed that nonlinearities and distortions of the displacement and
current signals coupled with interactions from the other modes of motion

renders the balance not particularly suited for testing according to the

~197-



simplified theory and procedure proposed.

General conclusions to be drawn are as follows. Certain viable
techniques for yielding high quality data from wind tunnel testing
have been introduced, tested and applied to aerodynamic measurements.
The resulting measurements are characterised by a high degree of self
consistency. The techniques could lead to considerable reduction in
the time and cost of testing per data point. The digital data reduction
adopted here involved more than one computer system, which often caused
errors. A single integrated system is therefore strongly recommended.
Further investigation is however, necessary in order to design a high

reliability system to match the particular wind tunnel.

8.2 Suggestions for further work

In the work presented earlier, certain aspects of the techniques
investigated have not been extensively assessed. The viability of these
methods can be greatly enhanced when knowledge about following aspects
can be obtained.

On the balance side improved calibration results are essential;
the dynamic effects of force calibrations are of particular importance.
Means of improving the frequency response characteristics of the balance
would enhance the range of testing.

On the aerodynamic side accurate knowledge on the following is
often required:

i) sensitivity of aerodynamic details to flow statistical

perturbations

ii) effect of secondary‘phenomena on flow response time, partic~

ularly relevant to complex configurations

iii) standardization of a step response of various configurationms.
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On the data reduction side it is strongly recommended that the
digital system used for the data reduction must incorporate sufficient
programming facility for carrying limited digital simulation of the
testing conditions and possible variations in the testing procedures.
Algorithms are required for efficient digital filtering to replace the
present piecemeal averaging but must be suitable for incorporation in a
digital on line preprocessor which carries out the first part of data
reduction in the incidence ramp case. This appears to be within the
capacity of commercially available systems. On the covariance zero
crossing method knowledge in two aspects is needed. Firstly the poss-—
ibility of application of high speed convolution methods can reduce the
computation time to a great extent. Secondly the search for more
efficient methods for extracting phase angle from a set of covariance

zero crossing lags of two signals plus noise.

8.3 Applications to conventional test facilities

The techniques of testing, data reduction and analysis presented
in this thesis require some modification for application in conventional
facilities. The essential hardware comprises a model moving mechanism,
a digital computer and a set of peripherals for monitoring data at
various stages of testing and data reduction as well as for producing
final results in the desired form(s). The motion equipment should be
capable of driving the model into various kinds of time varying dis-
placements, e.g, linear and angular, as well as combinations of selected
modes. A reliable means of precise model position monitoring either as
part of the motion driving gear or independently, for preference, is nec-
essary.

For a significant part of this work the intermediate stage computer

acted as a digital preprocessor on the data. Digital preprocessors with
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a wide variety of fixed and flexible configurations are now relatively
cheap. A digital preprocessor is a device designed to do only a séecific
digital computation on data on-line and so is faster than a mini computer.

A fully integrated system then would consist of a mini computer,
a digital preprocessor and ancillary equipment, e.g. model driving gear,
position monitoring systems etc., and peripheral devices, e.g. storage
oscilloscopes and VDU.

When the aerodynamic characteristics of the model are unknown
before hand or known to possess strong hysteresis it is necessary to
repeat the test at more than one ramp rate value for the quasi-steady
state testing and'more than one frequency and oscillation amplitude for
the dynamic testing. From these results extrapolation or interpolation
for zero ramp rate may be obtaiﬁed. The importance of the technique
however is in the self consistency of a set of data points, even when
the flow phenomena may be unsteady in nature. The increasing availability
of powerful, fast and cheap mini computers should be an encouraging
impetus for utilization of sophisticated test techniques. The importance
of mini computers in conjunction with digital preprocessors is that,
with a carefully designed reduction system, data from the facility can
be acquired on-line, digitally reduced and analysed, possibly in real
time and the results produced in a comprehensible form e.g. displayed
on a VDU. The flexibility of these mini computers is exemplified by
the ease of interfacing with a wide variety of peripheral devices
[Korn (1973)] and ease of operator interaction. In addition the short
time lapse between test time and final results would facilitate decision
taking about the course of the program, On~line digital analysis can by-
pass several of the intermediate stages used in this investigation e.g.

magnetic tape recording, tape recording static and dynamic calibration.
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APPENDIX A

FORCE~CURRENT RELATIONS

The forces and moments acting on a magnetically levitated model at

any instant of time depends on:

i) shape and state of magnetization ofvthe magnets in the model,

ii) magnetic field spatial distribution (or currents in various
coils if the model is magnetically saturated),

iii) model position relative to the electromagnets, and

iv) characteristics of the feedback control system in the case of

unsteady motion.

It is not practical to attempt to calculate theoretically the exact forces
on a general finite model in a non~uniform magnetic field, even for the
steady case, let alone the unsteady one. The difficulty arises from the
complex nature of the magnetic field distributien due to several finite
size electromagnet coils with mutual interactions among them and the finite
extent and irregularity of the magnetic material in the model. In view of
this fact it has been widely accepted that force and moment calibrations
should be conducted. The force~current relations need to be appropriately
formulated and the calibration constants experimentally obtained.

Acting as a balance every practical system involves a certain degree
of force interaction between various modes. So more reliable equations
expressing this interaction, and yet be capable of further extension,
would increase both the confidence of the translation of measured signals
into forces and moments and increase the precision of the balance.

A.l Magnetic force relations for the steady case

The first case considered is that of a stationmary (non-moving) model.
The relationships between forces on the model, field distribution, inten-

sity of magnetization and model position and orientation are found. To
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establish these relationships, the permanent magnetic material is assumed
to be made up of a distribution of non~interacting infinitesimal magnetic
dipoles. The elemental force and moment vectors acting on the elemental

dipole of magnetic moment ém are given by

> > >
§f = Cf sm.V(B)

A.l
> >

M = Cm sm x B
> >

where §f and &M are the force and moment vectors acting on ém, B is the
g

magnetic field strength at the location of 6m and Cf and Cm are scalar
> -
constants. Equations A.l are true only so long as the field H due to B

>
has a magnitude less than the coercive field Hc of &m. Rewriting these

equations in tensor form, for reasons that will become clear later, we
get
)

Gfi = Cf 6mj 5‘;‘{; Bi; = Cf Smj Bi

2

A.2
G-Mi = Cm (ij Bk - amk Bj)

Cartesian tensor notations are followed; repeated subscripts in the same
term denote summation, i,j,k take the values 1,2,3 only while r,s,t (to
be introduced and used later) take the values 1,2, +.. 6; and differen-
tiation is indicated by a comma in the subscripts.

The magnetic field Hi at a point in the test section, generated by
various electromagnets, is related to the currents in the respective

coils through the equation.

. =h, T A3
1 ir 't

H
where Ir is the instantaneous current vector with 6 independently con—
trolled current components. The second order tensor hir has components

that depend on the construction of the coils and on the relative positions

of the point under consideration. The magnetic field Bi (Flux density)
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affecting the model magnetic material is related to this generated field

Hi through
B, = p\j H A.ba

where pij is the permeability tensor of the medium. For a homogeneous

medium and a saturated magnet uij reduces to a scalar value, therefore

B, = u_ H, A.4b

Substitution from A.4b and A.3 into equation A.2 and integration over the

volume of the whole magnetic material gives

fi = Cf L\dmj hir,j Ir

A.5
up = Gy j (dmj hye v Ir = dmy hjr Ir)
hn
where the coefficients Cf and Cm now incorporate the permeability con-
stant.

In equations A.3, Ir is independent of the state of magnetization
and position of the magnet. The integrals over dm can be transformed to
volume integrals since the net characteristics of a magnet can be expressed
as the ﬁroduct of its magnetic moment magnitude and a unit vector which
depends solely on the shape of the magnet. Therefore these equations can
be rewritten as

f.=m A, 1
i

A6

By =m B L

where m is the magnetic moment magnitude, the 2-D tensors (matrices) Air
and Bir are 3 x 6 and completely dependent on the geometry of the coils
and test section, model magnet shape and its position relative to the

coils. They may be expressed as:
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A.7

Equations A.6 can be combined in the form of an augmented general force
vector FS with the first three components corresponding to the usual car—
tesian force components and the latter to the moments about the respective
axes. Similarly the position vector is, implicitly, augmented to include
all displacements in the six~degrees of freedom, It should be noted that
angular displacements are taken te be small in order to validate the vector—

Tal representatien. The force—current relations then take the compact form

Fg=mC. L, A.8
where . PO
Csr = Bjr s =3 =j3=1,2,3

By analogy with the simple case of a magnet in the field of a single electro-
magnet coil, the component Crs dependence on the component‘of the position

th! .
vector between the magnet and the s h coil takes the form

o (=) *° A9

where Do 1. ng varies widely depending on r and s,
Provided that C__ is a non singular matrix, its inverse exists, there-

fore 1
I - D ,F A\lo
m

where

Equation A.10 shows the manner in which the coil current vector (the
directly measured variable) varies with the model magnetization, external

forces on the model and medium characteristics including coil construction,
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shape and co~ordinates of the magnet. It is important to notice the linear
relationship between Ir and Fs.
Consider now the effect of variation in m, Fs and model displacements
X from a reference conditien on the indicated current vector Ir' Applying
a generalised Taylor®s theorem to equation A.10 and retaining only terms up

to 2nd order, the follewing are obtained:

X ¥ Am 1 XX
3 ~ ' + - o -
AIr Ir,s Axs Ir,s AFS Ir m ¥ 2[ Ir,t,s Axt Axs
xF pid 2
Am Am
3 y - 3 g, flottoe
F
Am
o~ 2 e A
Ir,s A?S u1] . A.11

where the superscripts denote the independent variable of differentiation
i.e. x and F denote position vector and force vector respectively. Re-

arranging and grouping the terms gives

F xF
Am T “A AnogoLBmy o
[rr’s -+ s x| AF =T+ T T (1~
b4 XX -
Amy |1
' [;r,s A-"D*7 Lies AXtJ A%y A.12

If the variation of m is represented completely, equation A.12 reduces to

y 5 | Am
&n Ifa5'+ " Ir.t,s Axé} AF = (m + Am) AL +ml =5
x 1 X%
h &? Ir:S tzonm Ir,t,s Axé} Ax A.13

This is the most general form for the steady force~current—displacement
relationship of a magnetic balance of the d-c type with a model containing
a permanent magnet. Second and third order tensors multiplied by m repre-
sent the universal calibration constants for the balance and magnet shape.

The universality applies because the constants are independent of the state
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of magnetization of the model magnet. This is maintained so long as during
-
force application [H] is less than magnet coercive force H .
An important consequence of this result is that force calibration
constants for a certain model, having a certain shape of magnet and reason-
ably strongly magnetised, need only be measured once.

The importance of equation A.1l3 becomes clear when the proper physical

meanings are associated with the various terms present. The elements of

F o1
the matrix m I (=m —~L =D ) represent the direct calibration con-
r,s SFS s
stants. For an ideally uncoupled system
n T =a[ T ] A 14
T,8 r,s’ T8

where Grs is the Kronecker's delta which takes the value 1 if r = s and
zero otherwise. The elements of this matrix are obtained from direct force
and moment incremental changes with the currents while the model positions

are held fixed.
xF

The tensor m Ir (in general 6 x 6 x 6) represents the position-

2E,8

force interaction calibration constants. Its elements are of the form

52 I A 3T
o RF 9% 9% @ 57
s t € S

These are second order derivatives which represent the rate of change of
the direct calibration constants with model orientation or displacement
from a nominal reference condition. This set of calibration constants

is a measure of the degree of non-uniformity of the field and the spatial
distribution of field gradients in the vicinity of the model. In general
the variation of Ir with X, is non-linear; however for small displace-
ments Axt, such exact behaviour can be approximated by a linear variation
bearing in mind that the effect on the overall force determination is of

second order compared with the direct calibration constants.
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X oL
The matrix m Ir {=m ~*£) which is 6 x 6 represents the utiffness

2 8 9x
8
matrix of the suspensien and balance system. The elements of this matrix
are only constant for small displacements owing to the current~displacement

non~linearity. The second order of this non-linearity is expressed by the

N xx v d 2)Ir
third order tensor m I ['a e =) |whose elements represent the
r,t,s th BXS~

degree of change of the stiffness with the displacement.

If one is to measure the external forces acting on a model by con-
ducting a single test (i.e, a wind-on test) all these factors have to be
taken into account and drastic restrictions have to be imposed on the
model displacements in order to reduce errors introduced as a result of
using equation A.13. Later on it will be shown that such restriction on
a single test and the close restriction on displacement are not necessary.

The last term in A.l3 represents the effect of change of model
magnetization on the net change of current vector AIr' This is linearly
related to the values of the currents If with the model levitated free
from external forces apart from gravity. The values of m Ir are again
independent of medel magnetizatien but can be shown to be related to the
model weight.

A.2 Use of the steady force calibration relation

Equation A,13 as presented above requires the determination of 510
calibration constants before it can be directly applied, In practice,
however, by follewing proper routines of testing such a large number of
constants would not be required.

Force calibrations are carried at a certain data whilst actual
tests may well be conducted at a later date. Between these two dates,
model magnetization could have changed. So if model position has not
changed, which can be easily checked frem the optics calibration,

equation A,13 can be applied with Fs = Axs-g 0 to give:
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(m+ &m) AL = =m I A% A5

which gives AT in terms of Am, If* m, So if the intensity of model
magnetization is independently but accurately measured, equation A.l4
above serves as a means of confirmatien of the universality of the cali-
bration constants.

Between two measurements taken with the model at the same position
and unchanged state of magnetization, equation A.13 can be applied to each
case and, after the two equations have been subtracted, the following is
obtained:

F Fx “t
ﬁn I +m I Ax | AF = m"' AL A,16
¥,8 8 T
- net net
where m' is the intensity of magnetization as measured just before the
tests and which may be different from the calibration value m. If only
one component of displacement is allewed, e.g, pitch, then equation A.15

reduces to

o~

i m I tm (Iz,s).§}AFS m' AT_ A17

The LHS of this equation becomes a 6 x 6 matrix. So

G AF = m® AL ‘ A.18
rs s r
2.
where BIr LR
Ses TMEE, Y™ Gaar, b1

Therefore only 72 calibration constants, the elements of Grs’ are required

to determine the net forces acting on the model between the two tests. If

Grs is non-singular, equation A.17 can be modified to give an explicit

expression for AF  as -1

AF = m" G__ AI A.20
s rs r
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Many of the calibration constants are almost zero. The larger the
number of vanishing elements the higher the degree of uncoupling between
various degrees of freedom and the higher the degree of symmetry of the
coil layout. In addition, for a certain presecribed accuracy of force
measurement, a few more constants prove too small to have a significant
effect.

It shbuld be noted that owing to the wide range of variation of Do
equation A.9, some current components may display stronger dependence on
the model displacement. In such cases an Improvement on the accuracy of
the calibration relations is achieved by the inclusion of second order
terms in the displacement variation. Equation A.19 can therefore be

modified to take the form

axr azrr 2 331r
Ses TT 5F, T ™hapE, T ™ Fadesr, A2

The determination of the additional term in this equation, however, dic-
tates higher precision requirement of the calibration procedure.

An additional use of equatien A.13 is in the assessment of the
changes in current resulting from madel positional drift caused by pos-—
sible contamination of the optical path of the pesition sensing system
or a drift in the characteristics of the optics operational amplifiers.
An example of this is the drift in axial pesitien which, although small
compared with tunnel dimensions, could seriously hamper the accuracy of
measurement of small drag forces if the axial stiffness is large. So by
application of equatien A.13 and noting that AYQ = 0 and drifts in axial

position affects only drag currents up to lst order, then

RS
e (AX) A.22

n (& T.) = m
D ox drift

drifc
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The constant m 3% can be easily measured when the model is suspended

wind-off by displacing the model forward and backward in several steps and

plotting Ib against x (or the axial displacement signal).

A.3 Extension to the dynamic case

For the time dependent case, corresponding to time varying external
force and/or time varying displacement, no longer can each coil be treated
separately. The time varying field generated by one ceil will cause a
time varying f£lux linking other coils and inducing an emf and vice versa.
The previous formulation must then be modified to consider the current
vector as made up of a d.c. part and a time varying part. The latter is a
product of the induction coefficient matrix with the time rate of change
of the current vector. Model motien induces another emf in the coils which
has to be included in the current vector. Temporal field variations set up
eddy currents in the conducting parts of the model and cause non-linear
damping forces. It is clear that the genmeral dynamical form of the force-
current relations is not easy to arrive at. Fortunately, in the case of
interest here, i.e. that of small model velocities and escillation fre-
quencies, eddy current effects can be neglected. The effort required to

develop the general equations does not seem to be justified at present.

A.4 Accursacy of force measurements

Force measurements using a magnetic balance are affected by three

main sources of inaccuracys

i)  Errors in the calibration relations, due te the truncation of
what essentially is an infinite series equation A.l1,

ii) Errors due to inaccuracy of the determinatien of the elements

of the calibration matrix,

ii1) Errors due to the noise present on the measured curyent signals.
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To a large extent the first source of errors can be compensated for
by accurate force calibiratiens, The second and third types of error can
be estimated from the calibratien relations, equation A.20.

If the calibration matrix is in an error of [A], and the measured
current signal is in an errer of {&8I} then the error in {F}, i.e. {6F}

can be shown to he given by
o1 ‘ i I T -l =111 :
{6 ¥F¥=m ([¢]7" fo1} - [e]" (Ja] @ = [e]™"[a]) "[@] ")) {1 + 81})
A.23

where in the previous equation the matrix [A] is assumed a perturbation
over [G], hence the direct method of evaluation of inverse matrix due to
Householder (1954) has heen applied. If [A] is taken such that

[[G]"‘-‘1 | [a]] << 1 equation A.23 reduces to

~1 -1 -1
{or} ~ ([6] 181} ~ [e] ([alle] ) {1} A 24

The first term shows directly the relation between errors on the measured
current signals and resulting error in force components. This 1s an ab-
solute error, i.e. it dees not depend on magnitude of force or current
measured. The second term, however, depends on tlie level of forces, or
currents, measured. By selecting the maximum force to be encountered
during testing, a numerical procedure can be established which can pro-
vide estimates of the errors {§F} due to small perturbation on each
element of [G]ﬂ The elements of EG], at this stage, need to be known
only roughly, e.g. only direct calibration constants obtained. The
desired accuracy of the force measurement and the results of the numerical
procedure can be used to set the accuracy prerequisite on the elements of
[6]. Consequently the important intervaction calibration constants can
be singled out and necessary calibration procedures carried out for their

deternination.
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Appendix B

Relationship between rigid body and constrained oscillation testing

*
A rigid body oscillating without constraints in 6-DOF can be

realised in wind-tunnel testing using a 6-component balance (e.g.

this MSBS). The static force-current calibration relation for a 6~

component balance is given by (App. A)

(4] {F} = (B} B.la

where [A] is a 6 x 6 matrix whose elements correspond to the balance-
model calibration constants; {F} and {V} are both 6-component vectors
corresponding to the magnetic forces and electromagnet coil currents
respectively. In actual fact the off diagonal elements of [A] are
nonzero as a result of force coupling inherent in the system. In
certain cases, e.g. well designed balances, these elements may be very
small compared with the diagonal elements, thereby indicating a close
approximation to an orthogonal or uncoupled forcep system. Multiplying

-1
equation B.la by the inverse matrix L{f gives

-1
{F} = [a] V) : B.1b

For a very low frequency sinusoidal oscillation, these equations may
still be valid for converting dynamic current signals into corresponding
dynamic forces.

The dunamic response of a model following a general small force
disturbance represented by the vector {F}, which has 6 components, can
be expressed through‘the 6-component displacement vector {X}. 1In

general {X} and {F} are related through 6 linear ordinary differential

%*
(DOF) degress—of~freedom,
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equations. In the case of harmonic small amplitude oscillations these
reduce to a set of 6 linear complex algebraic equations ghich can be

written in matrix form as

[F] x} = ({F} B.2

where [P] is a 6 x 6 matrix consisting of the system impedances.

Combining equations B.2 and B.1b gives

[p] x} = [B] (W} B.3

By virtue of the conditions imposed on equations C.l and C.2, the
oscillation must have both small amplitude and low frequency. The
elements of [P] in B.3 can be obtained using six excitations at same
frequency in which the set of vectors {V} are linearly independent.

An accurate measure of {V} and {X} in each case is then taken and sub~
stituted into B.3. The resulting set of equations can then be solved
for [P]. This involves the measurement and observation of 12 signals

6 times. This is hardly justified in most cases owing to the complexity
of the hardware as well as the data reduction method that might be
needed.

In practice, however, the full 6~DOF case is seldom required.
Various restraints on degrees of freedom, symmetries pertinent to model
or excitation can be utilised to reduce the number of measurements in an
experiment. However, no matter how carefully the experiment is conducted,
the existenc? of force coupling exhibited by the off-diagonal elements of
D{] (aﬂé[A] ) will cause a systematic error in the measurements if the
effect of such coupling is not taken into account. To consider this

analytically let the vector {X} be split into two smaller dimension sub-

vectors {Xl} and {Xz} such that
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X

Y

o et

{X} = ® B @
%,

Similarly for the currents vector

v

1
{v} = e B @ @ &
vy

and the matrices P and B can be suitably partitioned in a manner
that renders the resulting submatrices compatibly multiplicable with
the corresponding subvectors as required by equation B.3. This equation

can be rewritten as

-

The usefulness of this partitioning arises in the design of a particular
test with a limited number of DOF and hence limited measurement. As an
example, for pitch and heave testing {Xl} could have elements corres~
ponding to incidence angle and lateral heave displacement while the
corresponding current vector {VI} represents the pitching moment and
lateral force. {Xz} represents the remaining displacements, axial,
vertical heave, yaw gnd roll and {Vz} the other currents. In this case
[Pl] represents the reduced system impedance. It is obvious from
equation B.4 that unless [Bz], [B;], [Pé] and [Pé] are all identically
zero, errors in the measurement of [Pi] from consideration of {Vl} and
{XI} alone will occur. Expanding equation B.4 gives

[B] 3+ [p] %3 = [B]] tv,} + [B,] (v}

. _ - B.5
[p,] x,3 + [p,] x,3 = [B] (v} + [B] {V,}
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1f the system can be constrained such that either {Xz} or {Vz} is zero,
simplification of these equations can be achieved. Since current

signals are usually difficult to observe owing to their contamination
with noise while displacement signals are much cleaner, constraints

are applied to the displacements in the undistufbed modes. Assuming that

{Xz} = O can be achieved experimentally, then equations B.6 reduce to:

[

] x3= [3] v} + [B] (v,

B.6
[p,] x,3 = [3,] v} + [5,] v,

These equations show that in this case {Vz} can only be zero if EB31
and {P3] are also zero. A simplification can result, however, if [ﬁz]

ig zero, when
[p,] x,} = [B,] (v}} B.7

and the [?1] obtained from this is exactly the same as that from the
larger number of DOF oscillation. When [BZ] # [o l}VZ} must be
eliminated from equation B.6. After applying some matrix algebra the

equations reduce to

=1

-1
(2] - [8,] [8] [r1> tx;3= ([31-1[8,] [8] [B;]) v}
B.8

If balance force coupling is very small the second term on the RHS may
be regarded as a second order contribution compared to the first and

its neglect leads to

-1
(fp,] - [, [8] [eh) x,3 = [B] (v} B.9

~215-



This equation shows that another correction due to [PS] is required,
Physically [P3] could represent aerodynamic coupling or gravitational
coupling effects. Only in cases where these coupling terms in .conjunction
with balance coupling terms corresponding to [Bz] are known to be very
small can further approximation of B.6 be considered and it then becomes
similar to equation B.7.

Since this is a dynamic situation it is important to notice that
the approximations considered above may not in general lead to a uniform
error on the determined values of the elements of EP;]* This is caused
by the fact that these elements are not necessarily of the same order
of magnitude, neither are the elements of EPB] and calibration matrices.
Hence smaller value elements of [Plj will suffer the largest inaccuracy
if the corresponding elements in the second terms of both sides of
equation B.8 are not zero or very much smaller than the rest of the
terms.

For a carefully calibrated balance, a good estimation of [B] is
available while reasonable values may be obtained for the critical
elements of [P3]. Hence an accurate determination of [P;I (i.e.
oscillating system parameters and aerodynamic derivatives) may be

obtained from a limited number of DOF oscillation test.
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APPENDIX €

The Myriad Mk IT cemputer syétem

The data analysis centre of ISVR has a Marconi Myriad Mk II digital
computer, Mercer (1973), which is presently available to all users, The
centre's main activity is in statistical data analysis. The computer has
a 16 K words core gtore, a2 2 x 106 work disc store, two analog to digital
converters (each 12 bits and samples at up to 40000 samples/sec and one
with a 24 channels multiplexer input), an incremental graph plotter, a
control typewriter and paper tape reader and punch. A control language
modelled upon Fortran, developed by the centre is used. Data is handled
as a block, with a single name, comprising a data file. Associated with
each data file is a control bloeck which contains information on the stat-
istical properties of the data file. The system has available a library
of fixed statistical analysis algorithm subroutines which can be called

during the course of analysis to execute the required operation.
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Table 5.1

MODEL FORCE AND MOMENT CALIBRATION CONSTANTS

2
Grs = w27 . m zm (aIr) a +im 9 (31r5 a?
oF g do ‘9Fg 302 3Fg

Force vector = {L M D T}

Current vector = { Iy I, Ip Ig}'

m= 9,37
Direct Interaction Calibration Comstant
Component Cglibration . . . .

onstant Linear with o Quadratic with o

x 103 x 10% x 10°
Gy ~3.445 -0, 744 1.85
Gio ~0.328 0.0063 0.022
Gio -0.530 3.98 -0, 885
Giy 0.904 -9.94 4,84
G 3.650 ~1.036 2.175
Goo -0.317 0.009. 0.014
Go3 -0,240 -2.03 11.5
Goy -0,553 7.4 ~1.0
Ga1 -1.050 -0.0556 -1.53
G32 -0.040 0.023 ~0.067
G33 ~21.20 0 0
Gay 0.00 6.46 -5.27
Gy 0.540 24,7 -50.2
Gyo ~-0.105 ~0.063 _ 0.283
Gy3 -1.68 -0.226 4,21
Gyy 50.25 5.55 -4,52




Table 5.2

ACCURACY ©F FORCE AND MOMENT MEASUREMENTS

Resolution of measurements using the calibration constants of

Table 5.1 are:

Lift force .5 gnm
Pitching moment 4 gm. cm
Drag force .5 gm

Roll torque x1 gm. cm



Table 7.1

TAPE RECORDED STEADY RAMP TESTS
WINGS WITH TRANSITION STRIPS

Record | Type/Flow o Date| |Record |[Type/Flow o Date
Number | cm. Meth. |(deg/sec) Number cm., Meth | (deg/sec)
76 CAL - 22.8 148 0 2.0 23.8
77 0 .125 " 149 0 2.5 "
79 o 1.25 " 150 0 4.0 "
81 0 2.5 " 151 0 5.0 "
83 0 «25 " 152 0 8.0 "
85 0 2.0 " 153 CAL - 28.9
87 0 1.0 " 154 11.5 20.0 "
89 0 .50 " 156 " .05 "
91 11.2 .125 " 158 " 12.5 "
93 " 1.25 " 160 " .125 "
95 " 2.50 " 162 " 10. "
97 " .25 " - 164 " .25 "
99 " 2.0 " 166 " 8. "
101 " 1.0 " 168 " o5 "
103 " .50 " - 170 " 5.0 "
106 CAL - 23.8 172 " 1. "
107 0 2.0 " 174 " 4.0 "
109 0 2.5 " 176 " 1.25 "
111 0 4, " 178 " 2.5 "
113 0 5. " 180 " 2, "
115 0 8. " 182 11.5 .5 "
117 5. 2. " 184 15.3 .5 "
119 " 2.5 " 186 19.1 .5 "
121 " 4 " 187 7.6 .5 "
123 " 5, " 188 3.8 o5 "
125 " 8. " 189 0 .5 "
127 10.0 2. "
129 " 2.5 "
131 " 4.0 "
133 " 5.0 "
135 " 8.0 "
137 15.0 2. "
139 " 2.5 "
141 " 4.0 "
143 " 5.0 "
145 " 8.0 "




Table 7.2

TAPE RECORDED STEADY RAMP TESTS

SLEAN WINGS
Record Type/flow & Date
Number (deg/sec)
210 CAL - 1.10
211 12. 20 "
212 " .05 "
213 " 12.5 "
214 " 125} »
215 " 10.0 "
216 " .25 "
217 " 8. "
218 " .5 "
219 " 5. "
220 " 1. "
221 " b, "
222 " 1.25 | "
223 " 2.5 "
224 12, 2. "
225 12. .5 "
226 10, .5 "
227 8. . "
228 6. . "
229 4, . "
230 14. . "
231 o. . "
232 0 20, "
233 " 12.5 "
234 " L1251
235 " 10. "
236 " .25 -
237 " 8. "
238 " .5 "
239 " 5. "
240 " 1. 1
241 " 4, "
242 " 1.25 "
243 " 2.5 "
244 " -2, "
245 " 1. "
246 " 05 | ¢
247 CAL - "




Table 7.3

TAPE RECORDED OSCILLATORY DYNAMIC TESTS

Record Type/flow | Transition Osc.freq a o Date

Number cm. Meth (dz) (deg) | (deg/sec)
1001 CAL - 1. - - 15,9
1002 CAL - 1.5 - - "
1003 CAL - 2.0 - - "
1004 CAL - 2.5 = - d
1005 10.5 fixed 1.0 -.9 - 26.9
1006 i H " -.5 - 1
1007 f 1 o 0 - "
1008 0 " 0 1.0 - "
1009 " " " 3.0 - "
1010 " J " 6.0 - "
1011 0.0 " " -1.0 - "
1012 “ Y " -5 - "
1013 ! " " 0.0 - "
1014 " i " +1.0 - "
1015 g 1] 1 +3.0 - v
1016 1 i i +6.0 - "
1017 CAL " " - _ "
1021 10.5 " 2.0 - 0.0 | 27.9
1022 " " u - 0.02 ”
1023 " " ¥ - 0.02 "
1024 " n 1" 0.0 - "
1025 0.0 1 2 " - "
1027 " ) 1" - .02 1
1028 "o b " - .04 "
1029 10.5 # i - 0.08 it
1030 " i y - 0.08 "
1031 " 1 ] - 0.16 "
1032 " ) L - 0.16 "
1033 " " M ~1.5 - "
1034 " i ! -1.8 - y
1035 " i 1" + .9 - 1
1036 " i i +7.0 - "
1037 " 4 it 6.1 - "
1038 " ) I 5.3 - "
1039 ' i # b.b - "
1040 " 18 3t 3.6 - "
1041 " i " 2.7 - "
1042 " 0 n 1.8 - "




Table 7.3 (continued)

Record | Type/flow | Tramsition | Osc.freq a a Date
Number cm.Meth (Hz) (deg) (QE&LSGC)
1043 o fixed 2. - .16 28.9
1044 0 it " - .08 "
1045 0 W " -1.5 - "
1046 0 " s - .8 - "
1047 0 o » + .9 - "
1048 0 " " 7. - "
1049 0 " ' 6.1 - "
1050 0 ; " 5.3 - "
1051 0 " “ b.b4 - "
1052 0 " a 3.6 - "
1053 0 p i 2.7 - "
1054 0 , 0 1.8 - "
1056 0 " 1. 0.0 - "
1057 0 o 1.5 0.0 - "
1058 0 " 2.0 0.0 - "
1059 0 1 2.5 0.0 - "
1060 10.5 y 2.0 0.0 - "
1061 " i 2.0 0.0 - "
1062 " a 2.0 0.0 - "
1063 " . 2.0 0.0 - "
1064 " o 2.0 0.0 - "
1065 . . 2.9 0.0 - "
1066 " " 1.5 0.0 - "
1067 " a 1.0 0.0 - "
1068 " " 3.0 0.0 - "
1069 " " 3.0 bb - "
1070 " . 2.0 b4ob - .
1071 0 a 2.0 0.0 - "




Tablel3 (continued)

2

Record | Type/flow| Transition| Osc.freq a a Date
Number cm.Meth (Hz) (deg) | (deg/sec)
1078 8.4 - 2.0 - - 1.10
1079 " free " 0.0 - "
1080 " " " ~1.4 - "
1081 " " " -0.8 - "
1082 " " " -0.4 - "
1083 " " " 0 - "
1084 " " " + .45 - "
1085 . " " + .90 - "
1086 3 " " +1.8 - "
1087 : " " +7.0 - "
1088 4 " B +1.8 - "
1089 ! " " +5.3 - "
1090 ® " " A - "
1091 . " " +3.6 - "
1092 " " " +2.7 - "
1093 b " " +1.8 - "
1094 ‘ " " 0. - "
1095 9.8 " " 0. - "
1096 7.0 " " 0. - "
1097 5.6 " L 0. - "
1098 4.2 " " 0. - n
1099 0 " " 0. - "
1100 0 " " -1.4 - "
1101 0 " " -0, 8 - "
1102 0 " " +0.9 - "
1103 0 " " +=.7 - "
1104 0 " " +4 .4 - "
1105 0 " " +6.1 - "
1106 0 " " +7.0 - "
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FIG. 2.7. A MODEL UNDERGOING PURE PITCHING OSCILLATION
AND EQUIVALENT 2nd ORDER SPRING-MASS DASHPOT

SYSTEM.
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FIG. 2.8. INSTANTANEOUS VECTOR DIAGRAMS OF FORCES ACTING
ON SINUSCIDALLY OSCILIATING MODEL.
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