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Micromechanistic analysis of fatigue in aluminium silicon casting alloys 

by Andrew James Moffat 

Due to increasingly stringent environmental legislation, there is a requirement for 

lower emissions and greater overall efficiency of light vehicle diesel (LVD) engines. 

This continues to be achieved through the optimisation of design and careful selection 

of the materials used in key LVD engine components, for example pistons, so that 

they are lighter and can operate at higher temperatures. Pistons are non-serviceable 

parts and so must be able to withstand the fatigue and high temperature environment 

of the car engine. It is therefore important to understand the mechanisms of fatigue in 

these alloys to help inform alloy development for the next generation of pistons. 

Pistons are typically produced from multi-component Al-Si casting alloys. These 

alloys exhibit a complex, multiphase microstructure comprising α-aluminium as the 

matrix with silicon particles and several intermetallic phases. Previous research on 

Al-Si casting alloys has demonstrated that porosity is detrimental to fatigue life as 

cracks initiate freely at pores. However, with improved casting techniques porosity 

can be greatly reduced and other microstructural features influence fatigue life. In 

particular, Si particles have been shown to play an important role in the initiation and 

subsequent propagation of fatigue cracks. This study assesses the role of Si content 

and other microstructural features on fatigue behaviour by testing a set of well-

characterised multi-component, Al-Si casting alloys with varying Si content. 

Fatigue initiation behaviour was investigated at room temperature using S-N and short 

fatigue crack growth experiments. Pores, Si particles and intermetallic phases were 

shown to cause fatigue crack initiation. In a 0.67wt% Si containing alloy, large-scale 

porosity was observed and was the foremost reason for fatigue initiation. In two 

alloys the Al9FeNi phase was observed to be the most detrimental hard particle 

causing fatigue crack initiation. Nanoindentation results showed that Al9FeNi had a 
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lower hardness and higher modulus than Si and so Al9FeNi may be expected to 

fracture preferentially, consistent with the fatigue results.  

X-ray computed tomography demonstrated that all the alloys investigated contained a 

complex, interconnected, intermetallic sub-structure. As a result, the 

micromechanisms of fatigue are different to those in conventional particulate Al-Si 

alloys because particle fracture is required to ensure a level of crack continuity. At 

room temperature and 350˚C, and at low and high crack growth rates, the crack tip 

may be described as a diffuse region of micro-damage and intact ligaments. It is the 

extent of this damage in the alloys that controls the crack growth rates exhibited and 

simple trends between the Si content and roughness, reported for particulate systems, 

do not hold true in the alloys investigated in this study. The balance of the 

micromechanisms of fatigue was shown to be dependent on temperature. This 

highlights the importance of fatigue studies at temperatures that are characteristic of 

those experienced in service. 
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Chapter 1   

Introduction 

1.1 Background 

Automobiles play an important role in today’s society; in the UK alone there are 

approximately thirty million licensed ‘light vehicles’ (cars and vans) (DVLA, 2007), 

which equates to one for every two people. Engineers such as Benz, Daimler and 

Maybach are generally regarded as the pioneers of the car with Benz receiving a 

patent (German patent number: 37435) for his Motorwagen in 1886 (Mercedes-Benz, 

2007). The first cars used gasoline engines with the diesel engine being developed by 

Rudolph Diesel in 1895 (German patent number: 86633) and both fuel types are still 

in use today. Whilst cars have many benefits, there are also negative implications of 

car use, particularly the emission of gases (for example CO2) through the combustion 

of fuels, which are thought to be related to climate change. The issue of climate 

change is high on the international agenda and this was highlighted by the award of 

the 2007 Nobel peace prize to the Intergovernmental Panel on Climate Change and Al 

Gore “for their efforts to build up and disseminate greater knowledge about man-

made climate change” (Nobel Foundation, 2007). As a result of environmental 

concerns, efforts are being made to reduce harmful emissions. The key legislation 

driving this reduction is the 1997 Kyoto protocol amendment to the United Nations 

(UN) convention on climate change (UN, 1998).  

The target set in the Kyoto protocol for the European Union (EU) is for an 8% 

reduction in ‘greenhouse’ gas emissions from 1990 levels by 2012. Whilst most areas 

of industry in the EU have reduced their emissions, those from transportation have 

risen by 26% from 1990 levels (EEA, 2007) and automobiles account for 24% of all 

CO2 emissions in the EU. This is partially attributed to the increased number of cars, 
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for example in the UK there has been a 10% increase in light vehicles since 2000 

(DVLA, 2007). To fulfil the Kyoto targets the EU has proposed a series of guidelines 

and these can be broadly split into two areas: 1) reduction in car usage and 2) 

reduction in car emissions (EEA, 2007). Development of road and alternative 

transport networks are seen as an important way in which car usage may be reduced 

whilst legislation is seen as the primary mechanism for reducing emissions. For 

example, the conclusions of a recent report (Smokers et al., 2006) to reduce average 

CO2 emissions to 120g CO2/km by 2012 (the average level in 2004 was 163g 

CO2/km) are likely to be adopted as EU policy (EU, 2007). 

It is the increasingly stringent environmental legislation and the accompanying drive 

for efficiency in the automotive industry that has led to improvements in the design of 

key engine components, for example pistons. Recent piston developments have 

largely concentrated on two key aims: reducing weight and increasing operating 

temperatures. These aims continue to be met by careful optimisation of the piston 

design (for example, improved cooling), and by alloy development. Pistons are 

required to operate in an aggressive environment at temperatures up to 440˚C and are 

both mechanically and thermally cycled. Engine components such as pistons are non-

serviceable parts and are therefore expected to last the lifetime of the engine, thus 

requiring ‘excellent’ reliability (lifetimes greater than 1x109 cycles). 

Figure 1-1 is a photograph of two pistons from the Federal Mogul (2005) website; the 

main parts of the piston have been labelled. A piston can be divided into two sections: 

the crown and the skirt. The piston crown forms one side of the combustion chamber 

in the engine, and because of this the top surface experiences the highest temperatures 

of the component. A combustion bowl is usually placed in the top of the crown. Due 

to the shape of the combustion bowl and the high temperatures that it experiences (up 

to 440˚C), fatigue cracks are often seen to initiate in this area (Myers and Hurd, 

1990). Because of the susceptibility of this region to fatigue it is a key variable in 

piston design and individual car producers have their own (closely guarded) 

proprietary designs. There is therefore little research published in the open literature 

on the design of the piston bowl region but recent patents (for example Barnes and 

Barnes, 2002) suggest that research is on-going in this area; in this case the patent 
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covers the production of the piston bowl by a friction process, which also modifies the 

microstructure in this region. 

There are a series of grooves around the edge of the crown and these contain the 

piston rings and form the ring belt (Figure 1-1). There are two categories of piston 

rings in diesel engines: 1) the compression rings and 2) the oil control ring and these 

are identified in Figure 1-1. The function of the compression rings is to seal the piston 

against the cylinder wall thus providing a tight seal for the combustion chamber, to 

prevent fuel and exhaust gases escaping. The compression rings also transfer heat 

from the piston to the cylinder. The oil control rings control the amount of oil 

between the cylinder and the piston. The oil control ring must ensure that a sufficient 

amount of oil reaches the compression rings but not so much that it enters the 

combustion chamber. Piston rings usually comprise a steel substrate with a wear 

resistant coating (Wellington and Asmus, 1995). 

The piston crown transfers the energy produced by combustion to the connecting rod 

(and the rest of the engine) via the piston skirt and a pin, which is held secure in the 

gudgeon pin boss (Figure 1-1). The shape and function of the gudgeon pin boss region 

means that it experiences the highest stresses in the piston assembly and so it is 

therefore also a region that is particularly susceptible to fatigue crack initiation. The 

operating temperatures in this region are not as high as at the combustion bowl edge 

at approximately 200˚C (Joyce et al., 2002). The remainder of the piston skirt ensures 

that the piston moves smoothly in the cylinder and prevents the piston from tilting 

under the high pressures of combustion. It is designed to be close fitting to the 

cylinder but so that a layer of oil separates the two. This ensures that heat can be 

dissipated and that the piston operates quietly. The piston crown is usually produced 

so that it is smaller in diameter than the piston skirt to allow for the different levels of 

expansion in the two regions when at the usual operating temperatures. 

The material from which pistons are produced plays an important role in their 

performance. Properties that are desirable in light vehicle diesel (LVD) piston 

materials are good thermal conductivity, so as to reduce thermal gradients across the 

piston, and a low coefficient of thermal expansion, so that they do not expand too 

much as the engine heats up. The material needs to be lightweight, for improved 

efficiency, and inexpensive. The materials must be able to withstand the operating 
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environment and so be fatigue resistant (diesel engines operate at between 15Hz and 

70Hz and are highly cycled through their lifetime). Furthermore the pistons must not 

wear easily. The materials are required to operate at high temperatures (up to 440˚C) 

and therefore require ‘good’ mechanical properties at their operating temperatures. 

Pistons used in LVD engines are usually manufactured from multi-component Al-Si 

alloys (Haque and Maleque, 1998). The Si content of the alloys can vary from 6 wt% 

to 17 wt%. These Al-Si alloys are described as multi-component because of the 

additional alloying elements that are used, for example Cu, Ni and Mg. The use of 

additional alloying elements is an important method by which the previously 

mentioned properties of the alloy may be improved, ultimately to reduce the weight of 

the component and increase the operating temperature. Multi-component Al-Si 

pistons may be forged or cast. Forging is the more expensive technique but produces 

pistons that have a greater density with fewer defects. Forged pistons conduct heat 

more effectively than cast pistons and therefore allow the engine to operate at higher 

temperatures (Federal Mogul, 2007). In the automotive industry, however, 

minimisation of cost is of paramount importance and so cast pistons are more 

commonly used in ‘everyday’ cars with forged pistons being used in niche markets 

such as motor racing. In this project the alloys investigated will therefore be described 

as ‘Al-Si casting alloys’, with ‘multi-component’ being omitted for brevity 

throughout the thesis. 

1.2 Aims and objectives 

The aim of this project is to gain an in-depth understanding of the micromechanisms 

of fatigue that occur during all stages of fatigue life in Al-Si casting alloys at both 

room temperature and a characteristic in-service temperature of a piston. In particular, 

the role of Si content will be assessed to determine how Si quantity and morphology 

affect fatigue performance and to establish the effect of other microstructural features 

in the absence of Si. 

Three alloy compositions will be investigated; the principal difference between the 

compositions is the Si content:  

LVD25 – a near-eutectic alloy, containing 12.45 wt% Si. 
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LVD26 – a mid Si alloy, containing 6.90 wt% Si. There are two variants of 

this alloy: LVD26mod, which contains Sr, and LVD26unmod, which does not. 

LVD27 – a low Si alloy, containing 0.67 wt% Si. Si is present as a result of 

impurities in the casting process (and so is strictly speaking not an Al-Si 

alloy). 

The following objectives are key to fulfilling the aim of this project: 

• Characterise the microstructural constituents using a series of experimental 

techniques including X-ray computed tomography (X-ray CT) analysis, 2-D 

image analysis and nanoindentation. 

• Investigate fatigue crack initiation and subsequent propagation behaviour 

using a series of fatigue tests.  

• Perform in-situ and post failure analysis to allow for qualitative and 

quantitative assessment of fatigue micromechanisms and hence establish the 

link between the microstructural constituents and fatigue performance. 

1.3 Thesis structure 

This thesis contains nine chapters, of which this is the first. Chapter two contains the 

literature review and is divided into three main sections: a review of the 

microstructure of Al-Si casting alloys, a general background to fatigue and the 

specific fatigue micromechanisms and performance in Al-Si casting alloys. Chapter 

three contains the details of all the experimental methods used in the course of this 

project. Background information on the less standard experimental techniques, such 

as nanoindentation and X-ray CT, is given in this chapter. The micro and macro scale 

properties of the alloys studied were characterised and these results are presented in 

chapter four. The results of the fatigue testing are contained in chapter five. S-N and 

short fatigue crack propagation tests were performed at room temperature, whilst long 

fatigue propagation tests were performed at both room and elevated temperature 

(350˚C). The discussion (chapter six) is divided into two sections. The 

micromechanisms of fatigue crack initiation and the effect of porosity and hard 

particles are discussed first. In the second section of this chapter, fatigue crack 
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propagation behaviour is discussed. The aim of this section is to demonstrate the link 

between the microstructural constituents (presented in chapter four) and their effect 

on fatigue crack propagation behaviour. The conclusions and future directions are in 

chapters seven and eight respectively. To aid the reader summaries are given at the 

end of the literature review chapter (two) and the results chapters (four and five) to 

highlight the key points in these chapters. 

 

 

 

Figure 1-1 Photograph of pistons from the Federal Mogul (2005) website. 
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Literature review 

2.1 Introduction 

Al-Si casting alloys are used widely in the automotive industry because they have a 

range of suitable properties. In particular, pistons are often made from Al-Si casting 

alloys and so these alloys must be able to withstand the high temperatures and cyclic 

loads that occur in car engines. As a result of alloy development over the last 20 years 

to improve, amongst other properties, their fatigue performance, Al-Si casting alloys 

contain many alloying additions and so exhibit complex multiphase microstructures. 

The first section of this chapter will therefore describe the many phases that form in 

these alloys. The second section will contain a general background to fatigue and the 

final section will provide the link between the previous two sections and in particular 

explore the effect of the microstructures of Al-Si casting alloy on all stages of fatigue 

life.  

2.2 Microstructural constituents 

Al is a lightweight metal and so is ideal for applications, such as automotive pistons, 

where lower weight components contribute to improvements in car engine efficiency. 

However, Al alone does not have all of the properties required of a piston material. Si 

and other alloying elements are therefore added to Al to give the required balance of 

important properties. In particular Si is added in large quantities and this improves the 

castability (Elliot, 1983), the wear and corrosion resistance (Harun et al., 1996), the 

coefficient of thermal expansion (Polmear, 1999) and the mechanical properties 

(Elliot, 1983). Other alloying elements are added to improve the grain structure 

(Wang et al., 2003), improve high temperature properties (Ye, 2003) and influence 
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the formation of other phases (Caceres et al., 1999). As a result of the many alloying 

elements, Al-Si casting alloys exhibit a complex microstructure (Daykin, 1998; 

Edwards, 2002; Chen, 2006). 

The two principal phases present in Al-Si casting alloys are primary, aluminium based 

α-Al which, as the phase with the largest volume fraction, acts as the matrix for the 

alloy, and the silicon phase, which is found largely in two forms: primary ‘blocky’ 

silicon and ‘plate like’ eutectic silicon. To fully assess the role of Si, an alloy 

containing a low quantity of Si has also been investigated in this work; this alloy is 

not strictly speaking an Al-Si casting alloy and so the microstructural constituents 

may be expected to be different, for example: it may contain few or no Si particles. 

Edwards (2002) identified thirteen intermetallic phases to be present in Al-Si alloys 

with similar alloying additions to those studied in this project. This section contains a 

brief description of the phases found in these alloy systems. 

2.2.1 α-aluminium phase 

Aluminium comprises 80-90 wt% in each of the alloys studied in this project and 

hence Al-based solid solution strengthened α-Al phase acts as the matrix for the 

alloys. This phase usually has a dendritic structure (Daykin, 1998) but this is known 

to be dependent on the solidification conditions of the casting (Wang et al., 2001a); 

for example the temperature gradient across the sample and the thickness of the 

sample. A high temperature gradient is known to give elongated or columnar 

aluminium dendrites (Edwards, 2002; Elliot, 1983), with a small secondary dendrite 

arm spacing (SDAS) (Wang et al., 2001b). The dendrites grow along the direction of 

the heat flow. More equiaxed dendrites form when the temperature gradient is lower 

e.g. in the centre of thicker sections of a casting. 

Grain size is similarly affected by the cooling conditions, but may also be influenced 

by the addition of alloying elements (Wang et al., 2003). Common grain refiners are 

Ti, B, Zr and V and these are all present in the alloys investigated in this study. The 

mechanism by which these elements work as grain refiners is not certain (Edwards, 

2002). However, grain refiners are generally thought to provide inoculant particles, 

which do not dissolve in the melt, so that when the melt cools they provide sites for 

heterogeneous nucleation and therefore promote the growth of grains (Greer et al., 
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2003). In Al-Si casting alloys fatigue cracks have been observed to be retarded at 

grain boundaries (Ludwig et al., 2003). This retardation is usually attributed to the 

difference in the crystallographic orientation between grains, which inhibits the 

movements of dislocations ahead of the crack tip (Li and Edwards, 1996; Buffière et 

al., 2001). If grains are large compared with other microstructural features (for 

example: dendrite or particle size) then their effect on crack propagation is less 

pronounced (Han et al., 2002).  

Al-Si casting alloys can be age hardened because the α-Al phase is a solid solution, 

which contains Cu and Mg. Under the correct aging conditions, these elements 

precipitate out of the α-Al, forming precipitates such as Al2Cu (Lopez et al., 2007) 

and Mg2Si (Liao et al., 2002; Zhang et al., 2002). The peak aging time for Al-Si 

casting alloys is approximately thirty minutes at a temperature of 230°C (Barnes, 

2005). 

Etching of the aluminium phase in a 0.5% HF in water solution gives the matrix a 

characteristic yellow colour (Edwards, 2002). The shape of the aluminium dendrites 

formed is usually identifiable because the intermetallic and Si phases form at the tips 

of the dendrites and between the dendrite arms. The dendrites in eutectic alloys are 

less obvious because the primary and secondary phases are distributed more evenly 

throughout the matrix. 

2.2.2 Silicon phases 

The amount of silicon that is present in the alloys investigated in this study varies 

from 0.67 wt% to 12.45 wt%. In eutectic Al-Si casting alloys (which contain 

approximately 12 wt% Si), two types of silicon may be found: primary silicon and 

secondary, eutectic silicon (Daykin, 1998; Edwards, 2002; Chen, 2006). Primary 

silicon is known to have a blocky morphology (Gupta and Ling, 1999) but should not 

form in hypoeutectic alloys. Eutectic silicon usually has a plate or flake like 

morphology but this can be modified to have a much finer structure. Upon etching 

with a 0.5% HF in water solution, silicon has a grey colour. The size, volume fraction 

and morphology of the silicon phase are determined by the casting conditions, the 

chemistry of the alloy (for example the amount of Si and the other alloying additions) 
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and the heat treatment (Wang et al., 2001b). The size of Si particles can vary from 2 

µm (Lee et al., 1995)) to greater than 100 µm (Stolarz et al., 2001). 

Increasing the Si content up to the eutectic level (approximately 12 wt %) improves 

the castability of the alloy by reducing the melting temperature and the temperature 

range of the ‘mushy’ zone (Polmear, 1993). As a result of a more fluid cast, smaller 

interdendritic pores form, which can improve the fatigue life of the alloys (Conley et 

al., 2000). The addition of Si to Al also reduces the coefficient of thermal expansion 

(Polmear, 1989), this is important for a piston because it limits expansion in the 

engine and ensures the smooth movement of the piston when the engine warms up 

from resting temperature to the operating temperature. The more the material 

expands, the smaller the part must be produced so that it can expand in the cylinder, 

and then the greater the possibility of piston slap. This has been understood since the 

early part of the 20th century (Pacz, 1921; Bamberry, 1932).  

Silicon is a relatively hard, brittle phase and so improves the wear resistance of the 

resulting alloy (Harun et al., 1996; Ye, 2003). However, this does make the alloy 

more difficult to machine and so can increase production costs. Si is also added to 

improve the strength and elastic modulus of these materials (Elliott, 1983) and these 

properties are dependent on the morphology and size of the silicon phases (Kim et al., 

2002). It has been demonstrated that a finer eutectic silicon structure with a spherical 

morphology improves both the tensile strength and the percentage elongation of the 

alloy, whilst coarser particles are more detrimental to these properties (Suarez-Pena 

and Asensio-Lozano, 2006). Si particle shape and size may be altered through heat 

treatments such as hot isostatic pressing (HIPping) and solutionizing (Zhang et al., 

2002; Lee et al., 2003), which produces a spherodised Si morphology (in a 2-D cross-

section), or by the addition of alloying elements (Pacz, 1921).  

Sr (Liao et al., 2002) and Na (Verdu, 1996) are typical alloying elements added to Al-

Si alloys to alter the morphology of eutectic Si from large plates to finer particles 

(Conley et al. 2000), which may form part of an interconnected fibrous network of Si 

particles (Lasagni et al., 2006). Additions of Sr and Na are thought to produce finer Si 

particles because they lower the eutectic temperature and therefore restrict the growth 

of Si nuclei (Haque and Maleque, 1998). In this project the alloys have also been 

modified using P, and this is known to form the AlP phase (Edwards, 2002). The 
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modification mechanism for P is different to that of Na and Sr in that it encourages 

the growth of Si. The AlP phase acts as a nucleus on which primary ‘blocky’ Si 

grows. P and Sr or Na can be used together (Polmear, 1989) to give small, blocky Si 

particles. It should be noted that primary Si is only expected in near-eutectic and 

hypereutectic alloys and so P will have a limited effect on hypoeutectic alloys. As will 

be discussed in greater detail in section 2.4, the size, shape and distribution of Si plays 

an important role in the fatigue life of Al-Si alloys, for example initiation may occur 

at Si particles and Si particles may also affect crack propagation (Joyce et al., 2002b; 

Gall et al., 1999). 

As well as the large phases mentioned, Si is also known to form as precipitates 

(Warmuzek, 2004). Much of the information about Si precipitates is found in work on 

2XXX and 6XXX series alloys, which have low Si content (comparable with the 

lowest Si alloy in this work). The precipitates are reported to form on the {110} and 

{100} planes (Mondolfo, 1976) (similarly Al2Cu and Mg2Si precipitates also form on 

these planes) and can exhibit a size of approximately 1µm when the materials are in 

the overaged condition (Eskin et al., 1999). 

2.2.3 AlCuNi phases 

Ni and Cu are both added to Al-Si casting alloys to increase their high temperature 

strength (Ye, 2003). The mechanism by which they do this is unclear but work by 

Joyce et al. (2002) indicates that Al-Si alloys containing higher quantities of these 

elements are more resistant to stress relaxation at 350˚C. This may be attributed to a 

greater number of large particles, which can both inhibit the movement of dislocations 

and increase load transfer (Eshelby, 1957), which shields the matrix phase. 

Ni and Cu combine with Al to form three different phases (Edwards, 2002); these are 

the Al3Ni, Al3(NiCu)2 and the Al7Cu4Ni phases. Whilst the name of the Al3Ni phase 

suggests that it contains no Cu it actually contains approximately 10 wt% Cu and 29 

wt% Ni. The Al7Cu4Ni contains 37 wt% Cu and 18 wt% Ni and so the principal 

difference between the alloys is the Ni:Cu ratio. The phases cannot be easily 

differentiated by a characteristic morphology. However, with etching in a solution of 

0.5% HF in water solution the phases can be separated by colour which is generally 

related to the Ni:Cu ratio: a dark brown/grey colour indicates a phase with a high 
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Ni:Cu ratio and a lighter grey colour signifies a low Ni:Cu ratio. These three phases 

often form adjacent to one another and are usually interconnected (Chen et al., 2006). 

2.2.4 Fe containing phases 

Fe is present as an impurity due to the steel equipment used in the casting process 

(Kearney and Rooy, 1990) and as a result Fe-containing phases are commonly found 

in Al-Si casting alloys. Several Fe containing phases have been observed in these 

alloys including the β(AlFeSi), Al9FeNi, π(Al8FeMg3Si6) and α(AlFeMnSi) phases 

(Daykin, 1998; Edwards, 2002). The β phase is thought to be the most detrimental of 

the Fe-containing phases to the mechanical properties (Ravi et al., 2002) and is also 

detrimental to the fatigue properties (Stolarz et al., 2001). It forms large flakes and is 

reported (Roy et al., 1996) to provide a good ‘nucleation site’ for pores as it restricts 

the flow of the cast. To limit the effect of the β-phase, alloying additions such as Mg 

and Mn (Roy et al., 1996) are added to promote the growth of the other Fe-containing 

phases. The π and α phases have a ‘Chinese script’ morphology and are often smaller 

than the β-phase (Daykin, 1998) although Caceres et al. (1999) indicates that the 

improved properties obtained by the addition of Mg may be due to the formation of 

Mg2Si precipitates and not because the π-phase is less deleterious. The Al9FeNi phase 

is not often mentioned in the literature since Al-Si casting alloys (for example A356 

and A357) do not contain large quantities of Ni. However, the Al9FeNi phase was 

previously observed by Edwards (2002) and Joyce et al. (2002b). Al9FeNi does not 

exhibit a ‘Chinese script’ or flake morphology like the other Fe-phases and so it is not 

yet established whether this phase is preferable in terms of mechanical and fatigue 

properties. The Fe-containing phases have a grey/brown appearance after etching in 

0.5% HF in water solution. 

2.2.5 Other phases 

The AlP and Al3Ti phases have been mentioned in previous sections because they 

have a indirect effect on the material properties, by altering the principal 

microstructural features: P is added to these alloys so that the AlP phase forms which 

acts as a nucleation site for primary ‘blocky’ Si particles (Edwards, 2002) inhibiting 

the formation of large Si plates. In micrographs this phase appears as a small black 

12



Chapter 2  Literature review 

dot (approximately 1 µm2) in the centre of a primary Si particle. Ti is added to Al-Si 

alloys to act as a nucleant for the α-Al phase and encourage small, regular grains to 

form (Edwards, 2002).  

Similarly the Mg2Si and Al2Cu phases have been previously mentioned. In Al-Si 

casting alloys, containing the required levels of Mg or Cu and under the correct aging 

conditions, these phases can be precipitated out of the α-Al matrix (Liao et al., 2002; 

Zhang et al., 2002; Lopez et al., 2007). The state of these precipitates is known to 

play an important role in the strength of Al alloys (Polmear, 1989) and so depending 

on the aging conditions these precipitates are likely to have a direct effect on the 

material properties. However, these phases may also form during the cooling period 

of the casting process and form larger secondary phases that have a ‘Chinese script’ or 

lacy appearance (Daykin, 1998; Edwards, 2002). The effect of these larger phases on 

the mechanical or other properties of Al-Si casting alloys was not found in a review of 

the literature. 

2.3 Fatigue 

2.3.1 Characterising fatigue behaviour 

The cyclic loading of a material to failure is referred to as fatigue. Many in-service 

components are subject to cyclic stresses and so knowledge of the mechanisms of 

fatigue may be necessary for the lifing of a component. Failure by fatigue can occur at 

stress levels that are below the yield strength of a material and fatigue is a 

complicated process that is dependent upon environmental factors, loading conditions, 

microstructure, stress state and the geometry of the crack and the component/sample.  

A convenient way to represent the fatigue life of a sample is with an S-N curve 

(Wöhler, 1860; cited by: Suresh, 1998), which is illustrated in Figure 2-1; this is a 

plot of the maximum value (or amplitude) of stress or strain in the cycle to the 

number of cycles to failure. Many textbooks (for example Callister, 2000; John, 2003) 

report that some materials have a fatigue limit below which fatigue will not occur. 

However, most non-ferrous alloys do not exhibit this behaviour and so an endurance 

(or fatigue) limit is specified as the stress level giving a nominal life of 1x107 cycles.  
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At low stress levels, where the S-N curve tends to the endurance limit, the 

deformation is elastic (in a global sense) and so the fatigue life is dominated by the 

stress amplitude. At high stress levels, where the S-N curve tends to the UTS, the 

deformation is largely plastic and the fatigue life is dominated by the strain amplitude. 

As the value of applied stress increases, initiation of a fatigue crack becomes 

increasingly ‘easy’ and so at low cyclic stresses the majority of the fatigue life is the 

time taken for the crack to initiate. When the stress level is high the majority of the 

fatigue life is taken up in propagation of the crack. 

Fatigue cracks usually have a quasi-brittle appearance with little sign of overall plastic 

deformation, even in ductile materials. A characteristic indication of a fatigue failure 

is beach marks on the macro-scale and in some materials striations on the fracture 

surface. These indicate the position of the crack front at a particular time and usually 

radiate from the initiation point. Several stages are usually associated with the life of a 

fatigue crack. Firstly the crack must initiate forming a ‘small’ crack; this crack 

increases in length and becomes a ‘long’ crack, which grows incrementally with each 

cycle until final fracture. These stages are discussed in more detail in section 2.3.3, 

but first some of the fundamental theory used to describe fatigue failures will be 

discussed in more detail.  

2.3.2 Application of fracture mechanics to fatigue 

Fracture mechanics may be employed to analyse the relationship between cracks and 

stresses in materials or structures and can be applied to the process of fatigue to give 

an understanding of the way the fatigue crack interacts with the surrounding material, 

through which it propagates, by defining a crack tip driving force.  

2.3.2.1 Linear elastic fracture mechanics 

Linear elastic fracture mechanics (LEFM) is commonly used to assess fatigue crack 

growth. Early work was conducted by Griffiths (1921) who used a global energy 

balance approach. Griffiths considered the case of an infinitely wide plate (i.e. 

W>>2a) subjected to a constant tensile stress, σ, containing a through thickness crack 

of length 2a. For a crack to grow, the rate of stored strain energy in the plate released 

by crack growth must be at least equal to the surface energy of the new crack surface. 
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This approach was used to link the fracture stress (σf), Young’s modulus (E), the 

crack length (a) and the surface energy (γ): 

! 

" f =
2E#

$ a
 

(2-1) 

There are limitations to the Griffiths approach, in that it only considers global 

energies and is only valid for brittle materials where plastic deformation does not 

occur. The Griffiths approach may be modified to accommodate limited plastic 

deformation ahead of the crack tip (i.e. small scale yielding) by considering an 

additional plastic work term γp (Orowan, 1952) thus: 

! 

" f =
2E # e + # p( )

$ a
 

(2-2) 

Since the individual surface energy terms are, experimentally, hard to measure, Irwin 

(1956) showed that it was possible to replace the surface energy term with the strain 

energy release rate, G. G is a measure of the stored strain energy released for an 

increment of crack growth. Crack extension occurs when G reaches a critical value 

(GC) and this value represented the fracture toughness of the material. Equation (2-2) 

can therefore be rewritten such that in plane stress: 

! 

" f

2
# a

E
= 2($ e + $ p ) =GIC  

(2-3) 

In analysis of metals it is more usual to describe this critical level in terms of the 

stress intensity factor, K, instead of using the energy approach of G. Equation (2-2) 

can again be rearranged to define fracture toughness in terms of K: 

! 

" f # a = 2E($ e + $ p ) = KIC  (2-4) 

where KIC is the critical value of K and hence the fracture toughness. The two 

parameters (G and K) are clearly related, but this is dependent on the stress state of 

the material. In plane stress they are linked by equation (2-5) and in plane strain they 

are linked by (2-6) where ν is Poisson’s ratio. 
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For KIC to be valid, small scale yielding conditions must hold, i.e. the region of 

plasticity ahead of the crack must be smaller than the region of K dominance; this is 

an important approximation of LEFM conditions. A definition of this approximation 

is that the crack length (a), the thickness of the specimen (B), and the uncracked 

ligament (W-a) are each not less than a value related to KIC and σy as defined by BS 

EN ISO 12737:1999: 
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(2-7) 

In equation (2-7) the surrounding elastic material (a, B, W-a) is approximately 50 

plastic zone sizes (plastic zone size calculations are considered in more detail in 

section 2.3.2.2). For a given environment and a material under plane strain conditions, 

KIC is a material constant. When the material is under mixed stress state conditions 

(i.e. when B does not obey equation (2-7)) then KQ is dependent on B and so is no 

longer purely a material property (i.e. KIC). 

The Griffiths approach does not define the near tip-stress field, this was first 

quantified by Irwin (1957). Irwin proposed that the stress field near the crack tip was 

a function of geometry and loading conditions. When considering the stress field 

around a crack tip it is necessary to define the mode of loading. There are three basic 

modes: tensile opening (Mode I), in-plane sliding (Mode II) and tearing (Mode III) as 

illustrated in Figure 2-2. For Mode I loading the stress field can be represented using: 

! 

" ij =
K

2# r
fij $( ) + higher order terms (2-8) 

where r and θ are polar co-ordinates and are used to describe a location in the stress 

field, σij is the stress tensor and K is the stress intensity factor, which describes the 

magnitude of the local crack tip stress field. Thus K is the common factor linking the 

stress field near the crack tip proposed by Irwin, and defined by equation (2-8), and 
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the global energy approach of Griffiths (where K can be defined in a similar way to 

KIC in equation (2-4)): 

( )aYK !"=  (2-9) 

Y is a shape factor that describes the geometry of the sample.  

The stress intensity factor is therefore a useful parameter since if the loading 

conditions and geometry of the specimen are known, i.e. using the global stress 

approach of Griffiths in equation (2-9), it is possible to evaluate the stress conditions 

near the crack tip. An important consequence of this is that for a given material and 

environment and the same loading history, K may be used to calculate the stress field 

in different size specimens with different crack geometries; this is the concept of 

similitude.  

In fatigue tests a sample is cycled between different values of stress. From equation 

(2-9) it can be shown that the value of K will vary over the cycle as σ changes. If the 

stress amplitude (∆σ) of the waveform used is constant then the range of K (∆K) can 

be expressed as: 

! 

"K = K
max

#K
min

=Y"$ % a  (2-10) 

Equation (2-10) indicates that ∆K is proportional to a and so for a given set of loading 

conditions ∆K will generally increase as a fatigue crack grows. Paris and Erdogan 

(1963) demonstrated that under cyclic loading the rate of crack growth (da/dN) was 

also proportional to ∆K and for a certain range of crack growth rates exhibited a log-

log linear relationship such that: 

! 

da

dN
= C"K

m  (2-11) 

where C and m are empirical factors that are material and environment dependent. ∆K 

is commonly plotted against da/dN on a log-log plot to present fatigue crack 

propagation data.  

The fracture toughness of a material (KIC) can be estimated from fatigue information, 

as it is approximately the same as the Kmax value at final fracture in a fatigue test (KQ). 
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If ∆K at failure and the ratio of minimum to maximum stress (R) are known then KQ 

can be calculated using: 

! 

K
IC
" K

Q
=
#K

max

1$ R
 (2-12) 

However, in fracture toughness tests (as defined in BS EN ISO 12737:1999) the 

plastic zone size from the fatigue pre-cracking must be small compared with the 

plastic zone size at KIC. In a fatigue test this will obviously not be the case and so this 

may be the cause of discrepancies between KIC and KQ. 

2.3.2.2 Plastic zone 

LEFM analysis of Irwin (1957) (i.e. equation (2-8)) predicts that for sharp cracks the 

stresses at the crack tip will be infinite. In reality, inelastic deformation (i.e. plastic 

yielding) occurs and as a result of this the calculated stress field will not be fully 

represented by equation (2-8). In the case of a mode I singular field on the crack plane 

where θ = 0, equation (2-8) can be rewritten to calculate the stresses in the x and y 

direction: 
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 (2-13) 

 If σy is substituted into (2-13) and rearranged to make r the subject then: 
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(2-14) 

where ry is the calculated radius of the plastic zone to a first order approximation in 

plane stress; this is the light grey zone plotted in Figure 2-3. Assuming that strain 

hardening does not occur, the stress cannot exceed the yield stress and so at values 

smaller than ry the stress is constant (and can be drawn as a horizontal line in Figure 

2-3). The stress represented by the hatched area must therefore be redistributed to 

maintain equilibrium. To accommodate this stress, the plastic zone size will increase. 

This larger plastic zone (rp) can be calculated by integration of equation (2-13) 

between 0 and ry and results in a plastic zone twice the size of ry: 
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In plane strain a triaxial stress state exists because strain is constrained in the 

thickness direction. The resultant plastic zone can therefore to calculated to be 

approximately three times smaller because of the greater level of constraint around the 

crack tip. The plane strain plastic zone size can be estimated using: 
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(2-16) 

The Irwin approach is thought to be a good plastic zone size approximation and will 

be used to calculate the plastic zone size in this work. It should be noted, however, 

that this is only a first order approximation and only considers the crack plane where 

θ=0. For mode I crack growth it can be shown that the plastic zone actually has a bean 

or figure of eight shape (Anderson, 1994), this has been confirmed using FE 

modelling (for example Dodds et al., 1991). A more detailed description of plastic 

zone size and shape can be found in Suresh (1998) and Uguz and Martin (1996) 

provide a useful review of the experimental methods typically used to investigate the 

plastic zone size. 

2.3.2.3 Alternatives to LEFM 

LEFM is useful for describing local crack tip stresses but is limited to situations 

where the plastic zone around the crack tip is well constrained by surrounding elastic 

material and where the plastic zone is smaller than the crack as defined by the small 

scale yielding criteria in equation (2-7). When LEFM conditions do not hold it is 

necessary to consider other methods to describe the stress field at the crack tip, and 

elastic-plastic fracture mechanics can be used. Crack tip opening displacement 

(CTOD) (Wells, 1963) and the J contour integral (Rice, 1968) are two alternative 

parameters. 

Wells (1963) stated that as the yield stress at the crack tip is exceeded, plastic 

deformation occurs, causing blunting. It was observed that the degree of blunting was 

proportional to the toughness of the material and so it was concluded that this plastic 

deformation controlled fracture. As a result of crack tip blunting the distance between 
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the two flanks of the crack increases, this increase in distance is known as the crack 

tip opening displacement (CTOD or δ). The plasticity/blunting at the crack tip can be 

thought of as making the crack ‘act’ longer than it is (Irwin, 1961, cited in Anderson, 

1994) and so the effective crack length may be described by a+ry. It can be shown that 

δ and K are related by: 
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(2-17) 

where m1 is a constant that is approximately 1 for plane stress and 2 for plane strain 

(Anderson, 1994). Thus for materials with similar E, CTOD can be thought of as a 

normalisation of K by the yield strength of the material. In a fatigue situation, 

equation (2-17) can be altered to accommodate the alternating stresses thus:  
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The J contour integral is defined as a path-independent line integral, it represents the 

strain energy release rate of nonlinear elastic materials and may therefore be used as a 

parameter to characterise the crack tip conditions in nonlinear elastic materials. The J 

contour integral idealises elastic-plastic deformation as effectively non-linear elastic 

behaviour, i.e. it is assumed that the unloading curve is the same as the loading curve 

as illustrated in Figure 2-4. This is not the usual stress-strain relationship of a metal 

and so does not accurately model the unloading of a material. Suresh (1998) notes that 

the use of the J integral for cyclic loading violates the basic assumptions of the J 

integral but that experimental results give a reasonably good characterisation of 

fatigue crack growth, which is the main justification for the use of the J integral in 

fatigue. J will not be used in this work due to instrument limitations at high 

temperatures. 

2.3.3 Stages of fatigue 

2.3.3.1 Crack nucleation/initiation 

Fatigue crack nucleation often occurs at areas of high local stress in a material. 

Microstructural, manufacturing, and environmental factors can cause high local 
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stresses and therefore act as initiation sites. Typical microstructural factors in Al-Si 

alloys include brittle phases, for example primary Si particles (Joyce et al., 2003), 

pores (Yi et al., 2003) and oxides (Gall et al., 2000). Si particles have been shown to 

crack (Joyce et al., 2003) and decohere at the particle/matrix interface (Stolarz et al., 

2001) under cyclic loading and so act as initiation sites. Pores and other inclusions 

also act as stress raisers and are common artefacts of the casting process which reduce 

fatigue life (Wang et al., 2001a) 

Manufacturing features include sharp edges, notches and scratches. Component 

design usually necessitates that complex shapes with sharp edges and notches are 

produced, for example the combustion bowl edge and the gudgeon pinhole boss of a 

piston illustrated in Figure 2-5. Scratches are often the result of poor surface finish of 

a product. Manufacturing processes like extrusion can leave scratches in the direction 

that the material was drawn (Qamar et al., 2004); these act as geometric stress raisers 

in a similar way as notches. The environment in which a material operates can be 

critical in determining crack initiation. Corrosive conditions can cause pitting 

(Vasudevan et al., 2001) or oxidation (Suresh, 1998). Corrosion sites can act as stress 

raisers and inhibit reverse slip upon unloading therefore giving a rough surface. 

Chemically aggressive environments can also cause grain boundary embrittlement. 

Suresh (1998) notes that several micromechanical models have been developed to 

estimate the number of cycles for the nucleation of a fatigue crack to occur. When the 

material is defect free nucleation generally occurs where slip bands intersect a free 

surface (Tanaka and Mura, 1981) but in commercial alloys the models either regard 

defects as stress raisers which reduce the fatigue strength (Tanaka and Mura, 1982) or 

use analyses of dislocations around inclusions and non-shearable particles which 

cause the cracking or debonding of the particle (Morris and James, 1980). 

2.3.3.2 Crack Propagation 

Fatigue crack growth is usually split into three regimes; these can be seen in Figure 

2-6, which is a log-log plot of the stress intensity factor and the crack growth rate. 

Regime I represents the low crack growth rates at low values of ∆K, and is called the 

near threshold region. In this region the crack growth rate decreases rapidly with a 

decrease in ∆K. Typically such data is collected by gradual load-shedding techniques 
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to determine the ∆K at which no further crack propagation is observed, ∆Kth 

(practically this is the ∆K value when da/dN = 1x10-7 mm/cycle). At low values of ∆K 

crack propagation mechanisms may be similar to the early stages of crack growth 

after initiation. Regime I crack growth is often microstructurally dependent and cracks 

may grow along slip planes (Forsyth, 1962) experiencing the maximum resolved 

shear stress, which is 45˚ to the principal applied load; slip planes are along the {111} 

set of planes in Al alloys (Polmear, 1989). Non-shearable precipitates and grain 

boundaries can hinder the movement of dislocations along slip planes inhibiting slip 

band crack growth and so redirect the crack. In many metals the fracture surface is 

often characterised by smooth, transgranular facets giving it a quasi-brittle 

appearance.  

Regime II crack growth occurs at mid ΔK levels and is often referred to as the Paris 

region. The crack growth rate in this regime is linear with ∆K on a log-log plot and so 

can be related by a power law as proposed by Paris and Erdogan (1963): 

! 

da

dN
= C "K( )

m  (2-19) 

where C and m are material and environment dependent variables that may be fitted 

from a log-log plot of da/dN against ∆K. Crack growth in the Paris region is generally 

thought to be microstructurally insensitive. The fracture surfaces of this region are 

sometimes characterised by striations. Forsyth (1962), and Laird and Smith (1962) 

both proposed models for the formation of striations. In Forsyth’s model the striations 

are thought of as ripples, whereas in the model of Laird and Smith they are considered 

troughs. However, both papers agree that each striation is caused by a single fatigue 

cycle and so show a particular point in the fatigue life of the material. Therefore 

striation spacing may be used to estimate da/dN in failure analysis. 

When crack growth is in regime III, failure is imminent. The crack growth rate 

accelerates rapidly as Kmax approaches KQ. In this regime crack growth is sensitive to 

the microstructure (Suresh, 1998); for example in metal matrix composites (MMC’s) 

static loading effects occur in the reinforcing particles i.e. they fracture in the plastic 

zone ahead of the crack tip (Srivatsan and Vasudevan, 1998). In Al-Si alloys static 

failure modes also occur and the crack is attracted to Si particles that fail ahead of the 
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crack tip (Kobayashi, 2002; Gall et al, 1999); these regions of damage form a weak 

path by which the crack may propagate and the crack therefore accelerates. Due to the 

high level of plasticity at the crack tip in stage III crack growth, LEFM assumptions 

may not be valid and so may not accurately describe the stress field at the crack tip 

(Lados, 2004).  

Although fatigue life is often modelled using the three stages of fatigue growth 

corresponding to the three regimes shown in Figure 2-6, this behaviour is only 

associated with long cracks. The transition from a short crack to a long crack is not 

easily defined. Short cracks will be discussed and defined in more detail in the next 

section.  

2.3.3.3 Short Cracks 

Fan et al (2003) note that after the nucleation of a crack a microstructurally small 

crack forms and grows into a physically small crack. Suresh and Ritchie (1984) 

proposed four definitions for short cracks: 

1. Fatigue cracks for which size is comparable to the scale of the microstructural 

features, for example the grain size or interparticle spacing, these are 

microstructurally small cracks. 

2. Cracks where the near-tip plasticity is comparable to the crack size or when 

the crack is engulfed by the plastic strain field of a notch, these are 

mechanically small cracks. 

3. Cracks that are larger than the local plasticity and the microstructure, but are 

smaller in length than 1 to 2 mm, these are physically small cracks. 

4. Cracks that fulfil LEFM assumptions but which exhibit anomalies in 

propagation rates because of length dependence on environmental conditions, 

these are called chemically short cracks. 

Short crack growth shows several anomalies when compared with typical near 

threshold propagation behaviour (shown schematically in Figure 2-7). The growth 

rates are typically higher than expected (Joyce et al., 2003). Cracks can grow below 

the calculated ∆Kth value and there are fluctuations in the growth rate. The anomalies 
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are usually attributed to microstructural effects and the absence of crack closure as 

well as the invalidity of ∆K when applied to the short crack case (Suresh, 1998).  

Grain boundaries can act as barriers to small fatigue cracks (Ludwig et al., 2003) 

which retard and even arrest fatigue crack growth. The scale of the retardation is 

related to the relative mismatch in the crystallographic orientation of the grains; a 

larger mismatch generally equates to a more effective barrier (Han et al., 2002). This 

mechanism is associated with a change in the crack tip driving force due to crack 

deflection as the crack propagates into the new grain (Suresh, 1983) in addition to the 

restriction of dislocation movement between grains which inhibits slip band crack 

growth. 

Many alloys contain hard phases in a soft matrix (e.g. Al-Si alloys and MMCs) and in 

such systems hard particles may also hinder fatigue crack growth (Shiozawa et al., 

1997). Consider a crack propagating through a soft phase, as it interacts with a hard 

phase: it must either crack the phase and propagate through it or deflect around the 

hard phase (Gall et al., 1999). The deflection around the hard phase may change the 

crack tip driving force (Padkin et al., 1987), forcing it out of the favoured Mode I 

direction. The deflection produces a more tortuous crack path thereby increasing the 

possibility of RICC. 

The effect of crack closure (i.e. premature contact of the crack flanks behind the crack 

tip) is more important as the crack length increases (Singh et al., 2006). For 

microstructurally small cracks the crack length may not be large enough to produce 

sufficient surface roughness usually associated with asperity crack closure. This can 

account for the higher crack growth rates associated with short cracks on a graph of 

da/dN versus ∆Kapplied, as the short crack data may be closure free.  

The LEFM conditions of small scale yielding are described by equation (2-7); the 

condition states that the crack length must be greater than a value related to the yield 

strength and KIC, short cracks may not obey this condition. Another basic assumption 

of LEFM is that continuum behaviour occurs (Suresh, 1998). Again short cracks may 

violate this condition because of the relative scale of the microstructure compared 

with the crack front: i.e. the retardation effect of grain boundaries and hard particles 

previously mentioned. 
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2.3.4 High temperature behaviour 

Material properties are known to vary with temperature, for example in Al-Si casting 

alloys the 0.2% proof strength and UTS both decrease (Joyce et al., 2003) as the test 

temperature increases above room temperature; this is typical of many alloy systems. 

The change in mechanical properties is often attributed to the increased mobility of 

atoms and dislocations as temperature increases (Dieter, 1988). Failure mechanisms 

may therefore vary with test temperature and at temperatures greater than 0.3-0.4 of 

the melting temperature (Tm) time-dependent processes may occur (Callister, 2000). 

Creep may be defined as the progressive deformation of a material under an applied 

load; it is therefore dependent on the load and also the temperature and length of time 

for which it is applied. Typically, creep is assessed by applying a constant load to a 

sample and measuring the change in its length (strain) as a function of time (BS EN 

10291:2000). At different temperatures a different response may be expected. 

Creep behaviour is usually split into three regimes (da C. Andrade and Chalmers, 

1932), which can be seen in Figure 2-8; the slope of the curve is referred to as the 

creep rate. The primary creep region signifies a period of decreasing creep rate. The 

initial mobility of dislocations along slip planes is increasingly counteracted by an 

increase in strain hardening. Secondary creep is a linear region where creep is said to 

be in a steady state. Recovery processes, like climb, which increase dislocation 

mobility, are balanced (Mott, 1953) by strain hardening processes, which reduce 

dislocation mobility. Tertiary creep signifies a rapid increase in the strain rate until 

failure occurs; mechanisms that occur in tertiary creep include grain boundary sliding 

(Beere and Rutter, 1978) and cavitation (Zabler et al., 2006). Grain boundaries slide 

because of the large shear stresses acting on them, this movement causes voids to 

form, which coalesce leading to fracture. Creep is discussed in greater detail in Evans 

and Wilshire (1993). 

At high temperatures creep may affect fatigue crack growth, and in general this results 

in faster crack propagation rates (Klesnil et al., 1993). The interaction between creep 

and fatigue may therefore be critical in materials that operate at high temperatures, for 

example gas turbines (Zabler et al., 2006) and some car engine components (Chen 

and Daehn, 1991). The dominance of the each process is dependent on the 
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temperature. At very high temperatures creep can dominate and so the fatigue 

mechanism will be time dependent but at lower temperatures fatigue will be the most 

important mechanism and will be cycle dependent. Similar to fatigue, the creep 

mechanism produces a process zone in front of the crack (Carlson, 1996), these zones 

are superimposed on each other in creep fatigue. The use of LEFM and ∆K is still 

possible in some cases (Bensussan, 1990) but at high temperatures the plastic zone 

size may be large and so may not fulfil LEFM conditions (i.e. crack tip not 

constrained) in addition to containing a time dependent element contributed by the 

creep process. 

Assessing the individual contributions of creep and fatigue in high temperature 

fatigue tests is difficult. Creep tests may be performed to ascertain a materials 

resistance to creep deformation (Chen and Daehn, 1991; Jaglinski and Lakes, 2004) 

and these studies suggest that Al-Si alloys can be susceptible to creep above 220˚C. 

However, this data does not reveal at what temperature time dependent processes 

would become the dominant mechanism in a fatigue test and how it may contribute to 

the evolution of damage. In the work of Joyce et al. (2003) the time dependent 

processes were assessed using different test frequencies under the premise that time 

dependent mechanisms would lead to differences in the fatigue crack propagation 

curves. The materials were investigated between the frequencies of interest in a car 

engine (15 – 50 Hz or 900 – 3000 rpm) and this demonstrated that Al-Si alloys, 

containing relatively high quantities of Cu and Ni, did not exhibit a frequency effect. 

2.4 Micromechanisms of fatigue in Al-Si 
casting alloys 

2.4.1 Fatigue crack initiation 

It was identified in the previous section (2.3.3.1) that in commercial alloys fatigue 

cracks can initiate from microstructural stress raisers; in this section the relevant 

stress raisers in Al-Si casting alloys will be further explored. In Al-Si casting alloys 

fatigue cracks have been reported to initiate from four different microstructural 

features: 
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1. Pores (Shiozawa et al., 1997; Zhang et al., 1999; Seniw et al., 2000; Buffiere 

et al., 2001; Wang et al., 2001a; Han et al., 2002; Lee et al., 2003; Yi et al., 

2003; Gao et al., 2004; Yi et al., 2006) 

2. Oxides (Zhang et al., 1999; Gall et al., 2000; Wang et al., 2001a) 

3. Si particles (Shiozawa et al., 1997; Zhang et al., 1999; Stolarz et al., 2001; 

Wang et al., 2001a; Han et al., 2002; Lee et al., 2003; Joyce et al., 2003) 

4. Intermetallic particles (Caton et al., 1999; Stolarz et al., 2001; Joyce et al., 

2003) 

Research by Wang et al. (2001a) indicates that pores are the most detrimental feature 

to the fatigue life of Al-Si alloys. Wang et al.  (2001a) performed S-N tests on a series 

of mid Si containing, A356 alloys. Some of the alloys were hot isostatically pressed 

(HIPped) to reduce the level of porosity. By identifying the cause of failure in each S-

N test Wang et al. (2001a) were able to use Weibull statistics to demonstrate that 

pores were more detrimental to fatigue life than oxides which were in turn more 

detrimental than eutectic Si particles and slip bands (Figure 2-9). Their work showed 

that in the absence of pores and oxides the fatigue life could be improved by an order 

of magnitude (at a maximum stress of 110 MPa). This is consistent with the work of 

Lee et al. (2003) who also demonstrated for a similar A356 alloy, over a stress range 

from 80 MPa – 180 MPa, HIPping could increase fatigue life by an order of 

magnitude. This was attributed to the reduction in the volume fraction of pores and 

their size. It should be noted that HIPping also causes modification of the Si phase 

(Caceres et al., 1999) and so some of the improvement in fatigue lifetimes observed 

by Lee et al. (2003) may be attributed to this. 

The work of Zhang et al. (1999) indicates that there is a critical pore size, 100 µm, 

below which other microstructural features are likely to cause fatigue crack initiation. 

This is contrary to the work of Wang et al. (2001a) who propose a smaller critical 

pore size of approximately 25 µm. The reason for the discrepancy in these results is 

not clear. In the work of Zhang et al. (1999) the maximum oxide size was larger, 

~1000 µm, than in the work of Wang et al. (2001a) ~250 µm. It is therefore possible 

that oxides played a greater role in fatigue crack initiation in the alloys of Zhang et al. 
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(1999) and this may influence (or mask) the critical pore size for fatigue crack 

initiation. By careful optimisation of casting techniques, for example careful runner 

design to reduced the velocity and turbulent flow of the melt at the ingate, the oxide 

levels (Dai et al., 2003) and therefore their effect on fatigue life can be reduced.  

Several researchers (Zhang et al., 1999; Seniw et al., 2000; Gao et al., 2002) agree 

that it is not just the size of the pore but its location relative to the sample surface that 

is important in determining if a crack will initiate from a particular pore. Using 

radiography Seniw et al. (2000) were able to locate large pores and produce fatigue 

samples with those pores in the sample gauge length. Large pores in the centre of the 

casting were observed to have little effect on fatigue life, whilst samples often failed 

from fatigue cracks, which initiated at smaller pores nearer the sample surface causing 

failure. The work of Zhang et al. (1999) indicated that pores (from which fatigue 

cracks initiated) were located within 30% of their maximum dimension from the free 

surface. However, these results were obtained using bend bar specimens and so the 

location of the initiating pores may be affected by the stress gradient in the samples, 

which is likely to promote initiation near the region of highest stress i.e. the tensile 

surface. Using finite element analysis (FEA) methods, Gao et al. (2004) were able to 

demonstrate that for a pore located near to the sample surface, the region between the 

pore and the surface exhibited a higher stress than at other locations around the pore. 

And in the research of Yi et al. (2003), it was shown that the maximum stress around 

a pore decreased the further it was from the free surface. These FEA results therefore 

confirm the observations of Seniw et al. (2000). 

Finite element analysis of different pore shapes (Gall et al., 2001; Gao et al., 2004) 

suggests that the shape of the pore has little effect on the maximum stress 

concentration of the pore. The size and the location of the pore are the important 

parameters, which determine its effect on fatigue life (Yi et al., 2006). However, 

modelling work of Gao et al. (2004) indicates that the highest stresses are found at the 

convex tips of pores and so fatigue cracks may be expected to form in these regions. 

The experimental work of Buffière et al. (2001) confirms this result showing that 

fatigue cracks do initiate in the high stress region at the convex tips of shrinkage pores 

(Figure 2-10).  
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All of the alloys discussed hitherto in this section are mid Si, A356 type alloys. It is 

known (Elliot, 1983) that adding Si to the eutectic level (~12 wt%) can improve the 

castibility of the alloy and reduce porosity levels. Shiozawa et al. (1997) tested mid 

and eutectic Si alloys. Over the stress range of 130 MPa to 180 MPa, the eutectic 

alloy exhibited an order of magnitude improvement in fatigue life compared with the 

mid Si alloy. In the mid Si alloy fatigue cracks initiated from pores but in the eutectic 

alloy initiation occurred at Si particles. It is therefore important to understand the 

mechanisms of fatigue crack initiation in the absence of pores. 

Two micromechanisms are associated with initiation at Si particles: debonding of the 

particle/matrix interface (Shiozawa et al., 1997; Zhang et al., 1999; Han et al., 2002) 

and particle failure (Stolarz et al., 2001; Joyce et al., 2003). In work on an A356 type 

alloy Zhang et al. (1999) were able to identify debonded eutectic particles at initiation 

sites on the fracture surfaces by their shape; some of the particles had a layer of the 

Al-matrix on their surface (identified by EDX). Zhang et al. (1999) use a load transfer 

(Eshelby, 1957) argument to explain why debonding occurred in the eutectic region: 

Si particles are stiffer than the matrix and so Si rich regions (i.e. eutectic regions) bear 

more load than the rest of the matrix. The stress concentration at the clustered Si 

particles in the eutectic region is sufficient to cause debonding to occur. In dense 

regions of Si particles multiple initiation events may occur (Han et al., 2002; Stolarz 

et al., 2001) 

In general, debonding of the particle/matrix interface is observed in alloys that contain 

small Si particles, i.e. hypoeutectic alloys and the eutectic alloy of Shiozawa et al. 

(1997) that had undergone a solutionizing treatment and so had refined Si particles. 

Alloys containing primary Si particles were investigated by Joyce et al. (2003) and 

Stolarz et al. (2001) and particle fracture was observed in these alloys. Joyce et al. 

(2003) studied two near eutectic Si alloys (compositions given in Table 2-1), which 

contained different quantities of alloying additions (principally Cu and Ni). In room 

temperature tests, initiation occurred exclusively by the fracture of hard particles. In 

the alloy containing low quantities of Cu and Ni, initiation was only observed at 

fractured Si particles. Fractured Si particles also caused initiation in the alloy 

containing higher quantities of Cu and Ni. However, two of the eleven cracks 

observed were at intermetallic (AlNi containing) particles. Fracture at intermetallics 
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was also observed by Caton et al. (1999); in their study it was the AlFeMnSi phase 

that caused initiation and this was attributed to large size and complex ‘Chinese 

script’ morphology relative to the Si particles. 

Han et al. (2002) made a qualitative observation that initiation occurred at larger Si 

particles. Joyce et al. (2003) quantitatively assessed the size of the Si particles that 

caused initiation and found that they were larger than the average Si particle size in 

each alloy. Joyce et al. (2003) commented that this may be attributed to a ‘size effect’ 

i.e. large particles contain more flaws and re-entrant angles and so there is a higher 

probability they will fail. A size effect in Si particles during tensile tests was also 

observed by Kobayashi (2002). Using the Eshelby inclusion method (Eshelby, 1957; 

Mori and Tanaka, 1973) Kobayashi (2002) estimated the strength of Si particles by 

performing tensile tests and observing when Si particles fractured. Smaller, eutectic 

particles (in a hypoeutectic alloy) were shown to exhibit higher fracture strength than 

the larger primary Si particles (in a hypereutectic alloy). Kobayashi offers no reason 

for this difference in properties but analysis of the method used to calculate the 

fracture strength provides a possible explanation. The Eshelby method assumes that 

particles are spheroids so that the stress inside the particle is constant; corners produce 

a stress concentration in the particle (Qin et al., 1999). The shape of the eutectic 

particles may be well represented by a spheroid but primary Si particles were shown 

to exhibit a cuboid shape. Therefore the Eshelby inclusion method is likely to 

underestimate the maximum stress in primary Si particles because it does not account 

for the stress concentration produced by the corners of the particles. This may account 

for the difference in fracture strength between eutectic and primary Si particles. Small 

spherical particles are therefore thought to be beneficial in terms of fatigue life, as 

they require a greater far-field stress for fracture (Kobayashi, 2002). 

2.4.2 Small fatigue crack propagation 

Once initiation has occurred a fatigue crack may propagate away from the initiation 

site. The initial crack is described as a short crack and this term was defined in section 

2.3.3.3. Short fatigue cracks are often microstructurally sensitive and the early stages 

of crack growth may be dependent on the initiation event. Joyce et al. (2003) 

observed that whilst many initiation sites may form (in their research many primary Si 
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particles were observed to fracture), not all become fatigue cracks. An effect of Si 

particle clustering at the initiation site was reported by Han et al. (2002) and Stolarz 

et al. (2001). It was observed that in dense clusters of Si particles, e.g. eutectic 

regions (Han et al., 2002), many initiation events occurred and so the earliest stages 

of crack growth were dominated by linkage/coalescence of microcracks. Stolarz et al. 

(2001) quantified the clustering effect using the ratio of the maximum particle 

dimension to the mean distance between particles. When the Si particles were 

clustered (experimentally observed to be  below a ratio of 7) multiple cracks were 

likely to form and crack coalescence was the dominant mechanism of growth. 

However, above this ratio the particles were sufficiently separated and a single, 

dominant fatigue crack formed. Cracks that initiate from pores also appear to form a 

single dominant crack (Shiozawa et al., 1997; Han et al., 2002; Ludwig et al., 2003). 

Classic short crack behaviour has been observed in Al-Si casting alloys. For example 

grain boundaries (Buffiere et al., 2001; Ludwig et al., 2003), and hard particles 

(Shiozawa et al., 1997; Joyce et al., 2003) act as ‘barriers’ to fatigue cracks and 

retard, or even arrest, fatigue crack growth. In addition crack growth rates are faster 

than in the equivalent long fatigue crack propagation tests (Caton et al., 1999; Joyce 

et al., 2003). Caton et al. (1999) showed that even when short fatigue crack growth 

data are compared with closure corrected ∆Keff long fatigue crack growth data there 

may be a disparity between the curves. In a low yield strength Al-Si alloy the short 

and long fatigue crack growth curves did not converge. This was attributed to the 

violation of small scale yielding conditions thereby rendering the use of K invalid for 

short fatigue cracks in such low yield strength materials. In a higher strength Al-Si 

alloy investigated by Caton et al. (1999) and the alloys investigated by Joyce et al. 

(2003) the curves did converge. This highlights that the validity of K must be assessed 

on an individual alloy basis. 

Gall et al. (1999) note that because of the 3-D nature of dendrites it is inevitable that a 

crack must propagate through inter-dendritic regions and therefore encounter Si 

particles. It has been reported by several researchers (Gall et al., 1999; Shiozawa et 

al., 1997; Joyce et al., 2003) that when fatigue cracks are small (and so crack driving 

forces are also small) and encounter Si particles, they are deflected around the particle 

causing debonding of the particle/matrix interface (although Si fracture was observed, 
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but to a much lower extent). Si particles are stiffer than the matrix and so deflection 

around the particle is favourable in terms of the crack driving force (Padkin et al., 

1987). In addition, crack deflections increase the roughness of the crack (which may 

increase closure levels) and so debonding is a preferred crack propagation mechanism 

in terms of fatigue crack resistance (Shiozawa et al., 1997). The exact nature of the 

debonding process is unclear, for example Zhang et al. (1999) report that some of the 

debonded particles had a layer of Al-matrix on them (whilst some presumably did 

not), and Gall et al. (1999) report that debonding is evident from the “smooth and 

rounded surface of the exposed Si particles” which suggest that no layer of Al-matrix 

is present. 

Shiozawa et al. (1997) report that below a crack length of 1 mm the likelihood of a 

crack encountering a eutectic Si cluster was independent of the crack length. Above a 

crack length of 1 mm the preferentiality for eutectic regions was shown to increase as 

the crack length increased; this signified a change in the crack growth mechanism as 

the crack path became increasingly interdendritic. A change in crack growth 

mechanism was observed by Gall et al. (1999) and Verdu et al. (1996). Gall et al. 

(1999) made a qualitative assertion, from analysis of fracture surfaces, that the crack 

avoided Si particles at ∆K values less than 7 MPa√m. Above this value of ∆K crack 

growth was increasingly interdendritic and as a result showed preferentiality for hard 

particles. Gall et al. (1999) also identified a change in the dominant mechanism of 

particle failure from debonding to fracture at this value of ∆K.  

2.4.3 Long fatigue crack propagation 

Near threshold behaviour in conventional Al-Si casting alloys is influenced by the 

size of the ‘important’ microstructural features in the alloy. Depending on the 

composition and production conditions of the alloys this may be the Si particle size 

(Lee et al., 1995; Lados et al., 2006) or the dendrite size (Lados et al., 2006). Lee et 

al. (1995) investigated a series of eutectic (~12 wt% Si) alloys where the size of the Si 

particles was the primary difference between the alloys. The mechanisms of 

debonding of the particle/matrix interface and particle fracture were observed. 

Debonding principally occurred in the alloy with the smallest Si particles (max. 

dimension 2.5 µm). In the alloys containing the intermediate and coarse Si particles 
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(max. dimension 5.5 µm and 8.9 µm respectively) fracture was the principal particle 

failure mechanism.  

It was reported by Lee et al. (1995) that debonding caused deflections of the crack, 

which increased crack roughness. From qualitative observations the deflections 

caused by fractured particles were smaller than the deflections caused by debonding. 

The alloy containing fine Si particles exhibited a higher level of closure and therefore 

a higher ∆Kth, which was accounted for by the larger deflections. Lee et al. (1995) 

state that the fracture strength of Si particles is inversely proportional to their size, 

which is why fracture occurs in larger particles. This is consistent with the size effect 

observed for short crack initiation at particles; Joyce et al. (2003) suggested that the 

size effect could be attributed to the probability of particles containing flaws being 

proportional to the particle size. Lados et al. (2006) make no differentiation between 

the mechanisms of debonding or particle fracture and contrary to Lee et al. (1995) 

report that coarser Si particles increase the level of roughness and therefore RICC. 

Since Lados et al. (2006) make no mention of the particle failure mechanism it is 

possible that this may be the difference between the two studies. For example Joyce et 

al. (2002), (investigating eutectic alloys) and Chan et al. (2003) (investigating mid Si 

alloys) report that the likelihood of each mechanism is related to the stress intensity 

factor. Below a ∆K value of 6-8 MPa√m debonding was the principle particle failure 

mechanism but above this value of ∆K, particle fracture was more common; a similar 

observation was reported by Gall et al. (1999) who investigated naturally initiating 

fatigue cracks. It may be that debonding was the primary failure mechanism of the Si 

particles in the study of Lados et al. (2006) and so it follows that if particles do not 

fracture, larger particles will result in larger deflections that will lead to increased 

roughness and therefore high ∆Kth values.  

The dendrite size was reported to be an important microstructural feature by Lados et 

al. (2006); a schematic diagram detailing the micromechanisms of crack growth is 

presented in Figure 2-11. A low Si alloy (~1 wt% Si) was shown to exhibit a rougher 

crack than a mid Si alloy, which in turn was rougher than the eutectic alloy. The 

dendrites in mid Si alloys were elongated and the secondary dendrite arm spacing was 

reported to be smaller than the diameter of the dendrites in the low Si alloy. The 

larger dendrite size in the low Si alloys allows for larger deflections and therefore a 
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rougher crack. The controlling feature in the eutectic alloy was the distribution and 

size of Si particles; in the alloys studied by Lados et al. (2006) the deflections caused 

by Si particles were smaller than those in the low and mid Si alloys. The roughness of 

the cracks affected the threshold value: the low Si containing alloy had the highest 

level of RICC and therefore the highest ∆Kth value and the eutectic alloy had the 

lowest level of RICC and therefore the lowest ∆Kth value.  

In the Paris region there is little effect of particle size on fatigue crack growth: Lee et 

al. (1995) report similar crack growth rates for alloys containing fine, medium and 

coarse Si particles. Additionally Lados et al. (2006) show that grain size has no 

appreciable effect on crack growth rates during all stages of long fatigue crack 

propagation. However, both Joyce et al. (2002) and Lados et al. (2006) report that the 

crack growth rate is dependent on the amount of non-Al additions in the alloy; a 

greater quantity of non-Al elements results in faster crack growth rates. It is in the 

Paris region that the change in the dominant particle failure mechanism changes from 

debonding of the particle/matrix interface to particle fracture (Gall et al., 1999; Joyce 

et al., 2002; Chan et al., 2003).  

Several authors agree that Si particles are preferentially sought out in the latter stages 

of fatigue crack propagation (Lee et al., 1995, Verdu et al., 1996; Gall et al., 1999; 

Joyce et al., 2002; Chan et al., 2003; Lados et al., 2004). In alloys with a dendritic 

structure this results in characteristic inter-dendritic crack growth. This mechanism 

was experimentally observed, during interrupted fatigue tests, by both Lee et al. 

(1995) and Chan et al. (2003) who report that damage formed at particles ahead of 

crack tip. In later observations the crack coalesced with the damage. Qualitatively the 

number of failed particles increased with the value of ∆K. Lee et al. (1995) observed 

that both the debonding and particle fracture mechanisms occurred; this was again 

associated with the particle size. Whereas in the final stages of fatigue crack growth 

Chan et al. (2003) reports that particle fracture was the principal particle failure 

mechanism. The coalescence of the main fatigue crack with the failed particles ahead 

of it results in faster crack growth rates (Lee et al., 1995). 

Joyce et al. (2002) and Lados et al. (2004) both report that 1) the KQ value is lower 

and 2) the crack growth rate before final failure is higher in alloys containing the 

greatest quantity of non-Al additions. This is attributed to the greater volume fraction 
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of hard particles in these alloys and therefore the greater number of static failures 

(particle fracture or debonding) that are likely to occur ahead of the crack tip. In the 

later stages of fatigue crack growth it may therefore be surmised that a high Si (or 

intermetallic) content leads to a reduction in fatigue resistance. Therefore, whilst Si 

particles retard crack growth and therefore improve fatigue performance near 

threshold they are detrimental to fatigue crack performance at high values of ∆K. 

2.4.4 High temperature fatigue mechanisms 

Little research has been published regarding the effect of high temperature on the 

fatigue behaviour of Al-Si casting alloys. Al-Si casting alloys are widely used in car 

engines (Ye, 2003) for applications such as the cylinder head (Fischersworring-Bunk 

et al. 2006) and pistons (Haque and Maleque, 1998). Therefore an understanding of 

the fatigue behaviour up to a temperature of 400˚C is important to ensure the alloys 

are ‘fit for service’ and to allow for alloy development. As previously mentioned in 

section 2.3.4, time dependent processes may be expected to occur above 0.4Tm 

(Callister, 2000) and so may be significant in Al-Si alloys which operate at 

temperatures up to approximately 0.8Tm. 

Myers and Hurd (1990) investigated the fatigue performance of eutectic Al-Si alloys 

at 300˚C. Some of the samples were preloaded at the test temperature and a maximum 

stress of 40 MPa for 70% of the lifetime to rupture. Other samples were aged for the 

same amount of time but not under load. In addition, pistons composed of the same 

materials were engine tested, during these tests the materials were thermally and 

mechanically loaded over a range of temperatures, loads and frequencies. S-N tests 

were performed on the pre-creep and no-creep samples: at high strains (where 

lifetimes were shorter than 100,000 cycles) the materials gave equivalent lifetime 

results, at lower strains the pre-creep samples exhibited shorter lifetimes. Analysis of 

the no-creep samples showed that the damage (particle fracture and debonding) was 

confined to a region near the crack. However, in the pre-creep samples damage 

occurred throughout the specimens and took the form of interdendritic voids and 

fractured particles; this damage was similar to that observed in the engine test samples 

around the combustion bowl (this is the maximum stress and temperature region in a 

piston). Analysis of the initiation sites indicated that the same features caused 
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initiation in both the pre-creep and no-creep samples and that these features were 

oxides, pores and Si particles approximately 100-150 µm in size. It was concluded 

that the damage caused by creep did not affect initiation in Al-Si alloys. Creep 

damage was thought to provide a weak path for short fatigue cracks in their early 

stages (where they are most microstructurally sensitive), which resulted in a reduction 

of fatigue life compared with the no-creep samples.  

Joyce et al. (2002; 2003) also investigated the high temperature fatigue performance 

of two eutectic Al-Si alloys; the compositions are given in Table 2-1. Fatigue tests 

were performed at 200˚C and 350˚C; these temperatures were identified as being 

characteristic of those experienced at the gudgeon pin boss and the combustion bowl 

(identified in Figure 2-5). At elevated temperature the initiation of fatigue cracks was 

associated with the fracture and debonding of primary Si particles and so was similar 

to that observed at room temperature. Long fatigue crack propagation tests showed 

that at a test temperature of 200˚C both alloys exhibited improved fatigue resistance 

compared with their RT performance. From post-failure analysis it was identified that 

the critical value of ∆K at which the dominant failure mechanism changes from 

debonding of the particle/matrix interface to particle fracture (Gall et al., 1999; Joyce 

et al., 2002; Chan et al., 2003) was higher at elevated temperature. The improvement 

in performance at 200˚C was attributed to the increased level of debonding which is 

the preferable particle failure mode. At 350˚C the low Cu and Ni containing alloy 

exhibited a frequency effect on fatigue performance, crack propagation rates were 

faster at 50 Hz compared with those at 15 Hz. This was not observed in the tests on 

the high Cu and Ni containing alloy. This indicates that the phases formed by the 

addition of Cu and Ni do make the material more resistant to time-dependent 

processes, but the exact mechanism(s) by which this occurs is unknown.    

2.5 Summary 

To optimise the various properties of Al-Si casting alloys, many alloying elements are 

added and as a result the alloys exhibit complex multiphase microstructures. With 

improvements in casting techniques it is possible to reduce the levels of porosity and 

oxides, which are detrimental to fatigue life, it is therefore important to understand 

how other microstructural features, for example: Si and intermetallic particles (hard 
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particles), affect fatigue crack initiation and subsequent propagation. Fatigue cracks 

have been reported to initiate as a result of particle failure and this may be via the 

mechanism of particle fracture or debonding of the particle/matrix interface. Classic 

short crack behaviour has been observed in Al-Si alloys and grain boundaries and Si 

particles retard crack growth. At low values of ∆K and when Si particles are small 

(~2.5 µm) a fatigue crack is likely to be deflect around intact particles and cause 

debonding at the particle matrix interface. Due to a size effect, large particles may 

fracture especially at (relatively) high values of ∆K (>6-8 MPa√m at RT) causing 

static failure modes ahead of the crack tip and therefore an acceleration in the crack 

growth rate.  

Given their high temperature applications in car engines, few studies were found in 

the available literature on the high temperature fatigue properties of Al-Si alloys. 

Initiation appears to occur at the same microstructural features as at RT. Creep causes 

damage in the interdendritic regions, which can accelerate short fatigue crack growth. 

At high temperature there are increased levels of debonding, instead of particle 

fracture, during fatigue propagation and so at 200˚C the alloys exhibited improved 

fatigue performance. Additions of Cu and Ni resulted in an improved resistance to 

time dependent mechanisms during fatigue crack propagation at 350˚C. 

 

 

Alloy 
Si 
(wt.%) 

Cu 
(wt.%) 

Ni 
(wt.%) 

Mg 
(wt.%) 

Fe 
(wt.%) 

Mn 
(wt.%) 

Ti 
(wt.%) 

Zr 
(wt.%) 

V 
(wt.%) 

P 
(ppm) 

AE160  11.22 3.1 2.27 1.05 0.3 0.08 0.17 0.15 0.06 53 
AE413 11.15 0.94 0.96 0.88 0.49   0.07 - - 35 

 

Table 2-1 Composition of the alloys studied by Joyce et al. (2002; 2003). 
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Figure 2-1 S-N curve for a material exhibiting no fatigue limit. 

 

 

Figure 2-2 The three basic modes of loading. 
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Figure 2-3 Schematic diagram showing the estimated plastic zone sizes at a crack tip on a graph 

of stress versus distance from the crack tip when θ=0. After Anderson (1994). 

 

 

Figure 2-4 Schematic of the stress strain curve assumed for the J integral. 
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Figure 2-5 Photograph of a light vehicle diesel engine piston from the die prior to shaping and 

polishing. 

 

 

Figure 2-6 Stages of fatigue crack growth. 
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Figure 2-7 Schematic diagram showing crack propagation behaviour for short and long cracks. 

 

 

Figure 2-8 Schematic diagram of typical creep data where strain is plotted against time. 
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Figure 2-9 Weibull statistics plot showing the effect of pores, oxides and slip bands and Si 

particles on fatigue life from Wang et al. (2001a). 

 

 

Figure 2-10 Debonded Si particles causing fatigue crack initiation at the high stress region near 

the concave tip of a shrinkage pore from Buffière et al. (2001). 

42



Chapter 2  Literature review 

 

 

Figure 2-11 Schematic diagram from Lados et al. (2006) showing the micromechanisms of fatigue 

near threshold in (a) a low Si alloy (b) a mid Si alloy and (c) a eutectic alloy. 
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Chapter 3   

Materials and Methods 

3.1 Introduction 

This chapter introduces the materials studied and the experimental methods used 

during the course of this work. The experimental methods were chosen for their 

suitability to investigate the link between microstructural features and fatigue in order 

to gain an understanding of the micromechanisms of fatigue in these alloys. As well 

as providing the detailed experimental parameters used, short descriptions of the 

background theory will also be presented for some of the more novel techniques used 

in this study.  

3.2 Materials  

Four development cast aluminium alloys have been investigated in this project. The 

materials were supplied by Federal Mogul (FM) and are being considered for use in 

the pistons of light vehicle diesel engines. The compositions of the alloys may be 

found in Table 3-1; the composition levels were obtained using optical emission 

spectroscopy by the manufacturer. The principal difference between the alloys is the 

Si content: 

• LVD25 - the Si is at a ‘near’ eutectic level  

• LVD26 – the Si is at an intermediate level (similar to that of an A356 alloy)  

• LVD27 – the Si is present as an impurity 

There are two variations of LVD26: one that contains Sr and another that does not. 

The alloy that contains Sr will be referred to as LVD26 mod (for modified as Sr 

44



Chapter 3  Materials and Methods 

modifies the Si morphology) and the alloy without Sr will be referred to as LVD26 

unmod. The differences between the remaining alloy additions are minimal and 

within the manufacturer alloy specification tolerances.  

The materials were supplied as unfinished pistons, which had been cast on their side 

and quenched in water from the die (the feeder and the riser are identified in Figure 

3-1). The standard FM aging (or stabilising) treatment for these alloys is 8 hours at 

230˚C after which the pistons are air-cooled; this is the as-received condition. The 

peak aging time for these alloys is typically of the order of thirty minutes and so they 

are considerably over aged to dimensionally stabilise the pistons, and so minimise 

shape change ‘in-service’. Figure 3-1 shows a whole piston with a sectioned piston 

crown placed on the top of the piston; all the test samples used in this study have been 

taken from piston crowns. All fatigue and tensile test samples were extracted from the 

crown, perpendicular to the feed direction. Unless stated otherwise (e.g. in the cyclic 

stress-strain data presented later) the alloys have been further aged at 260˚C for 100 

hours to simulate in-service thermal exposures prior to testing. 

3.3 Metallography 

Metallography samples were hot mounted in Struers Polyfast resin (Bakelite). The 

mounting press applies a 3kN load at a temperature of 170˚C (below the aging 

temperature of the alloys) for 7 minutes. The samples were ground and polished to an 

OPS finish using the route described in Table 3-2. To aid identification of the many 

phases present in the alloys, the samples were etched in a solution of 0.5%HF in 

water. The etch gives several of the intermetallic phases a characteristic colour and is 

the same as that used by Edwards (2002) and so aids phase identification. 

Two microscope systems have been used in this project to capture micrographs. The 

first system used a black and white DVC 1310M camera attached to an Olympus BH2 

stereomicroscope; the software used was XCAP (EPIX Inc, USA). The second system 

used a colour Prosilica GC1350 camera also attached to an Olympus BH2 

stereomicroscope, the software used was the Prosilica GigE sample viewer (Prosilica 

Inc, Canada). Most SEM analysis (except the phase mapping) was performed on a 

JEOL JSM 6500F. This system is fitted with an Oxford Inca 300 energy dispersive X-

ray suite. A typical accelerating voltage of 15 kV was used. 
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3.4 Image analysis 

Quantitative image analysis was used to characterise the microstructures of the alloys 

studied. The main text used to inform this analysis is that of Underwood (1970) which 

is a useful guide to the background theory and practical use of quantitative stereology. 

The point fraction analysis (PFA) and line fraction analysis (LFA) techniques 

described by Underwood were performed on two-dimensional micrographs. Finite 

body tessellation (Boselli et al., 1998), which is a thresholding technique, was also 

attempted but this method is not well suited to the materials in this study since the 

grey levels are not sufficiently distinguishable. 

Point fraction analysis uses a grid of points placed on a random but representative 

image of the microstructure. If a point falls on a phase of interest this counts as a 

positive score (1) and if it hits the matrix, for example, it counts as a 0. Each point in 

the grid is assessed and the score added up. This score is divided by the number of 

points used in the grid (PT) and gives a value for the point fraction (PP) of the phase 

of interest. This process is repeated several times (in this study 10 times) on other 

random samples of the microstructure and the average value of PP calculated.  

Although this method is simple it is very useful because it can be used to estimate the 

volume fraction (Vf) of the phase of interest in the alloy. If a test point is placed at 

random in a test volume (VT) containing a volume of α (Vα) the probability of the 

point hitting the α phase (P(α)) is: 

P(α) = Vα / VT (3-1) 

For many randomly placed points (PT) the expected number of points lying within the 

α phase (Pα) will be: 

Pα = PT .P(α) = PT .(Vα / VT) (3-2) 

and so we can see that: 

Pα / PT= Vα / VT (3-3) 

hence: 
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PP = Vf (3-4) 

A similar derivation can be performed for the lineal (or line) fraction (LL) and the area 

fraction (AA) and so it can be shown (Underwood, 1970) that Vf is related to these 

easier-to-measure quantities: 

Vf = AA = LL = PP (3-5) 

The micrographs used in this study were taken at a magnification of x500. Lower 

magnification images did not provide sufficient resolution to differentiate between 

some of the smaller microstructural features, particularly the Si particles in the 

LVD26 mod alloy. All the results of point fraction analysis presented in this study are 

the average of at least 10 measurements.  

The number of random points that should be used in the grid for point fraction 

analysis was investigated using the LVD26 mod alloy. In this study all phases except 

the Al-matrix were counted as particles; the results are presented in Figure 3-2. The 

point fraction seems reasonably insensitive to the number of points used. Using 99 

points or greater (i.e. the final 4 columns in Figure 3-2) the range of the standard error 

values are similar and all the mean PP values are within similar bounds. Using less 

than 99 points (i.e. the first 3 columns) the standard error range is larger, also the 

mean PP is greater and outside the bounds of the standard error of the final 4 columns. 

From these results it was determined that the minimum number of points that should 

be used is 99, since the standard error is small and the mean PP is within acceptable 

bounds. However, because of the similar the PP of the final 3 columns, 120 points 

were used. 

Lineal fraction analysis should give the same average result as point fraction analysis 

(according to equation (3-5)). Lineal fraction analysis was used in the investigation of 

the fatigue samples to quantify the fraction of particles along the fatigue fracture 

profiles. In order to ensure that LFA could be used for this investigation it was 

necessary to check the method on a sample of random microstructure. LFA was 

performed using a straight line, and also a representative section of crack profile 

(which is made up of lots of smaller straight lines) to ensure both methods gave 

similar values for LL and compared with the equivalent PP from PFA.  
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In lineal fraction analysis a line of known length is placed on the micrograph (at a 

random angle). When the line intercepts a particle, the intercept distance is measured. 

The distance of the individual particle intercepts are summed and divided by the total 

line length to give the lineal fraction. This is repeated 10 times (on random sections of 

the microstructure) to give an average value. It can be seen in Figure 3-3 that the 

results of the PFA, LFA using a straight line and LFA using a representative length of 

the crack profile gave the same fraction of particles (within the standard error) for the 

LVD25 alloy. This confirms that this method may be used to quantify the particles 

found on the fatigue crack profiles. ImageJ software (National Institutes of Health, 

USA) and x500 magnification micrographs were used for this analysis. 

LFA is a more time consuming technique to perform than PFA, however, it can be 

used to give extra information about the microstructure. Using LFA it is possible to 

obtain the mean intercept length (L3) and the mean free distance (λ). The mean 

intercept length can be used as a measure of space-filling cell size (i.e. grain or 

dendrite size), equation (3-6), or particle size, equation (3-7). 

L3 = 1/NL (3-6) 

L3 = (Vf )α / NL (3-7) 

λ = 1- (Vf )α / NL (3-8) 

where NL is the number of intercepts (of the phase of interest) per unit length of test 

line. The mean free distance is a measure of the mean edge-to-edge distance for the 

microstructural constituent of interest and is calculated using (3-8). λ is sometimes 

referred to as the inter-particle distance (Zhang et al., 2002). L3 and λ require no 

assumptions to be made about the microstructure and so are very general measures. 

Several other properties have been used to describe the microstructures of similar 

materials to those studied in this project: secondary dendrite arm spacing (SDAS) 

(Kalka and Adamiec, 2006; Lados, 2004; Shyam et al., 2005; Stolarz et al., 2001; 

Wang et al., 2001b; Zhang et al., 1999), equivalent circle diameter (Han et al., 2002; 

Lados, 2004; Yi, 2004; Zhang et al., 2002), maximum particle length (Stolarz et al., 

2001) and Feret length (Yi, 2004; Underwood, 1970). The SDAS is essentially the L3 

for a space-filling cell (3-6), but the lines are not placed on the microstructure at 
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random; they are placed down the length of the dendrite, hence ensuring that 

undesirable regions of the microstructure (large interdendritic clusters for example) do 

not affect the result. The equivalent circle area can be used to describe equiaxed 

dendrites, eutectic Si particles and pores. It uses the area of the feature but assumes 

the feature is spherical so that the diameter may be calculated. Both these features can 

reflect aspects of the microstructure well, but require assumptions to be made about 

the feature they represent unlike L3 and λ.  

The maximum particle length (lmax) and Feret length (lf see Figure 3-4) are suitable 

measures to describe individual particles (e.g. eutectic Si particles). However, these 

measures are not suited to microstructures where there are large networks of 

interconnected particles, this is illustrated in Figure 3-4. When the particles are 

separate, as in the top two images, Feret length and maximum particle length can be 

easily measured. When the microstructure is interconnected it is not possible to 

perform these measurements on all the particles.  

Thresholding image analysis techniques were investigated as part of this study. 

ImageJ and the Tesselation Analysis Program (TAP) designed by Boselli et al. (1998, 

1999, 2004) can be used. The thresholding technique uses micrographs or tracings of 

the micrographs. Pixels in a specified greyscale range are selected as object pixels and 

given a value of 1. The remainder of the pixels are assigned a value of 0. Object 

pixels may be counted to give an estimate of the Vf, or further analysed to provide 

stereological information. A requirement of the technique is that the features stand out 

from the background matrix, in terms of greyscale differentiation, and in the 

tessellation program the particles cannot be interconnected. Unfortunately the 

microstructures of the materials studied do not fulfil these requirements adequately 

and so this method was not pursued.  

3.5 Aging study 

The samples for the aging study were taken from the central section of the piston 

crowns. The samples used were of size 5 mm x 5 mm x 2 mm and were in the as-

received state (and so they had already undergone the manufacturer’s standard heat 

treatment of 8 hours at 230˚C). The aging study was performed at a temperature of 

260˚C (±2˚C) in a well-characterised oven. This temperature was chosen because it 
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simulates the typical in-service exposures of a piston; although regions such as the top 

surface do experience higher temperatures. 260˚C is also the temperature that the 

mechanical testing samples are aged at for 100 hours prior to testing. The samples 

were soaked for the following lengths of time: 1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 

and 1024 hours. Based on an annual mileage of 10000 miles, at an average speed of 

35 miles per hour, the longest aging time represents approximately 3.5 years of engine 

use. 

The change in material properties as a result of the aging process was assessed using 

Vickers hardness tests. The tests were performed on a calibrated Vickers testing 

machine following the method outlined in BS EN ISO 6507-1 1998. A load of 10 kg 

and a dwell time at maximum load of 10 seconds was used. An average of five 

indents made on each sample was used to give the mean hardness value.  

Differential scanning calorimetry (DSC) was performed on the as-received samples 

and samples aged at 260˚C for 100 hours. The samples were made from small disks 

approximately 1mm deep with a diameter of 3 mm. The samples were ground to a 

4000 grit finish to remove surface oxides. DSC was performed using a Perkin Elmer 

Pyris 1 machine. The tests were carried out at a heating rate of 10 ˚C/min. Baseline 

testing was performed on pure Al and heat capacity effects (from the difference 

between the heat capacities of the reference sample and aged sample) were corrected 

for by applying a polynomial at temperatures where no reaction was expected 

(approximately 200˚C and just before melting at ~470˚C).  

3.6 Tensile Tests 

Tensile tests were carried out at room temperature (RT), 200°C (the typical 

temperature of the gudgeon pin boss) and 350°C (the typical temperature of the 

combustion bowl edge). All the samples were soaked at 260°C prior to testing to 

simulate in-service thermal exposures. The sample geometry may be seen in Figure 

3-5 and complies with the ASTM E8M standard. The samples were extracted from 

the piston crown and their longest dimension was parallel to the feed direction. The 

room temperature tensile tests were performed on a 50 kN Instron 5569 and the 

tensile tests at 200°C and 350°C were carried out by Federal Mogul using a Zwick 

Z050 machine fitted with a three stage oven which controls the temperature to within 
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±2°C. All tests were carried out using a loading rate of 1 mm/min. The load 

information was obtained from the calibrated load cells on the tensile test machines 

and the extension information was obtained by attaching an extensometer to the 

sample.  

3.7 Strain gauge tests 

Strain gauge tests were carried out on four point bend bar specimens at RT to obtain 

the applied stress on the tensile surface of the samples. Kyowa strain gauges with a 

gauge length of 5 mm were used. The materials were aged at 260˚C for 100 hours 

prior to testing. The samples tested were size 12 mm x 12 mm x 80 mm. The 

experimental setup was similar to that used in the short fatigue crack tests and can be 

seen in Figure 3-6. The samples were ground to a 4000 grit finish and the surface was 

prepared using a conditioner and a neutraliser. Strain gauges were attached to the 

tensile surface, between the inner two rollers. Wires were soldered to the outputs of 

the strain gauges and attached to a strain gauge amplifier and reader where they could 

be monitored. The load was applied to the sample using an Instron 8502 servo-

hydraulic testing machine. 

3.8 Cyclic stress-strain tests 

The cyclic stress-strain tests were carried out by Federal Mogul on the LVD25 alloy 

only. The samples underwent the standard aging treatment of 8 hours at 230˚C and 

were then further aged at their test temperature for 100 hours. The sample geometry 

was the same as that used in the tensile tests (Figure 3-5) but the ends were threaded. 

The experiments were performed using a Zwick Z050 machine fitted with a three-

stage oven and an extensometer was attached to the sample to measure the strain. The 

tests were performed at 0.5 Hz and 50 Hz. The hysteresis loops were allowed to 

stabilise for 1000 cycles before the samples were tested. 

3.9 Instrumented hardness testing 

Instrumented hardness testing differs from conventional hardness tests (such as 

Vickers and Brinell tests) in that the loading and unloading cycle are continuously 
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monitored. This allows for additional information to be obtained, for example the 

Young’s modulus. Such information can be used to characterise the local 

microstructural properties and so it is possible to obtain the Young’s modulus of the 

different phases that may be present in the microstructure.  

3.9.1 Description of Nanoindenter  

A Micromaterials Nanotest machine was used for nanoindentation and a schematic 

diagram of the nanoindenter is presented in Figure 3-7. The main moving part of the 

nanoindenter is the pendulum. The pendulum is attached to the supporting stage via a 

frictionless pivot. Attached to the top of the pendulum is a coil, adjacent to this is a 

permanent magnet attached to the supporting stage. When a current is applied to the 

coil it forms an electromagnet, which attracts the coil towards the permanent magnet. 

This provides the movement of the pendulum. It is the current that is supplied to the 

coil that controls the load at which an indent is performed. A third of the way down 

the pendulum is a limit stop so that the coil and magnet do not touch.  

Below the pivot is the indenter. There is a small housing into which different indenter 

tips may be located. All the work presented in this report has been carried out using a 

Berkovich indenter. In line with the indenter is a parallel plate; a second plate is 

attached to the supporting stage. The two plates act as a capacitor, and when the 

indenter moves the change in distance between the two plates changes the 

capacitance, which is monitored to give depth information during indentation. The 

whole system is maintained in a temperature-controlled cabinet. Over 24 hours the 

temperature in the cabinet is accurate to ±0.4°C. 

3.9.2 Calibration 

The nanoindenter essentially monitors two electrical signals: one for the load 

information and one for the depth information. It is therefore important that these 

signals are correctly calibrated so that the nanoindenter gives accurate data. Because 

of the sensitive nature of the indenter the calibrations must be performed regularly to 

ensure the machine remains accurate. There are five main calibrations, namely the 

load calibration, depth calibration, compliance calibration, bridge box calibration, and 

the diamond area function (DAF) calibration.  
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The load calibration ensures that the current applied to the coil corresponds to a 

known load. During this calibration, weights are hung on the balance weight and a 

current is applied to the coil until the pendulum is moved to its equilibrium position. 

This is done for a series of weights. It is then possible to use the law of moments to 

calculate the current that should be applied to give a certain load at the indenter tip. 

This calibration is performed every four months. 

The depth calibration may be performed with a steel ball tip or a Berkovich tip. 

During the procedure an indenter is bought into contact with a fused silica sample. 

The sample stage moves a known distance and the change in capacitance is measured. 

This is performed several times and so the change in capacitance may be related to the 

distance moved. This calibration is also performed every four months. 

The compliance calibration is performed each week. This test comprises six indents at 

loads between 150-200 mN on a fused silica reference sample. Since the sample 

properties are known, the compliance value may be fixed to give the correct values of 

hardness and modulus for the reference sample. This test is also a useful check for the 

load calibration. 

The bridge box calibration must be performed daily. This ensures that the range of 

movement over which the capacitor plate measures is equal to the full range of 

voltage that the nanoindenter hardware can measure. The trace of this test is also used 

to check that the operation of the pendulum is smooth, for example bent springs in the 

pivot will show as a ‘bump’ on the trace.  

The DAF calibration is performed once the previous calibrations are complete. The 

purpose of the calibration is to ensure that the indenter tip is properly calibrated so 

that correct values may be obtained at all indent depths; this is especially important at 

low penetration depths where the effect of the indenter tip being imperfect is most 

noticeable. The procedure comprises a series of experiments over the depth range of 

the machine. The experiments are analysed and the values of hardness and modulus 

are fitted to a polynomial, which is then used to correct future results. For depths 

greater than 200 nm the general equation for indenter area is accurate. In depth details 

of all the calibration procedures may be found in the Micromaterials Nanotest 

Handbook (Beake et al., 2003).  
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3.9.3 Background theory 

A schematic representation of a typical loading-unloading curve is presented in Figure 

3-8a. The sample is loaded until it reaches the maximum depth (ht) at a corresponding 

maximum load (Pt). The indenter is allowed to dwell for the specified period of time 

and then unloads leaving a residual indent of depth hf. The difference between ht and 

hf shows that there has been some (but not total) elastic recovery. Sneddon (1965) 

proposed that during the initial part of the unloading stage (where the curve is linear) 

the contact area between the sample material and the indenter remains constant and so 

exhibits elastic, ‘Hertzian’ behaviour. It is this part of the loading curve that may 

therefore be used to calculate the elastic modulus for the indented material. Pharr et 

al. (1992) showed that a power law could be fitted to the unloading curve in the form: 

! 

P ="(h # hf )
m  (3-9) 

where h is a point on the unloading curve. By differentiating for the point at the start 

of the unloading curve (i.e. ht) it is possible to calculate the gradient, S.  

To calculate the modulus and hardness it is necessary to know the contact area 

between the indenter and the material at the point of maximum load. An assumption 

of the original work by Sneddon (1965) and Pharr et al. (1992), which is also a 

limiting factor in the applicability of the method (Oliver and Pharr, 2004), is that sink-

in occurs. Sink-in is the result of the displacement of material downwards during the 

indentation process and is illustrated in Figure 3-9. Sink-in results in the reduction of 

the area of contact between the indenter and the material, and so it is necessary to 

calculate the reduction of the indent depth due to sink-in (hs) in order to calculate the 

contact depth (hc) and therefore contact area (A). hs may be calculated using the 

gradient of the unloading curve with the following relationship: 
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where ε1 depends on the indenter geometry and is 0.75 for a Berkovich indenter. In 

Figure 3-8b it can be seen that hc = ht - hs and so the contact depth can be calculated 

using: 
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For a Berkovich indenter the contact area (A) can be calculated using: 

A = 24.50 hc
2
 

(3-12) 

It is possible to calculate the reduced modulus (Er) using: 
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Er is actually a function of the sample and the indenter material properties as shown in 

equation (3-14) and so may be used to calculate the modulus of the sample (Es) if the 

indenter modulus (Ei) and the Poisson ratio (ν) for the sample and the indenter are 

known. For Al νs = 0.33 (Deiter, 1988) and for a diamond indenter νi = 0.07 and Ei = 

1141 GPa (Beake et al., 2003). 
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The hardness value (H) can be simply calculated by dividing the maximum load by 

the contact area calculated in equation (3-12): 

! 

H =
P
t

A
 (3-15) 

As has previously been mentioned, an assumption that sink-in occurs is made in the 

analysis of Sneddon (1965) and Pharr et al. (1992). This limits the applicability of the 

Pharr et al. (1992) method for calculating the modulus and hardness because this is 

not always the case. Tabor (1951) notes that pile-up may also occur and describes 

sink-in and pile-up as the displacement of metal during the indentation process; these 

mechanisms are illustrated in Figure 3-9. Sink-in is the displacement of the material 

downwards and pile-up is the displacement of the material upwards. If a material does 

not sink-in (as the theory predicts) then the contact depth (and so contact area) will be 

underestimated. Bolshakov and Pharr (1998) note that the contact area can be 

underestimated by as much as 60%, which can lead to a large over-estimation of the 

material hardness using the Pharr et al. (1992) method. 
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The degree of pile-up has been shown to be dependent on the amount a material work 

hardens (Oliver and Pharr, 2004). Materials which work harden, for example annealed 

metals, are less prone to pile-up as the material on the sample surface next to the 

indenter hardens during deformation thus constraining the flow of the material 

underneath, this inhibits pile-up. However in materials which do not work harden (for 

example soft metals which have been cold worked) the surface material is unable to 

constrain the flow from underneath. Bolshakov and Pharr (1998) also identified that 

in materials where elastic recovery is low (hf/ht > 0.7) pile-up may occur.  

The Pharr et al. (1992) method of calculating modulus and hardness is the method 

recommended in the British Standard BS EN ISO 14577-1:2002. No approach is 

currently suggested for correcting for pile-up when using a Berkovich indenter and so 

instrumented hardness results need to be carefully assessed and the required caveats 

made when pile-up may occur. 

3.9.4 Samples 

Nanoindentation samples are typically of size 10x10x10 mm although they can be 

smaller than this. The samples were taken from the central section of the piston 

crown. The samples were aged at 260°C for 100 hours so that they were consistent 

with the mechanical testing samples. The samples were mounted in Bakelite and one 

face of the sample was polished to a 1µm finish using the polishing route described in 

Table 3-2. The opposite face of the embedded sample was ground to a 600 grit finish 

so that the non polished face of the sample was visible. An automatic polisher was 

used to ensure that the faces remained parallel. Both sides of the sample were exposed 

so that the only compliance not accounted for by the calibration procedure was that of 

the sample. The samples were mounted on an aluminium sample stub, which in turn 

was attached to the positioning stage during indentation. A schematic diagram of the 

nanoindenter is presented in Figure 3-7 and this shows the position of the sample stub 

during indentation. 

3.9.5 Test procedure  

The sample stage is used to bring the sample into contact with the indenter. The 

sample is then retracted 15 µm away from the indenter and displaced in the Z or Y 
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direction to a virgin piece of material. The experimental details, for example the 

maximum load or maximum depth, loading rate and number of indents are set in the 

Nanotest software (Micromaterials, UK). Once the experiment details are input, the 

indentation procedure is automatic.  

The minimum indent depth and load possible should be set with a knowledge of the 

noise in the nanoindenter system; it is important that the noise has little effect on the 

results. It was found experimentally that the noise in the depth dimension was ~4 nm 

and in the load dimension 0.03 mN. To ensure that the error in the results due to noise 

was less than 2% it was determined that the minimum load should be 1.5 mN and 

with a minimum ht of 200 nm. An indent depth of 750 nm (which corresponds to a 

load of ~9 mN in Al i.e. well above the recommended minimum parameters) was 

used, the dwell time was 15 seconds and the loading and unloading rate was 0.1 

mN/second. 

The data analysis (i.e. calculation of hardness and modulus using the Pharr et al. 

(1992) method) is automated and performed by the Nanotest software. The software 

simply requires the user to review the loading-unloading curves and remove any 

incorrect data (e.g. data that does not start at zero depth and load) and then run the 

analysis program. The data is output as text files which can be used in Microsoft 

Excel (Microsoft Corporation, USA) or Matlab (The Mathworks Inc. USA). 

3.10 Long fatigue crack growth tests 

3.10.1 Samples 

Long fatigue crack growth tests were performed on SENB tests of size 12x12x80 mm. 

One sample was extracted from the centre of each piston crown, perpendicular to the 

feed direction. A slit of approximately 0.25 a/W (where a is the slit/crack length and 

W is the width of the sample) was placed in the top surface of the sample using an 

electro discharge machine (EDM). The ends of the sample were tapped and drilled to 

allow current wires to be connected easily to the sample using bolts. The samples 

were aged at 260˚C for 100 hours prior to testing to simulate in-service thermal 

exposures.  
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3.10.2 Test procedure 

Long fatigue crack growth tests were carried out using an Instron 8501 equipped with 

a high temperature furnace. The tests were conducted at room temperature (as a 

baseline test) and at 350˚C (the typical temperature of the combustion bowl edge). 

The temperature of the 350˚C tests was controlled using a thermocouple spot-welded 

to the sample; the temperature was controlled to within ±1˚C. All the tests were 

carried out in four-point bend with a span of 10 mm. To ensure that the load was 

evenly spread between the loading rollers a self-aligning rig was used; this corrects 

for any tilt in the loading chain or inaccuracies in the specimen geometry. In all the 

tests, an R-ratio = 0.1 and a sinusoidal waveform with a frequency of 15 Hz was used 

(15 Hz simulates the engine idle speed). 

To monitor crack growth a two-point probe direct current potential difference 

(DCPD) method was used. A constant current source was connected to the sample via 

the tapped holes in either end. Two wires were spot welded at opposite ends and on 

opposite sides of the slit (as shown in Figure 3-10) to measure the potential difference 

(p.d.) as the crack grew. Because the measured voltage was small an amplifier with a 

gain of x10000 was utilised. The voltage was recorded using a data logger. As a result 

of the current used the baseline tests were not, strictly speaking, performed at RT but 

slightly above (at 40˚C). With hindsight it may have been better to perform the 

baseline testing at 70˚C so that the temperature could have been more accurately 

controlled with an oven.   

In the RT tests the crack was grown away from the EDM slit for 0.5 mm at ∆K = 5.5 

MPa√m. For the RT samples it was possible to use a load shedding technique to 

obtain a threshold ∆K value. The load shedding technique is outlined in BS ISO 

12108:2002. The crack is grown through four plastic zones and the ∆K is then 

reduced by 10%; this is repeated until the threshold value is obtained. Threshold is 

defined as the ∆K where the crack growth rate (da/dN) is less than 1x10-7 mm/cycle 

which, with the resolution of the system used, equates to ~7.5 hours with no change in 

p.d. Once at threshold the samples were left to grow out at constant load (increasing 

∆K) until failure. 
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In the 350˚C samples the crack was grown at RT away from the EDM slit for 0.5 mm 

at ∆K=5.5 MPa√m. The samples were then heated to test temperature. The theoretical, 

monotonic plastic zone ahead of the crack tip is large at 350˚C and so it was not 

possible to use the load shedding technique at this temperature. Instead the crack was 

grown at constant ∆K (decreasing load) to an estimated crack length of a/W = 0.425 

(approximately 4 plastic zones). The cracks were then left to grow out at the same 

load (Pmax=1.4 kN) so that regardless of LEFM validity the curves may be compared. 

3.10.3 Data analysis 

The number of cycles and the p.d. were recorded throughout each experiment. A 

reading was taken every second and so a lot of data was produced. An automated 

method to reduce the data was investigated but manually reading the points off the 

graph of p.d. versus cycles was found to be the most convenient method. The p.d. is 

related to the crack length; the relationship was initially modelled using finite element 

methods by Joyce et al. (2002b). This relationship was used to estimate the crack 

length during the experiment but was not always exact (since the p.d. wires were not 

always in exactly the same place). Post-failure the final and initial crack length could 

be measured on the fracture surfaces and the data adjusted accordingly. ∆K was 

determined using the method described in BS ISO 12108:2002 and da/dN was 

calculated using the secant method (also described in BS ISO 12108:2002). 

3.10.4 Fractography 

One fracture surface was sectioned for image analysis. To protect the fracture surface 

it was cold mounted prior to sectioning. A schematic diagram of the fracture surface 

is presented in Figure 3-11, the dashed lines show where the sample was sectioned. 

The line e-f was at a low crack growth rate (~ 3x10-7 mm/cycle at RT and ~ 3x10-6 

mm/cycle at 350˚C) and the line g-h was at a high crack growth rate just before failure 

(~ 5x10-4 mm/cycle at RT and ~ 3x10-4 mm/cycle at 350˚C). The sections were 

polished using the route in Table 3-2 and several micrographs were taken for each 

section to give a total length of ~3 mm of the fracture profile. LFA (see section 3.4) 

was used to assess the fraction of hard particles along the fracture profiles. It was not 

possible to differentiate sufficiently between the different phases and so any phase 
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that was not the α-Al matrix was counted as a hard particle. The remaining fracture 

surface was used for SEM analysis. 

3.11 Small fatigue crack tests 

3.11.1 Samples 

Small fatigue crack tests were performed on bend bar specimens of size 12x12x80 

mm. One sample was extracted from the centre of each piston crown, perpendicular to 

the feed direction. The top surface of each specimen was polished to a 1µm finish and 

the corners were rounded off to minimise the possibility of initiation from machining 

marks on the corners of the samples. The samples were aged at 260˚C for 100 hours 

prior to testing to simulate in-service thermal exposures. 

3.11.2 Test procedure 

Short fatigue crack tests were carried out using an Instron 8501 at room temperature. 

It was not possible to perform the tests at 350˚C because the materials are too ductile 

at this temperature, and the samples just bend (without failing). The loads used were 

determined experimentally for each material and temperature to try to ensure that the 

tests would fail at equivalent lifetimes; a lifetime of 80,000 cycles was the target. A 

dummy sample was tested at an initial load corresponding to 90% σy, after 100,000 

cycles with no failure the load was increased by 10% σy and the test continued for 

another 100,000 cycles. This process was repeated until the sample failed thus 

identifying the loading conditions that would produce fatigue failure. The stresses that 

the samples were tested at are given in Table 3-3.  

All the tests were carried out in four-point bend with a span of 20 mm using the self-

aligning rig described in section 3.10.2. In all the tests, an R-ratio = 0.1 and a 

sinusoidal waveform with a frequency of 15 Hz was used. The tests were interrupted 

periodically and acetate replicas of the tensile surface between the two inner rollers 

(i.e. the region of maximum stress) were made to record an image of the top surface 

and any cracks within it. 
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3.11.3 Data analysis 

The final acetate replica was examined and several cracks identified; micrographs of 

the cracks were taken. Working back through acetates a record of crack growth and 

the point of fatigue crack initiation (or the point when the crack became visible at the 

surface) could be obtained. Micrographs and SEM images of the selected cracks were 

obtained. SEM analysis was also used to examine the fracture surfaces for sub-surface 

defects. Phase mapping (see section 3.12) was performed on several initiation sites to 

give a thorough analysis of the phases associated with the initiation of fatigue cracks. 

Synchrotron X-ray tomography (see section 3.14) was also performed on several of 

the samples to give a detailed analysis of the region underneath the initiation site and 

along the fatigue crack. 

In all cases the loads used corresponded to a stress greater than the 0.2% proof stress. 

At these loads simple beam theory (which is linear elastic) does not apply. In the RT 

samples the strain gauge test results allowed for the calculation of the strain on the 

tensile surface which could be cross referenced against the tensile test curves to 

estimate the stress. The method of Scott and Thorpe (1981) was used to calculate ∆K 

values; da/dN was obtained using the secant method and so crack propagation curves 

could be obtained.  

3.12 S-N fatigue tests 

3.12.1 Samples 

S-N tests were conducted on samples of size 6x6x60 mm. Eight samples were 

extracted from the centre of a piston. The top surface of each specimen was polished 

to a 1µm finish and the corners were rounded off to minimise the possibility of 

initiation from machining marks on the corners of the samples. The samples were 

aged at 260˚C for 100 hours prior to testing to simulate in-service thermal exposures. 

3.12.2 Test procedure 

All the tests were carried out at RT in four-point bend with a span of 10 mm using the 

self-aligning rig described in section 3.10.2. In all the tests, an R-ratio = 0.1 and a 
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sinusoidal waveform with a frequency of 15 Hz was used. The tests were interrupted 

after 10,000 cycles and acetate replicas of the tensile surface between the two inner 

rollers (i.e. the region of maximum stress) were made to record an image of the top 

surface and any cracks within it. The tests were carried out at different load levels and 

the stress was calculated using the strain gauge and tensile test data. The fracture 

surfaces were assessed using an SEM 

3.13 Phase mapping 

The phase mapping was performed in conjunction with Prof. Rachel Thomson and 

Dr. Chun-Liang Chen at Loughborough University. Using the results of simultaneous 

electron backscatter diffraction (EBSD) and energy dispersive X-ray (EDX) analysis, 

it is possible to produce maps of the phases present in a specified region of the 

microstructure. By combining the results of the two techniques, phase identification is 

enhanced compared with the individual methods and this is especially useful in 

complex multiphase microstructures. In this work phase mapping has been used to 

map the regions around fatigue crack initiation sites and along the fatigue cracks. 

Phase mapping was performed on several short fatigue crack test samples. The 

samples were polished using the route presented in Table 3-2 before the fatigue tests 

were performed. Ideally the samples should undergo a final polish using a vibration 

polisher or an ion beam mill to ensure excellent surface (and near surface) preparation 

(Chen 2006). However, this was not possible on these samples and so the fifth 

polishing stage was repeated after the fatigue tests for an extended period (in the order 

of 15 minutes) to ensure the best finish possible.  

The phase mapping work was performed in collaboration with Loughborough 

University and simultaneous EBSD and EDX were carried out using their LEO 

1530VP FEGSEM. The data was collected using Delphi software (EDAX, USA) and 

analysed using TSL OIM 4 software (EDAX, USA). This software uses the 

International centre for diffraction data (ICDD) database to analyse the EBSD data. 

The EDX data is analysed by setting chemical bounds for the phases that are likely to 

be present. Loughborough University has expertise in this area and have built up over 

several years a database of the chemical compositions of the phases present in these 
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alloys. The EBSD and EDX data is compiled by OIM software, which produces the 

phase maps.  

3.14 X-ray computed tomography 

3.14.1 Background 

X-ray computed tomography (X-ray CT) is a 3-D imaging technique. It is one of the 

non-invasive imaging techniques routinely used in hospitals for the imaging of 

surface and deep structures within the human body. X-ray CT is also a useful tool in 

the field of materials research and is an attractive imaging technique for characterising 

the microstructures of materials (Salvo et al., 2003). X-ray CT may be used to 

identify microstructural features such as pores (Buffiere et al., 2001; Hamilton et al. 

2003), and secondary phases (Khor et al., 2004). It may also be used to monitor 

fatigue crack growth (Ferrie et al., 2005) or other damage evolution (Horstemeyer et 

al., 2003) in materials providing an otherwise difficult to obtain insight into the 

interaction between damage mechanisms and the microstructure. Furthermore, in 

metals, X-ray CT is a non-destructive method. 

X-ray CT uses the principles of radiography: X-rays are directed at the sample and the 

transmitted beam is recorded on the opposite side of the sample (typically using a 

CCD detector). As the X-ray beam passes through the sample it is attenuated via 

interactions such as the photoelectric effect and Compton scattering. The 

effectiveness of a material in attenuating X-rays is defined by its attenuation 

coefficient which is a function its density, atomic number and the energy of the X-ray. 

The 2-D X-ray image produced contains the superimposed information of the volume. 

The basic principles of X-ray CT image capture and reconstruction are presented in 

Figure 3-12. By rotating the sample around an axis perpendicular to the X-ray beam, 

it is possible to acquire radiographs at many angles (through 180˚ or 360˚ depending 

on the system). The images may then be reconstructed using a back projection 

algorithm (ASTM E 1441-00); this is schematically shown in Figure 3-13. In Figure 

3-13a the incident X-ray passes through the sphere and is detected. Back projection 

consists of projecting each view back along a line corresponding to the direction it 
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was collected; this is schematically shown in (with projections from only 4 angles) 

Figure 3-13b, the reconstructed image forms where the lines converge. 

3.14.2 Microfocus computed tomography 

Compared with the synchrotron radiation system, discussed in the next section, 

microfocus CT systems are less expensive and smaller. They can typically fit in a 

small room, which makes them a suitable laboratory tool. Electrons are produced by 

an electron gun and accelerated towards a target (which is typically made of tungsten 

or molybdenum). Upon hitting the target, one of the reactions that occur is the 

emission of X-rays; these are filtered to produce a conical beam of X-rays. The 

sample is placed on a rotating stage between the target and the detector (in the 

Southampton system this is a CMOS flat panel detector); the system is shown 

schematically in Figure 3-14.  

Because of the conical nature of the X-ray beam the projected image is naturally 

magnified, the closer the sample is to the target the greater the magnification. For 

small samples (< 6 mm) the maximum resolution is limited by the spot size of the 

electron beam; in the Southampton system this is ~5 µm. In addition whilst high 

magnification images can be obtained for small samples (giving a voxel size smaller 

than 5 µm3) the inherent resolution of the images is still 5 µm. In large samples (> 6 

mm in diameter) the maximum resolution is limited by number of pixels in the CCD 

detector array (1200x1200 pixels in the Southampton system). For example, the 

minimum voxel size when a 20 mm3 volume is scanned is 16.7 µm3.  

In conventional microfocus CT systems the X-ray beam is polychromatic. Because of 

this the resulting reconstructed volumes can suffer from ‘beam hardening’. This 

occurs when the energy spectrum of the X-rays change; this is attributed to the greater 

attenuation of lower energy X-rays. Fewer low energy X-rays will be transmitted 

through the thickest part (e.g. the centre) of the sample compared with the edge of the 

sample and so the average energy of the transmitted beams will vary between these 

two sections. This ultimately affects the greyscale value recorded by the detector and 

results in a gradient of the grey level between the centre and the edge of the 

reconstructed volume. This can be seen to occur along the line AB in Figure 3-15. 
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The beam hardening effect may be reduced by using filters in the beam line, or 

corrected later in the post-processing,.  

Cylindrical samples with a diameter of 4 mm were utilised in this study. A 

molybdenum target was used to produce the X-rays and suitable parameters for the 

electron gun were found to be a filament current ~ 70 µA and an accelerating voltage 

~ 45 kV. No filters were used in the X-ray beam. Approximately 1800 images were 

taken throughout a 360˚ rotation. The CMOS detector used a digital gain of 4 and a 

frame rate of 1 fps. Two images were taken at each point and averaged to reduce 

noise in the images. White and black reference images were also obtained to correct 

for inconsistencies in the detector. The images were reconstructed using Inspect-X CT 

Client (X-Tek Systems Ltd., UK) software, and the images analysed in VG Studio 

Max (Volume Graphics GmbH, Germany). 

3.14.3 Synchrotron computed tomography 

Synchrotron radiation is produced in a different way to that previously described for 

microfocus CT, and necessitates the use of much larger facilities; for example the 

circumference of the storage ring at the European Synchrotron Radiation Facility 

(ESRF) is 844 m. Synchrotron radiation benefits from having a bright and parallel 

beam and the beamline at ESRF used in this project (ID19) is specially designed to 

ensure that the beam is also highly coherent for CT imaging.  

A schematic diagram showing the basic design of a synchrotron facility is presented 

in Figure 3-16. Electrons are produced in an electron gun and initially accelerated in a 

linear accelerator. They are then transmitted into a circular accelerator (the booster 

synchrotron) where they are accelerated to the required energy (typically 6 GeV). The 

electrons are then injected into the storage ring in discrete bursts. Electrons travel in 

straight lines and so magnets are required to ‘bend’ the electrons around the storage 

ring. There are three types of magnets in the beamline (ESRF, 2007): 

1. Focusing magnets – These are found in straight sections of the storage ring 

and are used to ensure the electron beam remains focused. 
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2. Bending magnets – These are used to direct the electron beam around the 

storage ring. It is the change in direction that causes synchrotron radiation to 

be produced and so the beam lines start at these magnets. 

3. Undulators – These are used by some beamlines to produce a higher intensity 

beam. The undulator forces the electrons to follow a ‘wavy’ trajectory. The 

radiation caused by this movement constructively interferes hence increasing 

the intensity of the beam.  

An advantage of the ID19 setup is that the X-ray beam may be either polychromatic 

(as in the microfocus CT system) or monochromatic. Using a monochromatic X-ray 

beam prevents beam hardening from occurring (Salvo et al., 2003). Due to the very 

small cross-sectional area of the electron beam used to create the X-ray beam, the X-

ray beam is parallel (i.e. diverges very little) (Cloetens et al., 2001) and so the 

magnification effect that occurs in microfocus CT systems does not occur in 

synchrotron systems. As a result, the X-ray beam may also be used for phase contrast 

imaging in addition to the conventional absorption imaging, which is an important 

tool in identifying the edges of defects.  

When the X-ray beam is transmitted through the sample a phase change is imposed in 

addition to the attenuation of the beam. At interfaces (phase-phase or phase-air) there 

is a sharp difference in the phase retardation. Phase contrast forms when these 

neighbouring sections of the beam interfere as they propagate away from the sample. 

On beamline ID19 phase contrast imaging is easily performed. In practise all that is 

required is that the X-ray detector is placed a certain distance, approximately a tenth 

of a metre, from the sample (Cloetens et al,. 2001); this is in the near-field Fresnel 

region.  

Synchrotron CT was performed on samples cut from the short crack fatigue test 

pieces. These samples encompassed a fatigue crack and were 1x1x12 mm in size. 

Samples were also taken from long fatigue crack growth test piece for the LVD25 

alloy at 350˚C. Several tests were performed, one was stopped at a low crack growth 

rate (~3x10-6 mm/cycle) and another were stopped at a high crack growth rate (just 

before final failure, ~ 2x10-4 mm/cycle). The samples were of size 1x1x12 mm and 

2x2x12 mm and were sectioned so that they would encompass the crack tip region.  
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In this work a monochromatic X-ray beam with an energy of 20 keV was used. The 

X-rays were captured using a scintillator coupled to a fast readout low noise 

(FRELON) 14 bit dynamic range CCD camera with an array of 2048x2048 pixels. A 

pixel size of 0.7 µm and 1.4 µm was obtained in the 1x1x12 mm and 2x2x12 mm 

samples respectively. An exposure time of 1 second was used and 1500 images were 

taken over a 180˚ rotation. The detector was placed 60 mm behind samples and so 

some absorption and phase contrast imaging was expected. Flat field and dark-current 

corrections were performed to account for error/inconsistencies in the beamline setup. 

A detailed description of the ID19 optics setup can be found at the ESRF website 

(ESRF, 2007) 

The images were reconstructed using the filtered back projection method (Kak and 

Slaney, 1988). The software used for this is in-house software produced at ESRF. The 

reconstructed volumes are 32 bit files and these were reduced to 8 bit files to 

minimise the file size. However, each scan still produces 8GB files even after this 

process. The images were analysed in VG Studio Max and ImageJ software. 

 

 

Alloy Si 
(wt.%) 

Cu 
(wt.%) 

Ni 
(wt.%) 

Mg 
(wt.%) 

Fe 
(wt.%) 

Mn 
(wt.%) 

Ti 
(wt.%) 

Zr 
(wt.%) 

V 
(wt.%) 

P 
(ppm) 

Sr 
(ppm) 

LVD25  12.45 3.93 2.78 0.67 0.44 0.03 0.01 0.05 0.04 55 0 

LVD26 
unmod 6.90 3.89 3.00 0.62 0.22 0.03 0.01 0.05 0.04 45-50 0 

LVD26 
mod  6.90 3.89 3.00 0.62 0.22 0.03 0.01 0.05 0.04 45-50 150-

155 

LVD27  0.67 3.91 2.99 0.80 0.21 0.05 0.01 0.01 0.01 45 0 

 

Table 3-1 Compositions of the alloys studied. 

 

67



Chapter 3  Materials and Methods 

Stage grinding grinding 2nd Polish 3rd Polish 4th Polish 5th Polish 
Abrasive 600 Grit 1200  

Grit 
6µm 

Diamond 
3µm 

Diamond 
1µm 

Diamond 
 

OPS 
Force  (lbf)   17 17 20 17 17 5 

Speed (rpm) 300 300 150 150 150 150 
Time (min) Till plane 3   4 3 3 ~15 

 

Table 3-2 Metallography polishing route. 

 

Alloy Temperature theoretical 
stress 
(%YS) 

strain (%) extrapolated 
stress (MPa) 

extrapolated 
stress (%YS) 

LVD25 RT 213 0.76 172 158 
LVD26 unmod RT 210 1 160 151 
LVD26 mod RT 215 1.1 170 159 
LVD27 RT 175 0.54 132 105 
 

Table 3-3 Stresses and strains at which short crack tests were performed. 

 

 

Figure 3-1 A photograph of a piston supplied by Federal Mogul and a sectioned piston crown 

placed on it. 
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Figure 3-2 Analysis on the effect of the number of points used for the point fraction analysis. 

 

 

Figure 3-3 LFA and PFA results for LVD25.     
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Figure 3-4 Particle lengths for an individual particle network and an interconnected network. 
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Figure 3-5 Tensile test piece specimen geometry conforming to ASTM E8M standard. 

 

 

Figure 3-6 Strain gauge setup. 
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Figure 3-7 Schematic diagram of the Nanoindenter from Beake et al. (2003). 
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Figure 3-8 a) typical force displacement curve for an indent and b) is a schematic showing the 

displacement during loading and unloading (after Pharr et al. 1992). 

 

 

Figure 3-9 Schematic diagram of sink-in and pile-up. 

 

 

Figure 3-10 Long fatigue crack growth test setup. 
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Figure 3-11 A schematic diagram of the fracture surface of a long fatigue crack growth test 

sample, the dashed lines show where the sample was sectioned. 

 

 

Figure 3-12 Basic principles of X-ray computer tomography (ESRF 2007). 
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Figure 3-13 Schematic diagram of back projection. 

 

 

Figure 3-14 Microfocus CT setup. 
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Figure 3-15 Change in grey scale across AB from beam hardening. 
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Figure 3-16 Schematic diagram of the basic design of a synchrotron facility (ESRF 2007). 
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Chapter 4   

Materials Characterisation 

4.1 Introduction 

An aim of this project is to link the fatigue properties to the underlying microstructure 

of these alloys to inform further materials optimisation in terms of their fatigue 

performance. It is therefore important to thoroughly assess the alloy microstructures 

since the materials studied have many alloying additions and contain many different 

phases. The materials have been characterised in two dimensions using standard 

stereological methods and many of the phases present in the alloys have been 

identified. Using X-ray computed tomography (X-ray CT) it has been possible to 

further assess the microstructures of these alloys and their complex, three-dimensional 

structures. Nanoindentation has been used to ascertain some of the local mechanical 

properties for individual phases in these alloys. The macro-scale mechanical 

properties of these alloys have been assessed. Their monotonic behaviour at a range 

of temperatures will be presented in this chapter as well as the results of an ageing 

study to characterise the effect of in-service thermal exposures. 

4.2 Two dimensional microstructural 
analysis 

The materials studied contain many alloying elements, some of which (e.g. Cu and 

Ni) are at relatively high levels and as a result the materials exhibit a complex 

microstructure containing Si particles and many different intermetallics in a solid 

solution of α-Al matrix (Si particles and intermetallics will be referred to collectively 

as hard particles in these microstructures). In Figure 4-1 and Figure 4-2 some of the 

typical phases in LVD25 have been identified. It may be seen that these phases have a 
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range of morphologies and in many cases the phases are connected. Si has a dark grey 

appearance, the larger blocks of Si are primary Si and the smaller Si particles are 

eutectic Si. In Figure 4-2 the AlP phase has been identified, this phase acts as a 

nucleation site for primary Si (Polmear, 1989; Ye, 2003). Less common phases such 

as Mg2Si and Al2Cu have also been observed. These phases have similar Chinese 

script morphologies but can be differentiated after etching by colour since Mg2Si is 

darker (Daykin, 1998). 

As discussed in the literature review the AlCuNi phases can be differentiated by the 

ratio of Cu and Ni they contain. It can be difficult to differentiate between the AlCuNi 

phases by optical microscopy alone as their morphologies are not sufficiently 

different from each other. However, the phases have a brown/grey colour and in 

general the darker the phase the lower the Cu content (Edwards, 2002). It can also be 

difficult to differentiate the Al9FeNi phase from the AlCuNi phases as the colour and 

morphology are similar. 

In Figure 4-3 the AlCuNi phases and eutectic Si phases that form in LVD26 mod have 

been identified. The intermetallics that form are similar to those in LVD25 but the Si 

is different. Primary Si is not present in this alloy and because of the Sr modification 

the Si has a fine morphology and forms in clusters. In many cases the Si particles 

seem interconnected. This appearance of the Si can be contrasted to that of LVD26 

unmod in Figure 4-4, where the Si particles have a coarser morphology. The 

intermetallics in both LVD26 variants are again similar to those in LVD25 but in 

LVD26 unmod there are occasionally some irregular phases where the phase has a 

‘patchy’ appearance (Figure 4-4).  

Phase mapping (which combines EDSD and EDX information and so unambiguously 

identifies the phases present) was primarily performed to carefully characterise the 

microstructure around the fatigue initiation sites. However, it is worth noting some of 

the interesting microstructural features identified from these results, in this chapter. A 

phase map of the irregular/patchy phase that occurs in LVD26 unmod (presented in 

Figure 4-5) identifies that this particle consists of the Al9FeNi phase and the 

Al(CuNi)2 phase. The intricate way in which different intermetallics and Si particles 

are connected may also be observed in Figure 4-5. A phase map for a primary Si 

particle is presented in Figure 4-6a, and the corresponding inverse pole figure is 
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presented in Figure 4-6b. Two twin boundaries were identified; these are of interest 

because previous work by Edwards (2002) indicated that these boundaries may 

provide a preferential crack path if they are aligned perpendicular to the direction of 

applied stress.  

LVD27 contains the AlCuNi phases previously identified in the other alloys (Figure 

4-7) but contains no (or very little) individual Si phase; this is in agreement with the 

thermodynamic equilibrium models of Chen (2006). In Figure 4-7 interdendritic 

porosity can also be observed (porosity will be discussed in more detail, in section 

4.3). As with the other three alloys, many of the phases are interconnected. 

Microstructure 3-D cubes have been produced from 2-D images to show the typical 

alloy microstructures (at a lower magnification to the micrographs previously 

presented) and these may be seen in Figure 4-8 to Figure 4-11. In all the alloys a solid 

solution of α-Al acts as the matrix and has a dendritic form. In the micrographs the 

matrix has a yellow/orange colour, and is the major phase. In both LVD26 alloys the 

dendrites are generally elongated but have no particular alignment. In LVD27 the 

dendrites have a more equiaxed appearance i.e. are more spherical in shape. The 

dendritic structure is less obvious in LVD25 although both elongated and equiaxed 

dendrites can be observed. 

No particular alignment is observed in any of the alloys; dendrites do not tend to form 

preferentially in any particular direction. Whilst the general population of hard 

particles is found in the inter-dendritic regions, the individual hard phases are not 

evenly distributed throughout the alloy in these regions. An example of this is the 

distribution of primary Si in LVD25 (this will be discussed in more detail later in this 

section). Furthermore, hard particles may form distinct clusters, this is observed in all 

the alloys and a dense region of secondary phases, characteristic of those that form in 

LVD27, is identified in Figure 4-11. 

Qualitatively, the microstructures of the alloys appear similar throughout the piston 

crowns. Three micrographs showing the microstructure near the edge of the crown 

(<5 mm), approximately 25 mm from the edge of the crown and in the middle of the 

crown for LVD26mod, are presented in Figure 4-12 (the locations are also shown in 
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Figure 4-13). Eutectic Si, intermetallics and α-Al dendrites are present and appear to 

be similar in size and morphology in all the micrographs.  

To assess quantitatively the microstructure throughout the pistons the volume fraction 

(Vf) of hard particles (Si and intermetallics) at different locations has been obtained 

using point fraction analysis. The locations at which these measurements were taken 

are given in Figure 4-13. The results of this assessment are in Figure 4-14, in which 

the error bars represent one standard deviation (S.D.), and Figure 4-15, in which the 

error bars represent the standard error (S.E.). The standard deviation gives an 

indication of the level of scatter that might be expected if the Vf analysis was repeated 

once. The standard error indicates the range of values in which the mean value would 

be expected if the experiment were repeated several times.  

In LVD25 and both LVD26 alloys the mean Vf of hard particles for each region falls 

within the corresponding standard errors of the other regions. In LVD27 the Vf of hard 

particles at the quarter and edge locations are outside the standard error bounds of the 

opposite location, but both values lie within the expected bounds when compared with 

the measurements taken at the middle and near riser locations. Therefore the results 

seem to indicate that the distribution of hard particles, at this macro level, is uniform 

throughout the piston crowns.  

Whilst on this larger scale the average microstructure is relatively uniform, at a more 

local microstructural level there is considerable variation (as has previously been 

indicated). If, for example, one considers the distribution of primary Si particles in 

LVD25 (Figure 4-16), then it can be seen that the distribution of this phase is 

relatively heterogeneous. In Figure 4-16 the micrograph has been split into two 

halves: in the bottom section the Vf of primary Si is observably greater (Vf ~ 19.2%) 

than in the top section (Vf ~ 6.7%). Using point fraction analysis it has been 

determined that the average Vf of Si in LVD25 is 14% (with S.D. = 4%), and so the 

values obtained within Figure 4-16 are not within ±1 S.D. of the expected mean Vf of 

Si. This example illustrates the large variation in the distribution of Si that may be 

expected in LVD25 at the more local microstructural level. The colour and 

morphology of the Si phase allow automated image analysis approaches to be used for 

this type of analysis but it has not been possible to perform similar analyses on other 

phases because they are more difficult to differentiate between by greyscale and 
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morphology characteristics. However, qualitative assessment of the micrographs 

previously presented in this chapter indicate a heterogeneous distribution of these 

other phases as well. 

All the alloy microstructures have been quantified using standard stereological 

methods, and these results can be found in Table 4-1; each result is presented with the 

corresponding S.D. The Vf of hard particles is the average result of all the 

measurements taken for each alloy (i.e. it takes into account the results from all 

regions of the piston crown). As might be expected the greater the quantity of alloying 

additions, the greater the Vf of hard particles in the alloys; LVD25 has the highest Vf 

of hard particles and LVD27 the lowest. The Vf of hard particles for LVD26 mod lies 

within the expected bounds of error of LVD26 unmod and vice versa and so this 

difference is not considered significant. 

Two results have been presented for the mean free distance (λ) between hard particles 

for LVD26 mod. The italicised (smaller) value is obtained when any particle 

intercepts the line used for the measurement. The non-italicised (larger) value is the 

result when a eutectic region is treated as a single particle when the line used for 

measurement intercepts that eutectic region. When the eutectic Si regions are treated 

as single particles the λ is, in general, inversely proportional to the Si content. When 

eutectic Si particles are treated as individual particles, LVD26 mod does not follow 

this trend and λ for this alloy is approximately halved. Whilst the italicised value is 

statistically correct it may not reflect the microstructure accurately. LVD26 has a 

dendritic structure and the interdendritic regions contain intermetallics and eutectic Si 

so the alloy may be better described, for example, using two λ’s: one for the dendrites 

and another for the eutectic Si regions. It is possible to perform a similar stereological 

analysis on the eutectic Si regions in LVD26 mod: Vf ~ 36.3%, λ ~ 2.4µm and the 

mean intercept length, L3 ~ 1.4µm. Accurately reflecting hard phase distribution with 

a view to modelling these microstructures will be discussed in more detail in the 

chapter 6.  

Two values for L3 are presented for LVD26 for the reasons previously discussed. 

When the eutectic Si regions are treated as a single particle, L3 is proportional to the 

Si content. When eutectic Si particles are counted individually (in LVD26 mod), L3 is 
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reduced by a factor of 2. The dendrite arm size (in Table 4-1), is very similar to the L3 

of a space-filling cell (n.b. this is slightly different to the L3 for a particle 

(Underwood, 1970)). In the case of alloys similar to LVD26 it is often referred to as 

the secondary dendrite arm spacing (SDAS). SDAS is not, however, obtained from 

lines taken at random (as for L3) but from lines placed down the length of the 

dendrites. The SDAS of both LVD26 alloys is similar and they are both within the 

expected standard error bounds and so Sr modification does not appear to have altered 

this feature. The dendrite size for LVD27 is obtained in a similar way but the lines 

were placed so that they did not intercept dense regions of secondary phases. No 

dendrite arm size is presented for LVD25 because the dendrites are less obvious. 

Dendrite arm size differs from the mean free path (and L3 of a space filling cell) in 

that it is a measure of a specific feature of the microstructure and not an average 

feature for the entire microstructure. 

4.3 Three dimensional microstructural 
analysis 

X-ray tomography has been performed on all the alloys and allows study of the 

microstructures in three dimensions. These alloys are not entirely suited to this 

analysis because X-ray attenuation of the Al and Si phases is very similar and so it is 

difficult to differentiate between the two. However, the intermetallic phases in these 

alloys do attenuate X-rays differently to Al and Si and so it is possible to segment 

these phases to reveal their three dimensional morphologies. In all the alloys, the 

intermetallics form a complex and largely interconnected microstructure.  

Lower and higher magnification tomography images for LVD25 are presented in 

Figure 4-17 and Figure 4-18 respectively. The Al and Si phases have been removed to 

reveal the intermetallic structure. Because of the complex nature of the intermetallics 

only thin slices have been presented in an attempt to avoid the image being cluttered 

and confusing (n.b. representing 3-D images in a static 2-D form whilst maintaining 

the required level of detail is difficult). Every effort has been made to present clear 

and representative images. ‘Tricks’ employed include leaving a bounding box around 

the slice to maintain a level of context and also making the Al and Si phases ‘misty’ 
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but so that the intermetallics remain visible; this has the effect of giving the images an 

element of depth which they might not otherwise have. 

Fully describing the three dimensional morphology of the phases presented in Figure 

4-17 is a challenging task but here the main features will be identified. In two 

dimensions it is possible to see that intermetallics (and Si particles) are often 

interconnected (see Figure 4-8 to Figure 4-11) and so they are likely to be 

interconnected in three dimensions; the tomography data confirms that this is the case 

and the interconnected intermetallic network is shown in Figure 4-17.  

Many different particle morphologies have been observed in the two-dimensional 

images and can also be identified in three dimensions. Region one in Figure 4-17 

contains a phase that in two dimensions would appear to be two flakes (1a and 1b). 

However it can be seen that the three-dimensional nature of this phase is more 

complex. The two flakes are connected and in fact part of a much larger phase that 

has several arms. In region 2 a phase has been identified that has circular features and 

several of these can be observed throughout the image. It seems likely that this phase 

may have formed around dendrites; it is again connected to other phases. The third 

region identified contains a larger phase. From the morphology this phase appears to 

be similar to the region 3 identified in Figure 4-1. It is large (>200 µm) and appears to 

be comprised of many ‘arms’. 

In Figure 4-18 several flake/plate like structures are visible. The alignment of the 

flakes is a local feature and not representative of the alloy. Although they are mostly 

interconnected it has been possible to carefully segment one of these flakes to reveal 

the three-dimensional structure in more detail, this is presented in Figure 4-19. The 

surrounding material has been withdrawn to reveal part of the flake. The flake is not 

continuous and several holes have been identified. The edges of the phase are rough 

and some very sharp angles may be observed. This may be of particular importance 

when considering stress concentration effects in the local microstructure; the more 

acute/sharp the corner, the greater the stress concentration in the particle (Qin et al., 

1999). The flake is large, the visible section is >150 µm in length and approximately 

50 µm in width. However, the minimum dimension is the thickness, which is <10 µm 

in general.  
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Tomography images for the intermetallic networks in LVD26 unmod and LVD26 

mod are presented in Figure 4-20 and Figure 4-21 respectively. In both cases the 

intermetallics have complex morphologies: they contain many arms and have a rough 

appearance with many acute angles. In Figure 4-20 several elongated flake-like 

structures have been identified and these are sections of a larger structure. It is not 

easy to appreciate the elongated dendrites that exist in this alloy from these three-

dimensional images but a region has been identified in Figure 4-21 that shows the 

intermetallics around a likely dendrite. In general the intermetallics are finer in the 

LVD26 alloys compared with the LVD25 alloy and large plates, similar to those 

presented in Figure 4-19, were not observed. A larger cube of the intermetallic 

network in LVD26 unmod is presented in Figure 4-22. This image has been presented 

because it is the approximate volume of the plastic zone that would form at high 

da/dN (at RT) in these alloys, and illustrates the volume of intermetallics, which may 

be sampled in the plastic zone. It is important to remember that in LVD25 and the 

LVD26 alloys Si particles are also present (although not easily distinguished in the 

tomography structures) which makes the ‘hard particle’ network even more complex. 

The tomography image of the intermetallic network for LVD27 is presented in Figure 

4-23; once again the intermetallics are very interconnected. It has been identified that 

LVD27 contains equiaxed dendrites and large clusters of secondary phases (Figure 

4-11) and these can also be observed in Figure 4-23. Several circular features (i.e. 

around the dendrite) may be observed and some of these have been identified. In 

addition a dense region of secondary phases has been indicated towards the bottom of 

the image. Different morphologies can be observed throughout the alloy, for example 

thin ‘stick’ phases, and flatter vertebrae type structures; these particles form many 

acute angles. The apparent alignment observed in Figure 4-23 is a ‘sectioning’ 

artefact; a cube of the intermetallic structure is presented in Figure 4-24 and 

demonstrates that such an alignment does not exist. 

Porosity is present in all the alloys studied. The level of porosity is low and therefore 

difficult to characterise in two dimensions (because a very large number of 

micrographs would be required). An example of the porosity found in LVD25 is 

presented in Figure 4-25. The pore has formed around and in-between the 

intermetallics which is typical for this alloy (n.b. it is possible to see the Si particles in 
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this image, but it can be seen that their grey level is very similar to that of the Al 

matrix, hence the problem segmenting them). It is possible to segment the pore and 

view it in three dimensions; this is presented in Figure 4-26. The surrounding material 

has been partially withdrawn to reveal the pore shape but leave it in its microstructural 

context.  

A similar example is presented in Figure 4-27 for LVD26 unmod. In this example the 

surrounding Al and Si have been withdrawn to reveal the intermetallics (yellow) and 

the pore (red). In the first image the pore is hardly visible as it is obscured by the 

intermetallics. As the intermetallics are drawn back the pore becomes visible. As with 

the pore presented for LVD25 (Figure 4-26), it has formed in between the 

intermetallic phases. The final image shows the pore without any of the surrounding 

material. In this image the pore is presented from the opposite side. The pore may be 

better described as a porous region as it actually comprises four different sized pores; 

this is quite typical and similar porosity is observed in all the alloys. An example of 

interdendritic porosity in LVD27 is presented in Figure 4-28; this is actually part of a 

large porous region. These pores are often associated with the dense clusters of 

intermetallics and it can be seen that this pore is on the edge of such a region. Pores 

form in these regions during the casting process because of the inability of the cast to 

flow through these regions to compensate for the volume shrinkage associated with 

solidification (Roy et al., 1996).  

The volume fraction of porosity has been estimated and the results are in Table 4-1. 

These results have been obtained from very limited data (the volume assessed for 

each alloy is ~600 µm3) and so it is not possible to give an estimate of the scatter that 

may be expected. The maximum dimension of the porous region can be large (and 

pores in the region of 400 µm in length have been observed) but due to their 

interdendritic nature the minimum dimension is small; this is the limiting factor that 

precludes the use of the more readily available laboratory CT, as the resolution is 

insufficient (further analysis would ideally be performed at ESRF). LVD27 contained 

the highest volume fraction of porosity but for all the alloys the level was <0.1%. The 

largest porous region was also observed in LVD27 although large porous regions 

(>200 µm in length) were observed in all the alloys. 
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4.4 Nanoindentation 

The nanoindenter at the University of Southampton does not have a microscope 

attachment and so indents cannot be purposefully placed in selected phases. A 

‘bombing raid’ technique was therefore used; this entails hundreds of indents being 

performed in grids so that they indent the microstructure randomly. This method is 

very inefficient and only a few Si particles and secondary phases are indented such 

that the indent is three times the diameter from the side of the particle as required by 

BS EN ISO 14577-1:2002 (approximately 2% of indents hit a secondary phase or Si 

particle). So, only indentation results for the Al matrix, Si particles and the Al9FeNi 

phase are presented (see Table 4-2).  

Si had a higher hardness but a lower modulus than Al9FeNi, Al had the lowest 

hardness and modulus. The modulus of the Al matrix is higher than 70 GPa, which is 

the modulus commonly quoted for Al in the literature (Callister, 2000; Polmear, 

1989). The hf/ht ratio was lowest in Si and greatest in the Al-matrix and the hf/ht ratio 

is greater than 0.7 for both Al and Al9FeNi. This indicates (Bolshakov and Pharr, 

1998) that pile-up may occur in the Al matrix and Al9FeNi. Pile-up is known to occur 

in Al (Bucaille et al., 2004) and so it seems probable that this accounts for the higher 

than expected modulus of the Al-matrix, if this is the case the hardness of Al will also 

be an overestimate. 

There is currently no correction (simply using indentation data) for the effects of pile-

up on hardness and modulus for indents created with a Berkovich indenter. Oliver and 

Pharr (2004) note that a more representative (although still inaccurate) method of 

estimating these values is to optically measure the indents. By doing this, hardness 

and modulus values for the Al matrix are reduced by 20% and 10% respectively to a 

hardness of 0.59 GPa and a modulus of 82 GPa. The value for the modulus is still 

greater than expected which indicates that the contact height (because of pile-up) and 

contact area are underestimated using this method.  

Values for the modulus and hardness of Si can be found in the literature, several have 

been listed in Table 4-3. The range of the values for both modulus and hardness are 

quite large: hardness ~ 9.6 – 12.5 and modulus 140 – 169. The values obtained in this 

study fit within these bounds. The only reported modulus and hardness data found in 
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the literature for the Al9FeNi phase is that from the sister project at Loughborough 

University by Chen (2006) (see Table 4-3); the modulus results agree very well 

although the hardness value for Al9FeNi obtained in this study is lower. This may be 

attributed to experimental differences: Chen performed his tests on samples slow 

cooled after DSC; this was done to ensure that the secondary phases and Si particles 

would grow to a much larger size compared with the as-received samples in this 

study, and so be easier to indent. EDX analysis of the Al9FeNi phase by Chen shows 

that this changes the composition of the phase slightly, increasing the Fe and Ni 

content by 2 at.% and 1 at.% respectively, hence reducing the level of Al. The 

increase in harder elements may lead to the higher hardness in the slow cooled 

samples of Chen.  

The full results from Chen (2006) are reprinted in Table 4-4 and shown graphically in 

Figure 4-29. They are discussed in detail in his thesis, but the trends of the data will 

be briefly mentioned here. At all temperatures the Al-matrix is the softest phase and 

has the lowest Er; this is the justification for grouping all the secondary phases and Si 

particles together as ‘hard particles’ throughout this thesis. At all temperatures Si is 

the hardest phase although the Er at elevated temperature is considerably lower than at 

room temperature. Apart from Al, the other phases do not exhibit such a large 

reduction in Er when indented at higher temperature. In particular Al3Ni2, Al7Cu4Ni 

and Al9FeNi exhibit good thermal stability in terms of their Er value.  

An increase in test temperature from RT to 200˚C corresponded to a reduction in the 

hardness of all the secondary phases of < 15%. In Si no reduction in hardness value 

was observed, but the Al-matrix hardness decreased by > 50%. The hardness of all the 

phases is lowest at 350˚C. The secondary phases with the highest Cu content (Al2Cu 

and Al7Cu4Ni) exhibited the largest reduction in hardness when compared with their 

RT values. The other secondary phases showed good thermal stability with a 

reduction of less than 25% at 350˚C compared with the RT results. The hardness of 

the Al matrix dropped considerably at the highest temperature. This may affect the 

absolute hardness and modulus values of the other phases since the increase in 

compliance of the Al matrix cannot be accounted for in the experimental setup and so 

cannot be accounted for in the equations used to calculate hardness and modulus. In 

addition, creep at maximum load was observed to be greater in all phases test at 
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350˚C compared with the lower test temperatures and this may affect the calculated 

hardness and modulus values at this temperature. It is not clear if the creep observed 

is a genuine property of the individual phases or simply a testing artefact because of 

the high level of creep in the Al matrix.  

4.5 Ageing study 

As previously mentioned, the materials were aged by the manufacturer for 8 hours at 

230˚C and so were already in an over aged condition when received. Before 

mechanical testing, the materials were further aged for 100 hours at 260˚C to simulate 

in-service thermal exposures and so an ageing study was performed on the as-received 

alloys (LVD25, LVD26 mod and LVD27) to assess the effect of this further heat 

treatment. The results of the Vickers hardness versus ageing time are presented in 

Figure 4-30. The as-received hardness and the hardness after 1 hour were the same for 

all the alloys investigated. The initial hardness value has therefore been omitted from 

the graph to allow a log time plot to be more easily plotted. 

After one hour, LVD27 had a hardness value similar to that of LVD25, and LVD26 

mod had the lowest hardness value. At the end of the ageing study the hardness value 

was proportional to the Si content (i.e. LVD25 was the hardest and LVD27 the 

softest). The trend of LVD26 mod is similar to that of LVD25 and is consistently ~10 

HV lower at each point. The reduction in hardness was approximately 24% for both 

alloys. The rate of change of hardness is initially higher in LVD27 and after 32 hours 

the alloy has gone from being the hardest alloy to the softest alloy, the hardness in 

LVD27 reduced by 44% over the duration of the ageing study. The hardness of 

LVD25 and LVD26 mod appears to plateau after 128 hours whereas in LVD27 the 

plateau occurs later at 512 hours. In general, however, the change in hardness occurs 

mostly within the first 100 hours with only minor reductions in hardness after this 

time.  

SEM images of the polished samples after 1 hour of ageing and 1024 hours of aging 

are shown in Figure 4-31 and Figure 4-32 respectively, in each figure image (a) is 

LVD25, image (b) is LVD26mod and image (c) is LVD27. In all the alloys, after 1 

hours ageing treatment, the precipitates were only observable near intermetallic and Si 

particles, in the centre of dendrites it was not possible to resolve the precipitates. 
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After 1024 hours ageing at 260˚C (Figure 4-32) the precipitates had coarsened 

considerably and were more evenly distributed through the matrix. The coarsening of 

precipitates accounts for the reduction in the hardness observed in all the alloys at 

longer ageing times. 

The results of DSC analysis can be seen in Figure 4-33. On each graph the red line 

corresponds to the sample in the as-received condition (i.e. after ageing for 8 hours at 

230°C) and the blue line corresponds to the sample which has undergone further 

ageing at 260°C for 100 hours. In all cases the endothermic reaction (dissolution) has 

negative heat flow. Baseline variability was accounted for by subtracting heat flow 

data for pure Al from the sample data and the curves were normalised to account for 

heat capacity effects using a polynomial with fixed points at two temperatures: 200°C 

(below the ageing temperature) and 460°C (just before melting) where no reactions 

were expected to occur.  

It may be seen for all the graphs in Figure 4-33 that for the as-received samples, 

dissolution reactions occurred just above the temperature at which the alloys had been 

aged, at approximately 240°C. Similarly in the 260°C soaked samples, dissolution 

reactions did not occur until above the temperature at which the alloys had been 

substantially further aged, at approximately 270°C.  

For both ageing conditions in LVD25 (Figure 4-33 (a)) only an endothermic reaction 

occurred signifying precipitate dissolution. The as-received sample has two 

overlapping endothermic peaks; this could signify the dissolution of two phases. 

However, TEM would be required to confirm this. In the 260°C soaked sample there 

is just one endothermic reaction over the temperature range 270°C to 460°C. LVD26 

mod (Figure 4-33 (b)) showed a similar trend to LVD25, no precipitates appear to 

form during the DSC experiment. In both aged states an endothermic reaction over a 

large temperature range occurred; 240°C-460°C for the 230°C aged sample and 

270°C-460°C for the 260°C aged sample. For both alloys more dissolution occurred 

in the further aged samples and there was only one peak, signifying that there is a 

greater volume of the final, stable precipitate in this condition. 

The curve for the as-received sample of LVD27 (Figure 4-33 (c)) differs from those 

of LVD25 and LVD26 mod in that it contains an exothermic peak and therefore the 
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formation of a phase has occurred. It can be seen that just above the 230°C ageing 

temperature there is an endothermic peak signifying dissolution, but between 330°C 

and 400°C there is an exothermic peak. In the 260°C soaked sample, only dissolution 

occurs and this is between 270°C and 460°C. The melting reactions may be seen after 

500°C. Using the ternary phase diagram for a Al-Cu-Mg alloy (Polmear, 1989 and 

Figure 4-34), θ (Al2Cu) and S (Al2CuMg) precipitates may be expected to form in 

LVD27. Al2Cu precipitates have also been observed to form in high Si content alloys, 

for example an Al-1.3 at% Cu-19.1 at% Si alloy (Starink and Van Mourik, 1994) and 

so may be present in LVD25 and LVD26mod.  

In the as-received sample it is possible that the first endothermic peak corresponds to 

the dissolution of (the metastable) θ′, followed by the exothermic peak corresponding 

to the formation of the final (stable) θ phase. After further ageing all the θ′ has 

dissolved leaving only θ. This sequence may only be fully established by TEM 

analysis but the presence of metastable precipitates in the as-received LVD27 alloy 

may account for its increased hardness when compared with LVD26 mod. The 

metastable precipitates in LVD27 are likely to be more finely dispersed than the 

stable precipitates in LVD26 mod (and LVD25). The number of dislocations formed 

by the Orowan (1952) looping mechanism will therefore be greater in LVD27 hence 

the higher hardness value.  

4.6 Tensile test curves 

Tensile test results are presented in Table 4-5 and Figure 4-35. It can be seen in 

Figure 4-35 that there is a difference between the results at the various temperatures 

and the results have been grouped in the figure to show this difference. At room 

temperature the alloys were very brittle: they exhibited low % elongation but they had 

the highest UTS. The samples that were tested at 200˚C had moderate UTS and 

elongation values whilst the samples tested at 350˚C had the highest elongation and 

the lowest UTS and 0.2% proof strength. In all cases the eutectic alloy, LVD25, was 

the most brittle. There is no general relationship between the mechanical properties 

presented in Table 4-5 and the Si content of the alloys. An increase in testing 

temperature from RT to 200˚C did not give a decrease in the 0.2% proof strength of 
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the LVD25 alloy. However, a 10% reduction was observed in LVD27 and a 14% 

reduction was observed in LVD26 unmod. 

A section of the RT, tensile test graph for the LVD26 alloys is presented in Figure 

4-36. This figure can be used to demonstrate the level of scatter in the experiments 

and also to show the similarity in the tensile properties between the two alloys at RT. 

This similarity is significant because the Si morphologies in these alloys are different: 

in LVD26 mod the Si is refined and in LVD26 unmod the Si is coarser. At room 

temperature the Si morphology does not appear to have a first order effect on the 

tensile properties. The similar tensile properties would suggest that a microstructural 

feature that is similar to both alloys controls the tensile properties. Such features 

might include: secondary phases, α-Al matrix and SDAS. Unfortunately a similar 

comparison cannot be made at the higher temperatures, as these tests were not carried 

out by Federal Mogul and the high temperature testing facilities required were not in 

place at the University of Southampton. 

4.7 Strain gage tests on bend bar samples 

Fatigue tests were performed at loads well above the 0.2% proof strength of the alloys 

and so the stress in the top surface could not be estimated using standard linear elastic 

equations. The strain gage tests provide a value for the strain on the top surface, 

which may be compared with the tensile test curves to estimate a value for the surface 

stress. A graph showing the results of the strain gage experiments on a bend bar 

sample is presented in Figure 4-37. The initial parts of the curves are linear, reflecting 

the fact that the samples are behaving elastically. After approximately 60% of the 

0.2% proof strength the materials start to behave plastically. If this is compared with 

the tensile test curves in Figure 4-36 it can be seen that this is expected as this is the 

point at which these curves deviate from the linear elastic regime. 

4.8 Cyclic stress strain 

The results of the cyclic stress-strain tests performed by Federal Mogul using the 

LVD25 alloy are presented in Figure 4-38. As previously mentioned these alloys were 

aged slightly differently to those used in other mechanical tests. They were given the 
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standard heat treatment of 8 hours at 230˚C but then soaked at the test temperature for 

100 hours not at 260˚C (i.e. the RT sample had no further ageing etc). This difference 

in the ageing of the samples can account for the maximum stress shown at RT (Figure 

4-38a) and at 200˚C (Figure 4-38b) being higher than the UTS values of LVD25 

presented in section 4.6.  

At RT the difference in the stress at the two different frequencies is small: 

approximately 4%. At 200˚C (which it should remembered is ~0.6 Tm) the difference 

is also small, approximately 6%. These values are within the scatter that might be 

expected for such an experiment and so the materials seem frequency independent at 

these temperatures. At 350˚C (Figure 4-38c) the materials are at ~0.8 Tm and it may be 

seen that strengths obtained at 0.5 Hz are approximately 50% lower than those 

obtained at 50 Hz. At 350˚C the materials are clearly highly strain rate dependent.  

4.9 Summary 

Four Al casting alloys have been investigated in this project. The quantity of Si 

present in each alloy was the primary difference. However, a Sr modified version of 

LVD26 has also been assessed. The materials are all microstructurally complex and 

contain many different phases. Using work from the literature (Chen, 2006; Edwards, 

2002; Daykin, 1998) it has been possible to identify many of the phases by optical 

microscopy from their morphology and colour (after etching). Si was identified in 

LVD25 and both LVD26 alloys but not in LVD27. Other phases identified include the 

AlCuNi phases (Al3Ni, Al3Ni2 and Al7Cu4Ni), Al9FeNi, Al2Cu, Mg2Si and AlP and 

the α-Al matrix. Sr had the effect of producing much finer eutectic Si in LVD26mod. 

This was expected and has been well reported in the literature (Pacz, 1921, Elliott, 

1970).  

It has been possible to characterise the microstructure using established stereological 

methods (Underwood, 1970) and the volume fraction of ‘hard’ phases is evenly 

distributed throughout the section of the piston crown investigated. However, there is 

considerable local microstructural variation and the distribution of Si has been 

presented as an example of how phases may cluster locally on a scale commensurate 

with expected fatigue processes. Both LVD26 alloys have similar SDAS but Sr 
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modification can have a large effect on statistical features such as the mean free path 

and mean particle intercept length.  

Tomography allows for the observation of the intermetallics present in the alloys. 

Most importantly it can be seen that the intermetallics form a complex interconnected 

microstructure, which is not immediately obvious from two-dimensional analysis. The 

intermetallic network is akin to the reinforcement phase of an interpenetrating 

composite. Whilst the phases look complex in two dimensions, in three dimensions it 

is even more difficult to describe, quantitatively, their important features. Flakes, 

circular features and clusters may all be observed, but the phases are often irregular 

and contain holes and many arms; the arms often form acute angles. The LVD25 and 

LVD26 alloys contain Si particles and so a further level of complexity exists in these 

alloys.  

Porosity is present in all the alloys; estimates, using tomography data, indicate that the 

volume fraction of porosity is < 0.1%, although further analysis would be required to 

give a more accurate range. The tomography data shows that pores are usually 

associated with hard particles and interdendritic regions. Pores were generally 

clustered in larger regions and the maximum pore dimension in LVD27 was ~400 

µm.  

Nanoindentation was used to obtain the Young’s modulus and hardness of the Al 

matrix, Si and Al9FeNi phases. Si and Al9FeNi are both harder and have a higher 

modulus than Al. A more comprehensive study using nano-indentation to characterise 

the many phases found in these alloys was performed in a sister project at 

Loughborough University by Chen (2006) and the results have been reprinted here. 

The nanoindentation results will be used later in the thesis to investigate load transfer 

from the matrix to the stiffer/harder phases, which is of interest when considering 

fatigue crack initiation. 

The metastable precipitate present in the as-received LVD27 alloy (and not in LVD25 

or LVD26mod) gives it a hardness value similar to that of the as-received LVD25. 

After ageing for 100 hours the hardness is proportional to the volume fraction of hard 

particles in the alloy and only the final, stable precipitates are present. It is interesting 

to note that the as-received pistons have undergone the same heat treatment as those 
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supplied to car manufacturers and so a similar change in hardness (and so we may 

infer related mechanical properties) is expected over the first 100 hours (or 

approximately 3000 miles) of a cars life. This change in properties has not been 

explicitly investigated in this project but previous work by Joyce et al. (2002b) on 

lower Cu and Ni containing eutectic AlSi alloys shows that the 0.2% proof strength 

and the UTS were reduced by 35% and 20% respectively after 100 hours ageing at 

260˚C.  

At room temperature the alloys are all brittle, and increasing the test temperature 

gives increased ductility but lower UTS. Si morphology did not appear to have a first 

order effect on the tensile properties of the LVD26 alloys at room temperature. At all 

temperatures LVD25 was the most brittle alloy. The cyclic stress strain data shows 

that at RT and 200˚C LVD25 is not strain rate dependent but at 350˚C a dependency 

was observed.  

 

 

 LVD25 LVD26 unmod LVD26 mod LVD27 
Volume fraction of 
hard particles (%) 

25.1 ± 3.5 19.0 ± 2.9 19.5 ± 2.4 12.1 ± 2.2 

Mean free distance λ 
(µm) 

16.9 ± 5 20.2 ± 4.2 10.3 ± 2.5 or 
21.4 ± 3.4 

24.9 ± 6 

Particle mean 
intercept distance L3 
(µm) 

5.7 ± 1.6 4.8 ±1 2.5 ± 0.6 or 
5.2 ± 0.8 

3.4 ± 0.8 

Dendrite arm size 
(µm) 

n/a 25.2 ± 3.7 25.8 ± 2.8 67.0 ± 13 

Vol. fraction of 
porosity (%) 

0.073 0.076 0.052 0.092 

Maximum porous 
region size (µm) 

241 210 364 400 

 

Table 4-1 Stereological quantification of the microstructure for all the alloys (error=S.D.). 
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Hardness (GPa) Er (GPa) hf/ht Phase 

mean S.E. mean S.E. 
ν E (GPa) 

mean S.E. 
Si 9.99 0.35 140 4 0.25-0.30 145-150 0.61 0.04 
Al9FeNi 6.32 0.43 153 4 0.28-0.34 156-163 0.77 0.01 

Al 0.74 0.01 94 3 0.33 91 0.95 0.01 
 

Table 4-2 Nanoindentation results for Al matrix, Si and Al9FeNi. 

 

Phase Hardness (GPa) Young’s modulus (GPa) Reference 

9.6 – 10.4 145-150 This study 

11.5 – 12.5 160-165 Jang et al., 2005 

9.6 169 Thurn and Cook, 2004 

11.1 155-159 Chen, 2006 

Si 

 140 Smith and Zheng, 2000 

6.3 156-163 This study 
Al9FeNi 

7.7 164-171 Chen, 2006 

 

Table 4-3 Nanoindentation results from the literature and this study for Si and Al9FeNi.  

 

Hardness (GPa) Reduced Modulus (GPa) Phase 

25˚C 200˚C 350˚C 25˚C 200˚C 350˚C 
Si 11.1 11.1 9.2 148 111 100 
AlFeMnSi 10.8 10.1 8.1 175 146 133 

Al3Ni2 10.5 9.5 6.7 171 152 171 

Al7Cu4Ni 9.3 8.2 5.0 164 140 151 

Al9FeNi 7.7 6.7 5.8 161 138 142 

Al5Cu2Mg8Si6 6.5 5.9 5.1 118 113 99 

Al2Cu 5.8 5.3 2.5 110 101  
Al matrix 1.5 0.7 0.1 85 55 27 

 

Table 4-4 Nanoindentation results at 25˚C, 200˚C and 350˚C from Chen (2006). 

 

96



Chapter 4  Materials Characterisation 

 RT     200˚C     350˚C     

Material 

0.2% 
proof 
stress 
(MPa) 

UTS 
(MPa) % el 

0.2% 
proof 
stress 
(MPa) 

UTS 
(MPa) % el 

0.2% 
proof 
stress 
(MPa) 

UTS 
(MPa) % el 

LVD25 109 186 0.94 108 141 2.7 55 75 4.0 
LVD26 
mod 107 186 1.49       46 64 16.8 

LVD26 
unmod 103 176 1.40 89 127 5.1       

LVD27 125 180 1.45 113 155 5.0 46 61 12.4 
 

Table 4-5 Tensile test results. 

 

Figure 4-1 The AlCuNi  and Si phases in LVD25. 
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Figure 4-2 Primary Si and other phases in LVD25. 

 

 

Figure 4-3 Eutectic Si and AlCuNi phases in LVD26 mod. 
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Figure 4-4 Si and AlCuNi phases in LVD26 unmod. 

 

 

Figure 4-5 Phase map of LVD26 mod. 
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Figure 4-6 (a) phase map showing a primary Si particle in LVD25 and (b) the corresponding 

inverse pole figure. 

 

 

Figure 4-7 Typical microstructural features observed in LVD27. 
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Figure 4-8 Microstructure cube for LVD25. 
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Figure 4-9 Microstructure cube for LVD26 unmod. 
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Figure 4-10 Microstructure cube for LVD26 mod. 
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Figure 4-11 Microstructure cube for LVD27. 
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Figure 4-12 Microstructure of LVD26 mod at different location in the piston crown. 
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Figure 4-13 Photograph of a piston with a piston crown placed on its top. 

 

 

Figure 4-14 Volume fraction of hard particles at different locations in the piston crown, errors 

bars represent are the standard deviation. 
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Figure 4-15 Volume fraction of hard particles at different locations in the piston crown, errors 

bars represent are the standard error. 

 

 

Figure 4-16 Micrograph showing a heterogeneous distribution of primary Si in LVD25. 

 

107



Chapter 4  Materials Characterisation 

 

Figure 4-17 Lower magnification tomography image of LVD25. 
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Figure 4-18 Higher magnification tomography image of LVD25. 
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Figure 4-19 Segmented flake in an LVD25 alloy. 
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Figure 4-20 Tomography image of intermetallic network in LVD26 unmod. 
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Figure 4-21 Tomography image of intermetallic network in LVD26 mod. 
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Figure 4-22 Tomography image showing a cube of the intermetallic network in LVD26 unmod. 
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Figure 4-23 Tomography image of intermetallic network in LVD27. 
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Figure 4-24 Tomography image showing a cube of the intermetallic network in LVD27. 
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Figure 4-25 Two dimensional image of a pore in LVD25 from CT data. 

 

 

Figure 4-26 Three dimensional image of the pore (red) presented in Figure 4-25, 
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Figure 4-27 Interaction between the pore and the intermetallics. In successive images the 

intermetallic phase are withdrawn to real the pore. The final image shows the pore from the 

reverse direction. 
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Figure 4-28 Interdendritic porosity in LVD27. 
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Figure 4-29 (a) hardness and (b) reduced modulus values from Chen (2006). 

 

119



Chapter 4  Materials Characterisation 

 

Figure 4-30 Vickers hardness as a function of ageing time 
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Figure 4-31 SEM images of (a) LVD25, (b) LVD26mod and (c) LVD27 after 1 hour aging at 

260˚C. 
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Figure 4-32 SEM images of (a) LVD25, (b) LVD26mod and (c) LVD27 after 1024 hours aging at 

260˚C. 
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Figure 4-33 DSC results for alloys (a) LVD25, (b) LVD26 mod and (c) LVD27 after 0 and 100 

hours. 
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Figure 4-34 Section of the estimated ternary Al-Cu-Mg phase diagram at 460˚C and 190˚C from 

Polmear (1989), θ  = Al2Cu, S = Al2CuMg and T = Al6CuMg4. 

 

 

Figure 4-35 Tensile test stress-strain curves. 
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Figure 4-36 Tensile test curves for LVD26 alloys at RT. 

 

 

Figure 4-37 Strain gage tests on bend bar samples showing the % of theoretical (from beam 

theory) 0.2 % proof strength as a function of microstrain. 
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Figure 4-38 Cyclic stress-strain results in LVD25, (a) at RT, (b) at 200˚C and (c) at 350˚C. 
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Fatigue Results 

5.1 Introduction 

Fatigue crack initiation and growth in Al-casting alloys is microstructurally 

dependent. Features such as intermetallic particles, Si particles and pores play an 

important role in the micromechanisms of fatigue. In order to gain a detailed 

understanding of these micromechanisms a systematic set of fatigue tests were 

performed to assess all stages of fatigue life in the alloys studied.  

S-N tests allowed for an assessment of the baseline behaviour of the alloys, in 

addition the fracture surfaces were analysed using SEM to identify the causes of 

fatigue crack initiation. Initiation was further studied using interrupted, short fatigue 

crack growth tests where acetate replication was used to monitor initiation as well as 

subsequent small crack propagation. Short fatigue crack samples were analysed using 

novel techniques such as phase mapping and X-ray CT to gain a detailed insight into 

the influence of the microstructure on all stages of fatigue life. 

Fatigue crack propagation was further studied using long fatigue crack growth tests; 

these were conducted at room temperature and 350˚C. The distribution of hard 

particles on the fracture surfaces at low and high crack growth rates was 

quantitatively assessed using line fraction analysis. To complement the X-ray CT 

performed on the short fatigue crack samples (which were tested at room 

temperature), X-ray CT was also used to image the crack tip at low and high crack 

growth rates in LVD25 samples tested at 350˚C.   
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5.2 S-N tests 

The results of the S-N tests are presented as a function of the absolute stress (the 

stress values were obtained from the strain gage experiments, see 3.12) versus the 

number of cycles to failure (Nf) in Figure 5-1. The lowest Si alloy (LVD27) gave the 

worst performance; at the stress level (~132 MPa) at which the other alloys exhibited 

lifetimes greater than 10 million cycles, LVD27 failed at a lifetime two orders of 

magnitude lower. The unmodified version of LVD26 appears to give the best 

performance. At stresses between 140 MPa and 160 MPa the lifetime to failure of 

LVD26 unmod was, in general, an order of magnitude greater than the Sr modified 

version of the same alloy and the eutectic Si alloy (LVD25). The performances of 

LVD25 and LVD26 mod are similar and the results for these two alloys appear to be 

within the scatter of the experiment.  

The S-N results are also presented as a percentage of the 0.2% proof strength versus 

the number of cycles to failure (Nf) in Figure 5-2 as an estimate of the level of yield or 

plastic strain. It may be seen in Figure 5-2 that in both LVD26 alloys and in LVD25 

the fatigue limit (σe) (here defined as a lifetime greater than 1x107 cycles) is well 

above the 0.2% proof strength of these alloys. In LVD27 the fatigue limit was 92% of 

the 0.2% proof strength. Because of the higher yield strength of LVD27, compared 

with the other alloys, the inferior performance of LVD27 is emphasised when the data 

are assessed in this manner. For completeness, the S-N data are also presented as a 

function of the maximum strain in the sample in Figure 5-3. LVD26 unmod again 

exhibits the best performance, followed by LVD26 mod. LVD25 has an inferior 

performance to LVD26 mod, and at strains greater than 0.5% is similar to that of 

LVD27. However, at strains between 0.4% - 0.5%, LVD25 exhibits better 

performance than LVD27. 

Post failure analysis of the fracture surfaces showed that fatigue crack initiation 

occurred as a result of: 1) failure of hard particles (although it was not possible to say 

if this is debonding of the particle-matrix interface or particle fracture from 

fractography alone), 2) porosity and 3) the higher stresses at the edge of the bend bar 

sample due to the stress concentration effect of a sharp edge. The number of failures 

from each mechanism is presented in Table 5-1. Porosity was least prevalent in 

128



Chapter 5  Fatigue Results 

LVD25 and was the primary cause of initiation in LVD27. In general the number of 

failures from porosity was inversely proportional to the Si content of the alloys. In 

LVD25 and both LVD26 alloys the Al9FeNi, Al3(NiCu)2 and Si phases were observed 

at initiation sites. This range of initiation mechanisms accounts for the scatter in the 

results presented in Figure 5-1.  

Two example micrographs of fracture surfaces for LVD25 are presented in Figure 5-4 

and Figure 5-5. In Figure 5-4 two regions have been identified as probable initiation 

sites. EDX shows that Al9FeNi and Si particles are at the centre of these regions. In 

the second example (Figure 5-5) a pore can be identified at the initiation point. The 

pore appears to be approximately 50 µm in size. Hard particles can be observed 

around the pore, the particles have a flat appearance and the Al is rougher. Using 

EDX analysis, Al9FeNi and Si particles have been identified in this region.  

Two examples of initiation sites in LVD26 unmod are presented in Figure 5-6 and 

Figure 5-7. A porous region can be observed at the initiation site in Figure 5-6, which 

is larger than the pore in LVD25 (Figure 5-5) at approximately 200 µm in size. A 

particle is identified in Figure 5-6, it was determined to be the Al3(NiCu)2 phase. The 

phase comprises three laths, and highlights the complex morphology of the secondary 

phases that form in these alloys, which may inhibit the flow of the cast during the 

casting process causing the porosity observed in Figure 5-6. An additional initiation 

site is presented in Figure 5-7. It is a large Si particle just below the tensile surface of 

the bend bar. 

The first example of an initiation site in LVD26 mod is presented in Figure 5-8. 

Several large particles (which have a flat, cleaved appearance) can be seen in this 

region. Using EDX analysis these large particles have been determined to comprise 

the Al9FeNi phase and the Al3(NiCu)2 phase. However a full phase map of this region 

was not obtained and so other phases may also be present. The second initiation site 

(Figure 5-9) is a large porous region, the maximum dimension of which is 

approximately 500 µm. This pore is larger than the maximum pore size identified 

from tomography in Table 4-1. Secondary phases with a cuboid structure have been 

identified in Figure 5-9, which were determined to be the Al3Ni phase.  
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Porosity was identified at all the LVD27 fatigue initiation sites, two examples of these 

initiation sites are presented in Figure 5-10 and Figure 5-11. The maximum dimension 

of the pore in Figure 5-10 is ~400 µm and the maximum dimension of the pore in 

Figure 5-11 is ~175 µm. The shape of these pores (and the pores in the other alloys) 

indicates that they formed as a result of shrinkage and restriction of flow during the 

casting process. 

Acetate replication was not used extensively throughout all the S-N tests due to time 

constraints, but in each test a replica of the polished surface was taken after 10,000 

cycles. In LVD26 mod (at 136 MPa) and LVD27 (at 125 MPa) cracks were observed 

on the polished surface, signifying initiation, at less than 3% Nf. In LVD26 unmod 

and LVD25 (both at 149 MPa) cracks were observed at less than 6% Nf. The time to 

initiation in the samples that exhibited longer lifetimes (>400,000 cycles) were not 

determined because the initiation event was not observed on the acetates. The 

polished surfaces of the run out tests were assessed using optical microscopy. 

Initiation damage was only observed in LVD27 and this was in the form of particles 

apparently extracted from the sample surface. 

5.3 Initiation and short fatigue crack growth  

To further assess the initiation and early crack growth processes, more detailed results 

from a smaller subset of interrupted short crack growth tests will be presented in this 

section. The results are presented for each alloy and these sections are further divided 

into initiation and propagation observations. 

5.3.1 LVD25 

5.3.1.1 Initiation 

Four initiation sites and subsequent cracks were analysed for LVD25. In this study the 

point of initiation (Ni) is defined as the earliest cycle at which a crack was observed 

using the acetate replica record. Initiation in LVD25 was first observed at 9000 cycles 

which was approximately 5% Nf (Table 5-2). The first initiation site is presented in 

Figure 5-12. As with all the initiation sites that will be presented in this chapter: 

image (a) is the post failure micrograph of the polished surface, and image (b) is the 

micrograph of the acetate replica. It can be seen in Figure 5-12b that a particle was 
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extracted from the sample during the replication process leaving a void. It is not 

possible to ascertain the phase of the extracted particle but using EDX Al9FeNi, 

Al3(NiCu)2 and Al4Cu7Ni phases have been identified as being attached to the 

extracted particle. It may also be seen in Figure 5-12b that a small crack formed 

underneath the extracted particle; the void and the crack are not connected on the 

surface at the point the acetate was created.  

The second initiation site is presented in Figure 5-13, the sample failed from the 

subsequent crack from this initiation site. Initiation occurred as a result of particle 

fracture; using EDX the initiating particle was identified as the Al9FeNi phase. It was 

not possible to find the opposing section of the initiation site after failure and so the 

morphology and composition of that section could not be fully ascertained. It can be 

seen in Figure 5-13a that a bifurcation occurred in this region during the subsequent 

crack growth, though it is not clear from surface observation why the bifurcation 

occurred.  

The third initiation site investigated in LVD25 is presented in Figure 5-14, the 

corresponding phase map and inverse pole figure for this region are presented in 

Figure 5-15. The acetate replica micrograph in Figure 5-14b suggests that initiation 

occurred as a result of particle failure. From the phase map presented in Figure 5-15a 

it is possible to identify the particle as the Al9FeNi phase. Two other cracks have also 

been identified by arrows in Figure 5-14b, and if compared against Figure 5-14a, it 

can be seen that these cracks did not form part of the main fatigue crack. The phase 

map in Figure 5-15 shows that the right hand particle (arrow 2) is the Al9FeNi phase 

(n.b. the crack did not occur at the nearby phase boundary) and the left hand particle 

(arrow 1) is Si. 

The fourth initiation site, in Figure 5-16, had a similar appearance to the site in Figure 

5-12. From the acetate replica in Figure 5-16b it can be seen that the replication 

technique has caused particles to be extracted from the surface. However, the adjacent 

particles remained attached to the sample. In this example there are three cracks that 

are unconnected on the surface and the initiation site was > 100 µm when first 

observed. Si particles remain around the upper void but the void was smaller at 

initiation (Figure 5-16b) signifying that a further section of the particle was extracted 

later in the test. The lower void was connected to the Al3(NiCu)2 phase.  
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There is ambiguity concerning the reason for fatigue initiation in the fourth example, 

since the initiation site was large when first observed. High resolution X-ray CT was 

therefore used to assess the three-dimensional nature of this region, the results are 

presented in Figure 5-17. Because of the difficulty of representing 3-D data in a static 

2-D form, the images are presented as slices moving through the initiation site. This 

method may be described as a ‘virtual sectioning’ method, as it gives a similar effect 

to that which might be obtained from serial sectioning and polishing.  

The top surface of the cubes, presented in Figure 5-17 a-f, is the polished tensile 

surface and Figure 5-17a is a section just below the upper void (the position of which 

is shown by the dashed line in Figure 5-16). The next section (Figure 5-17b), is taken 

5 µm away from the first section in the direction of the upper void. There is 5 µm 

between each subsequent image thereby showing several sections through the upper 

void. It is evident in Figure 5-17a that the Si particle below the void is connected to a 

larger hard particle network and that there are several large intermetallic phases below 

this point. Looking at the subsequent slice in Figure 5-17b and Figure 5-17c it can be 

seen that where the two intermetallic phases form a right angle, a pore is present. In 

Figure 5-17d the image shows that the large pore under the surface is connected to the 

void and hence must have originally been connected to the particle before it was 

extracted by the replication process. The porous region continues past the void 

(Figure 5-17e and f), the maximum dimension of this pore is ~75 µm. The similarity 

in appearance between this initiation site and the first initiation site (presented in 

Figure 5-12) raises the possibility that porosity may also be present under the surface 

in the first initiation site although further analysis would be required to confirm this. 

5.3.1.2 Crack propagation 

The earliest stages of short fatigue crack growth in this alloy were observed to be 

microstructurally dependent. The crack propagated through the Al-matrix and caused 

hard particles to fail. There were three categories of hard particle failure: 

1) Decohesion of the particle/particle interface  

2) Decohesion of the particle/matrix interface  

3) Particle fracture 
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The first two observations may be seen to occur at the Si particle above the void in 

Figure 5-12a. After initial growth through the matrix the crack was blocked by a Si 

particle and deflected by 65˚ along the interface of the Si particle and the matrix. 

Upon reaching the border between the Si particle and the Al3(NiCu)2 phase the crack 

then progressed via the interface between the two particles. A further example of 

particle/matrix decohesion may be observed at the large ‘cartwheel’ shaped Al9FeNi 

phase in Figure 5-14a. The crack can be seen to grow via the edge of the particle.  

The large Si particle (arrow 1) opposite the Al9FeNi (Figure 5-14) is an example of 

the third mechanism of growth via fractured particles. From the phase map in Figure 

5-15a it is possible to identify that the Si particle is fractured with a small section of 

the Si on the right side of the crack (attached to the Al9FeNi) and the remainder on the 

left side of the crack. The inverse pole figure in Figure 5-15b shows that this Si 

particle contains at least three different crystal orientations (as denoted by the 

different colours: peach, light green and light blue). The angle between the adjacent 

regions (peach-light blue and light blue-light green) is ~60˚, this signifies a twin 

boundary in Si (Edwards, 2003). The Si particle did not fail at the twin boundaries, 

however, the twin boundary does appear to have had an effect on the way the particle 

cracked as it may be seen in Figure 5-14a that two cracks emanate from the position 

of the boundary.  

The influence of twin boundaries on the way Si particles fracture was further assessed 

using EBSD. A larger Si cluster is presented in Figure 5-18, where (a) is the phase 

map (b) is the inverse pole figure and (c) is the micrograph of the region. The inverse 

pole figure shows that the first large Si particle on the left of the image has one crystal 

orientation (the whole particle is purple) and so particle failure was clearly not 

influenced by twin boundaries. The large Si cluster to the centre-right of the images in 

Figure 5-18 (number 2) is fractured in several different locations, and the fractures in 

this particle are irregular in shape (i.e. not straight or in the same direction). This 

particle contains many different crystal orientations (Figure 5-18b) but none of the 

cracks in the particle occur at twin boundaries. The white arrows in Figure 5-18b 

identify the principal fractures and the fracture mode at these locations is intra-

crystallographic. When a crack did occur through a twin boundary (at the point 
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illustrated by the black arrow in Figure 5-18c) the crack was seemingly unaffected by 

the boundary.  

A smaller Si particle was also investigated and the results are shown in Figure 5-19. 

This particle was chosen because of the irregular manner in which the particle 

fractured with two acute deflections. This particle has two crystal orientations (Figure 

5-19b) and the yellow line in Figure 5-19b represents the position of the twin 

boundary. The main (irregular) crack through the particle does not pass through a 

twin boundary and so, as with the previous example, crystal orientation does not seem 

to account for the irregular fracture shape in Si. However, a secondary crack does 

appear to have occurred partially along the twin boundary. 

As well as being used to image the region underneath the initiation sites, X-ray CT 

was also used to look at the mechanisms of fatigue crack growth. In the example 

studied for LVD25 the crack grew approximately 270 µm from the initiation site (2a 

≈ 540 µm), just before the end of the test da/dN ≈ 1x10-5 mm/cycle and using Scott 

and Thorpe (1981) to estimate: ∆K ≈ 3.1 MPa√m. By eye it was possible to see the 

crack in each slice of the reconstructed volume (Figure 5-20). However, automatic 

segmentation by greyscale was not possible as the crack was not sufficiently different 

(in greyscale) from other features in the microstructure.  

The X-ray CT data showed that the crack tip may be better described as a diffuse 

region of micro-damage and uncracked, ligamented sections; this region is 

approximately 100 µm in depth in LVD25. The virtual sectioning method has again 

been used, in Figure 5-20, to show two sections through the crack tip region. In order 

to relate the cracked and ligamented sections to the microstructure; six interesting 

features have been identified in Figure 5-20.  

1) A particle is debonded at the particle/matrix interface but has also been 

fractured.  

2) The crack was deflected around a Si particle through the matrix and not 

around the particle matrix interface.  

3) This ligamented section comprises both Al-matrix and hard particles. Damage 

can be seen ahead of this region (below this point in the image); damage 
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occurs as a result of particle fracture and failure of the particle/matrix 

interface.  

4) The crack was deflected towards a Si particle and the crack passed through the 

fractured Si particle. 

5) A secondary phase forms a ligamented section 

6) A thin section of a secondary phase is fractured. Below this is further damage, 

in this case the damage appears to be as a result of debonding of the 

particle/matrix interface. 

In Figure 5-21 the Al and Si phases have been removed to reveal a thin 3-D section of 

the crack (in red) and the secondary phase sub-structure. Towards the surface of the 

sample (the top of the image) is a region of micro-damage with ligamented sections. 

Secondary phases can be seen in this region (in addition to the Al or Si that is not 

shown). Towards the bottom of the image the crack interacts with a section of a large, 

intermetallic flake (identified by the arrow); the failure mechanisms of particle/matrix 

decohesion and particle fracture occur but sections of the flake remain intact. The 

crack was not deflected around this region and in fact appears to have been drawn 

towards it. 

Because of the diffuse nature of the damage in the crack tip region, segmenting the 

entire crack is a time consuming task and would produce very large (unprocessable) 

image files. A projection method was therefore used to summarise and give a 2-D 

representation of the crack shape (see Figure 5-22). To produce this image the 

reconstructed volume is positioned so that the plane of the crack is parallel to the 

viewer. Each voxel has an X, Y and Z position and a projection is made at each X, Y 

position along the Z direction. The minimum greyscale value at each projection is 

then assigned as the grey value at that X, Y location, thereby producing a 2-D image. 

Air has a low greyscale value and so cracks can be identified using this method as the 

darkest areas of the image. The brightness and contrast of Figure 5-22 has been 

adjusted to give a clearer image of the crack, however, it is still ‘noisy’.  

The ‘shorter’ dashed line in Figure 5-22 pinpoints a nominal position of the crack tip 

after which relatively little damage occurs; although as previously mentioned the 

135



Chapter 5  Fatigue Results 

concept of a crack tip in this alloy is questionable. To the left of the crack there are 

several failed particles (enclosed by the ‘longer’ dashed line), and it is likely that this 

damage was produced as a result of fatigue crack growth but is far less contiguous 

than the damage in the ‘main’ crack. The crack is considerably longer in the bulk than 

at the surface and a/c ≈ 0.7 (where a is the surface length and c is the bulk length 

perpendicular to a). The crack does not have a regular shape and ‘bulges’ in regions; 

there is no obvious microstructural reason for this observable, but it is likely to be due 

to the prior history of damage during crack evolution.   

The short fatigue crack growth data for LVD25 are presented as a function of ∆K in 

Figure 5-23. ∆K was calculated using the method described in Scott and Thorpe 

(1981) for a ‘thumbnail’ crack and is the average ∆K along a semi-circular crack 

front. The method uses the measured surface crack length to calculate ∆K. The a/c 

value used in the calculation was 1, not 0.7 (obtained from the X-ray CT data) 

because analysis of the final fractures indicated that the a/c of the crack which caused 

failure was ~1 (using a value of a/c=0.7 increases the average ∆K by <5%). The crack 

exhibits typical short crack behaviour, da/dN is scattered (which indicates its 

microstructural dependence) and crack arrests are mostly attributed to the crack being 

blocked by hard particles. Only one exception to this was observed and this is 

identified by an arrow in Figure 5-23, the corresponding section of the crack shown in 

Figure 5-24. The point at which the crack arrested is identified by the arrow in Figure 

5-24a, no particle can be observed on the surface. Using tomography data it is 

possible to view below the surface. Figure 5-24b shows that 2 µm below the surface 

there was also no particle but at 5 µm below the surface there is an intermetallic 

phase. It is likely that this particle locally arrested the crack until it fractured, allowing 

the crack to proceed. This indicates the importance of the 3-D local stress 

environment around the crack tip. 

5.3.2 LVD26 unmod 

5.3.2.1 Initiation 

Two initiation sites were investigated for LVD26 unmod, no other cracks grew to a 

sufficient length to be monitored in this alloy. Fatigue initiation occurred after 60,000 

cycles which was ~14% Nf (Table 5-2). The first initiation site is presented in Figure 
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5-25. The initiating particles were extracted from the sample surface as a result of the 

replication technique leaving two voids. An Al9FeNi particle is adjacent to the left 

hand void but the phase of the extracted particles is unknown. Fractography shows 

that a pore, maximum dimension < 75 µm, was present under the surface. 

The second initiation site is presented in Figure 5-26, and again a particle was 

extracted from the sample surface by the replication technique. The Al3(NiCu)2 phase 

and Al9FeNi phase were attached to the extracted particle. Because the second 

initiation site is intact it is not possible to use conventional fractography to analyse 

below the sample surface and so X-ray CT was performed. The virtual sectioning 

method has been used to show sections through the initiation site (Figure 5-27). A 

pore was present below the initiation site and is the likely cause of fatigue crack 

initiation in this region. From the shape of the pore it appears to have formed as a 

result of shrinkage and restricted flow of the cast (by the particles surrounding the 

pore) during the casting process. The maximum pore dimension is approximately 50 

µm.  

5.3.2.2 Crack propagation 

The same observations about hard particles on the crack path described for LVD25 (in 

section 5.3.1.2) were also observed in LVD26 unmod. Particle cracking and 

debonding of the particle/matrix interface may be observed in Figure 5-26. The 2-D 

images of the sample surface show that the crack often deviates from the mode 1 

direction, though these deflections cannot always be linked to hard particles on the 

sample surface; an example of a deflected crack is identified in Figure 5-26. As the 

crack grows away from the initiation site it is deflected by 45˚. There is no particle on 

the surface and the crack does not appear to be attracted to a failed particle.  

Using X-ray CT it was possible to image underneath the surface and ascertain the 3-D 

nature of the interaction between the fatigue crack and the microstructure. In Figure 

5-28 the crack is red, the intermetallics are yellow, and the top 10 µm of Al and Si has 

been removed. Approximately 8 µm underneath the surface is an intermetallic, which 

is directly underneath the crack path. The particle/matrix interface was debonded and 

formed part of the crack. It is likely that this particle influenced the path of the fatigue 

crack at the surface. It is perhaps not surprising that particles underneath the sample 
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surface affect the crack path observed at the surface but this example emphasises the 

3-D nature of fatigue crack growth through these alloys. 

A combination of a narrow crack and less than optimum quality X-ray CT images 

meant that segmentation of the crack tip was not possible in this sample. Using the 

projection method it was also difficult to identify the crack, and this image may be 

seen in Figure 5-29. The dashed line is the nominal crack shape, which was obtained 

by recording the co-ordinates of the crack tip in every 10th slice of the X-ray CT 

volume (Figure 5-30). The nominal crack shape is the maximum position around 

these points. The crack tip is a diffuse region of damage with ligamented sections. A 

2-D section of the crack tip is presented in Figure 5-31, two points of interest are 

identified: 

1) marks the first point of damage ahead of a contiguous crack, it appears 

to be a debonded Si, and  

2) is a debonded intermetallic and cracked Si particle. 

In Figure 5-31, the Al matrix appears to form the ligament between these sections but 

intermetallics are also often observed in the ligamented regions. This damage is 

typical ahead of contiguous sections of crack in this alloy. 

The length of the crack (analysed using X-ray CT) at the sample surface, was 

approximately two times that of the bulk crack length (a/c ≈ 1) and a semi circle is a 

close approximation of the crack shape (Figure 5-30). Just before the test finished the 

average ∆K ≈ 4 MPa√m and the da/dN was approximately 1x10-5 mm/cycle. The 

fatigue crack growth data for both cracks are plotted as a function of ∆K in Figure 

5-32. Crack retardation and acceleration typical of surface monitored short crack 

growth was observed. All crack arrests were observed to occur at hard particles.  

5.3.3 LVD26 mod 

5.3.3.1 Initiation  

The LVD26 mod short crack sample failed from an edge crack. However, two freely 

initiating cracks have been analysed. Initiation was observed to occur (in the first 

acetate replica taken) at 5000 cycles, which is approximately 11% Nf (Table 5-2). The 
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first initiation site is presented in Figure 5-33, two fractured particles can be observed 

in this region and arrows identify them. Besides particle fracture, partial decohesion 

of the particle/matrix interface occurred in the upper particle. Phase mapping has been 

used to identify the phases in this initiation site (Figure 5-34). The upper initiating 

particle was the Al9FeNi phase, on its left hand side the particle is attached to a cluster 

of Si particles and on its right hand side it is connected to an Al3Ni phase. The lower 

particle is comprised of the Al9FeNi and Al3Ni phases. This particle has a hole in its 

centre, which contains the Al-matrix. It is the Al9FeNi sections of the particles that 

appear to have fractured, causing fatigue crack initiation. 

The second initiation site is presented in Figure 5-35; in this figure image (a) is a 

secondary electron SEM image (not an optical micrograph) and image (b) is the 

acetate replica of this region. In the second LVD26 mod initiation site three particles 

appear to have fractured causing fatigue crack initiation; these are identified by 

arrows. The particles are located in the inter-dendritic region and form part of the 

larger hard particle network in these alloys. Using EDX analysis these particles were 

all determined as the Al9FeNi phase. 

X-ray CT analysis was performed on the second initiation site and the SEM image 

and the corresponding X-ray CT image are presented in Figure 5-36. During the 

preparation of the CT sample it appears that the crack slightly sheared so that the 

peaks and troughs do not align exactly. The initiating particles have been numbered 1-

6. Using the virtual sectioning method the regions under the initiating particle can be 

observed (see Figure 5-37). All of the particles are connected to a large intermetallic 

particle (or network of particles). The intermetallic is fractured and debonded and this 

forms part of the fatigue crack. There is no evidence of porosity under the initiating 

particles or in this region. 

5.3.3.2 Crack propagation 

Crack growth mechanisms were similar in this alloy to those observed in LVD25 and 

LVD26 unmod. Fractured and debonded particles were present along the crack path 

and influenced the way in which the crack propagated. The deflections caused by the 

microstructural features produced a rough crack. In this alloy, 2-D micrographs reveal 

that the Si particles have a much finer size when compared with the Si in the 
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equivalent unmodified alloy. The crack was observed to propagate through the Si 

clusters (Figure 5-38a) and around the Si clusters (Figure 5-38b). On the micrographs 

of the sample surface, extensive damage to the Si particles in the clusters was not 

observed. 

The crack tip region was comprised of diffuse damage and intact ligaments and was 

similar to that observed in LVD26 unmod and LVD25; two examples of X-ray CT 

sections of the crack tip are presented in Figure 5-39. From the top of Figure 5-39a to 

position 1 the crack is contiguous, but at position 1 there is a ligament between the 

contiguous crack and the damage ahead of it (position 2). The ligament comprises the 

Al-matrix and two intermetallic particles, it is also possible that Si particles are in this 

region, but this cannot be fully confirmed.  The damage ahead of the contiguous crack 

at position 2 is at a large, fractured intermetallic particle. Position 3 (Figure 5-39b) 

marks the point of an uncracked ligament comprised of the Al-matrix, intermetallics 

and (given the size of the ligament and knowledge of the microstructure) probably Si. 

Cracked and debonded particles can be seen in the micro-damage below position 3. In 

Figure 5-39b, micro-damage can be observed over a distance greater than 200 µm. 

A section of the crack was carefully segmented and is presented in Figure 5-40. The 

crack has been shown from six different angles to help give an impression of its three-

dimensional nature. At the 0˚ position the crack front region has a rough appearance 

and micro-damage is present but in general the crack has a semi-circular shape. Dark 

regions in the crack represent the intact ligaments and these can be observed at a 

distance greater than 200 µm behind the forwardmost micro-damage; at 30˚ the 

uncracked ligaments are more apparent. As the crack is rotated to 75˚ it appears much 

less contiguous than at 0˚. Perpendicular to the plane of the crack, at 90˚, it can be 

seen that the spread in the damage is greater than 150 µm. 

The projection method has been used to show the 2-D crack shape and is presented in 

Figure 5-41. The bottom of the crack is missing in the image (due to specimen size 

restrictions for X-ray CT imaging). The crack is slightly longer in the bulk than on the 

surface, but because the bottom of the crack is missing the exact a/c cannot be given. 

From the shape of the crack it is likely that a/c ≈ 0.9. Just before the test finished, 

da/dN ≈ 1x10-4 mm/cycle and ∆K ≈ 5.3 MPa√m. The full da/dN versus ∆K curve is 

given in Figure 5-42; intervals between replica collection were initially too large and 
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so early crack growth was not fully captured and in particular crack arrests were not 

observed. Towards the end of the test, replicas were obtained at shorter intervals and 

so there is a larger scatter in the captured crack growth data consistent with surface 

analysed short cracks. 

5.3.4 LVD27 

5.3.4.1 Initiation 

The LVD27 sample ultimately failed because of an edge crack, however, four freely 

initiating fatigue cracks have been analysed. Initiation occurred before the first replica 

was taken at 2000 cycles, which is 3% Nf. Considerably more damage was observed 

on the sample surface of this alloy compared to the other alloys; in particular many 

particles were extracted as a result of the acetate replica process. In Figure 5-43a large 

black voids can be observed where particles have been extracted by the acetate 

replicas. If the location of the voids is compared against the equivalent location on the 

acetate replica (Figure 5-43b) it can be seen that these voids occurred during the 

fatigue test and were not present beforehand. The acetate replication process was 

repeated ten times on an unloaded and un-fatigued sample, the damage that was 

observed in the fatigue sample did not occur in the unloaded sample. This indicates 

that particle extraction happens as a result of the loading of the sample. 

The first initiation site analysed is presented in Figure 5-43. The initiation site was 

approximately 100 µm when first observed and other damage (which could be 

described as initiation events) are located near this site. Initiation occurred at the edge 

of a dense region of secondary phase particles. The second initiation site (Figure 

5-44) has a similar appearance to the first: the crack was large (~ 200 µm) when first 

observed and is on the edge of a dense region of intermetallic particles. Voids 

signifying particle extraction are also present in this region (Figure 5-44a) and some 

of the voids are connected to the crack.  

Similar observations were made at the third initiation site analysed: initiation occurred 

near a dense region of intermetallics and particle extraction was observed. Phase 

mapping was performed on this site (Figure 5-45) but the damage in this region meant 

that the results were poor. Nevertheless, the Al3(NiCu)2 and Al9FeNi phases can be 
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identified in this region (Figure 5-45b) and the SEM image (Figure 5-45a) shows that 

several of these particles were fractured. 

The fourth initiation site is very similar in appearance to the others already presented, 

and was further analysed using X-ray CT imaging. Figure 5-46 is an optical 

micrograph of the site and Figure 5-47 is a virtual section from the CT data, which 

cuts through the dashed white line in Figure 5-46. Large pores exist under the surface 

of the sample, and along with the crack they appear to form a very large network. It is 

not possible to differentiate between the crack and the pores but a thin section 

showing the crack/pore network under the initiation site (Figure 5-48) gives a good 

impression of the scale of porosity at this initiation site. A similar level of porosity 

occurs in the 100 µm in front of and behind this section. Because of the similarity 

between all the initiation sites it seems likely that similar porosity exists under the 

sample surface at these sites also. 

5.3.4.2 Crack propagation 

Short fatigue crack growth in LVD27 is microstructurally dependent; fractured and 

debonded intermetallics were observed on the crack path (Figure 5-49) and they 

influenced the way the crack propagated through the sample. In this alloy, 

coalescence of smaller cracks to create larger, dominant cracks was observed. In 

Figure 5-50a, three cracks can be identified, 4,000 cycles later (Figure 5-50b) the right 

hand and middle cracks have coalesced to form a dominant crack. After a further 

20,000 cycles (Figure 5-50c) all three cracks were connected (on the surface) as a 

single fatigue crack. Small fatigue cracks propagated through both inter and intra-

dendritic regions (Figure 5-52), the deviations around dendrites cause the crack path 

to have a rough appearance.  

Figure 5-51 contains a series of X-ray CT ‘virtual’ sections at the initiation site and at 

three locations along the crack path. Below the surface, 100 µm away from the 

initiation site (Figure 5-51b), is a porous region; this is part of the same porous 

network that was at the initiation site. Smaller, less open, cracks can be seen 

emanating from the pore through the Al-matrix possibly signifying additional 

initiation sites. Below the pore is a region of dense intermetallic particles. The crack 

appears to have grown preferentially through the porous and intermetallic regions, 
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this causes large scale deflections along the crack path. 200 µm away from the 

initiation site (Figure 5-51c) the crack has propagated away from the porous region. 

However, it may be seen that the crack has formed a ligamented section between a 

shallow crack, which breaks the sample surface (from which crack growth was 

monitored during the fatigue experiment) and a sub-surface section, which passes 

through the intermetallic region (observed in Figure 5-51b). At this point the ligament 

is approximately 100 µm wide and comprises intermetallics and Al-matrix.  

A further 100 µm away (Figure 5-51d) the crack is still ligamented although the width 

of the ligament has reduced. The larger section of crack remains ‘hidden’ below the 

sample surface. The intermetallic region can still be observed at the bottom of the 

section and pores are present in this region and connected to the crack. Because of the 

bright fringes around the crack, caused by phase contrast, it is difficult to fully 

determine if crack growth is inter or intra-dendritic because the intermetallics can be 

hidden by the fringes. Both inter and intra-dendritic crack growth occurs in LVD27 

(Figure 5-52) Qualitatively, looking at the shape of the crack and the position of the 

visible intermetallics near it, it does seem that when the crack is away from large 

pores (as in Figure 5-51d) crack growth is preferentially intra-dendritic. However, 

since the pores form in inter-dendritic regions crack growth near pores appears 

preferentially inter-dendritic. 

The crack tip region of the ligamented crack (in Figure 5-51) was segmented and is 

presented in Figure 5-53; the larger sub-surface crack is coloured red and the 

shallower surface crack is green in (a) and grey in (b). The crack remained ligamented 

until the test was stopped and showed no sign of recombining (Figure 5-53a). The two 

crack tips are reasonably contiguous; little micro-damage occurred ahead of the crack 

tips. The sub-surface crack was advanced at three main positions (identified by the 

arrows) and this was associated with micro-damage at clusters of intermetallic 

particles. To the left of the dotted line in Figure 5-53b, the two cracks appear to have 

an equilibrium state, the red crack has an average distance that it remains below the 

surface and the grey crack has an average depth. To the right of the dashed line (i.e. 

towards the crack tip) these average distances alter: the distance between the sample 

surface and the top of the red crack increases and the depth of the grey crack 

decreases. 
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The other side of the crack was also segmented and is shown from two angles in 

Figure 5-54. Much of the crack tip is contiguous (Figure 5-55a) but micro-damage 

does occur ahead of the crack tip (identified by the arrow in Figure 5-55b). However, 

the level of micro-damage ahead of the crack tip in LVD27 is lower than in the other 

alloys. The crack tip is non-planar and protrudes forwards in two regions in Figure 

5-54; the upper region occurs at a sub-surface pore and the lower area is at a dense 

region of intermetallic particles. Failure of the intermetallic particles is by fracture of 

the particles and decohesion of the particle/matrix interface. 

Unfortunately, due to a software error during the reconstruction of the X-ray CT 

images some of the volume was not reconstructed and therefore the overall shape of 

the crack cannot be determined (see Figure 5-56). Just before the test finished the ∆K 

≈ 3.9 MPa√m and the da/dN was ≈ 5 x 10-5 mm/cycle. The full da/dN versus ∆K 

graph is presented in Figure 5-57. Each time cracks coalesced the new crack was 

given a different name, hence the reason so many crack data are plotted in Figure 

5-57. Crack arrests were observed either just before, or just after cracks coalesced. 

The arrests could not be attributed to particles on the sample surface.  

5.3.5 Summary 

5.3.5.1 Summary - Initiation 

Fatigue cracks initiated at fractured particles in LVD25 and LVD26 mod and at pores 

in LVD25, LVD26 unmod and LVD27. LVD26 mod and LVD27 ultimately failed 

from edge cracks. The Al9FeNi phase was the principal phase associated with 

initiation of fatigue cracks at hard particles. These particles were shown to be 

connected to larger intermetallic networks under the sample surface. The maximum 

dimension of the pores observed under the initiation sites in LVD25 and LVD26 

unmod was approximately 75 µm or less. The X-ray CT data shows that the pores in 

LVD27 were much larger and formed complex networks.  

The replication technique was shown to extract particles from the sample during the 

fatigue test. However, X-ray CT images of these regions showed that where this 

occurred sub-surface porosity was present. This observation may therefore be used to 

identify sub-surface porosity at initiation sites in these alloys. The Si, Al3(NiCu)2, 

Al7Cu4Ni and Al9FeNi phases were all found adjacent to the voids. Initiation occurred 
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latest in LVD26 unmod at 14% Nf. However, this sample lasted approximately an 

order of magnitude longer than the other samples and so the initiation period may be 

expected to contribute to more of the lifetime. Nevertheless, the majority of fatigue 

life for all the alloys studied was spent in the fatigue crack propagation stage.  

5.3.5.2 Summary - Crack propagation 

Fatigue crack propagation was microstructurally dependent in all the alloys studied. 

Hard particles were observed on the crack path and using the replication technique the 

following mechanisms were identified: 

1) Crack growth through the matrix and deflected by intact particles. 

2) Crack growth through the matrix until blocked by a hard particle. 

3) Crack growth through the matrix and attracted to failed particles, 

particles were observed to fail in the following ways: 

• Decohesion of the particle/particle interface  

• Decohesion of the particle/matrix interface  

• Particle fracture 

In LVD25 primary Si particles did not fail along twin boundaries and so this cannot 

account for the irregular fractures that were sometimes observed in primary Si.  

Microstructural features ‘hidden’ below the surface affected crack growth observed 

on the sample surface. Using X-ray CT sub-surface particles were observed to cause 

deflections (Figure 5-28) and arrests (Figure 5-24). In LVD27 crack coalescence was 

observed and crack arrests occurred either just before or just after the cracks 

coalesced. The tomography data showed that porosity influenced fatigue crack 

propagation in LVD27, since the crack appeared to be attracted towards porous 

regions.   

In LVD25 and both LVD26 alloys the crack tip is a region of diffuse micro-damage 

and intact ligamented sections. Micro-damage occurred at hard particles via particle 

fracture and decohesion of the particle interface. The crack tip was more contiguous 
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in LVD27, although damage ahead of the crack tip was observed at porous regions 

and clusters of intermetallics. The ligamented sections in the crack tip region 

comprised the Al-matrix, intermetallics and Si particles. Ligaments were observed at 

up to 200 µm behind the ‘crack tip’ region in LVD26 mod, approximately 150 µm in 

LVD26 unmod and approximately 100 µm behind the ‘crack tip’ region in LVD25. 

The size of the crack tip region does not scale with the monotonic plastic zone size 

but does appear to be proportional to ∆K.  

The smallest crack analysed using X-ray CT was from LVD25. The 2-D projection 

showed that this crack had an irregular shape and a/c ≈ 0.7. The cracks analysed in 

both LVD26 alloys were longer and more semicircular in shape than LVD25, and a/c 

≈ 0.9 in LVD26 unmod and a/c ≈ 1 in LVD26 mod. The LVD27 crack imaged using 

X-ray CT was ligamented (Figure 5-53), a feature that was not apparent from 

observations of the sample surface. X-ray CT proved an excellent tool for determining 

the three-dimensional nature of fatigue cracks in these alloys.  

Crack growth curves were presented for all the alloys and ∆K was calculated using 

the method described by Scott and Thorpe (1981). The upper bound of the da/dN 

observed in each alloy has been summarized in Figure 5-58. The upper bound of 

da/dN was slowest in LVD26 unmod but was similar in the other alloys, however, 

LVD27 exhibited the fastest da/dN. 

5.4 Long fatigue crack growth  

5.4.1 Room temperature 

The room temperature (RT), long fatigue crack growth curves are presented in Figure 

5-59. The threshold region of the curves occurs between 3-4 MPa√m. LVD27 had the 

lowest ∆Kth value (defined here as the ∆K when da/dN = 1x10-7 mm/cycle), which 

was 3 MPa√m. LVD26 unmod had the highest ∆Kth value at 3.6 MPa√m, which was 

20% higher than for LVD27. The ∆Kth for LVD25 and LVD26 mod were 3.3 MPa√m 

and 3.2 MPa√m respectively. This data (and the other crack growth parameters: KQ, C 

and m) are summarised in Table 5-3. 
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Above a ∆K of 4 MPa√m the fatigue crack growth behaviour curves of both LVD26 

alloys and LVD27 follow a similar trend and their ∆K values remain within 10% of 

each other. LVD25 exhibited the worst performance of the alloys above ∆K = 4 

MPa√m with crack growth rates consistently higher than in the other alloys. Above 

the threshold region, da/dN and ∆K exhibited a log-log linear relationship until da/dN 

≈ 1x10-4 mm/cycle, at which point there is an acceleration as the cracks approach final 

failure. The acceleration is small particularly in LVD25 and LVD26 unmod. The 

Paris law describes the curves well and the Paris law exponents (C and m) for the log-

log linear region are given in Table 5-3. At final failure, LVD26 mod had the highest 

KQ value but since repeat testing was not performed it is possible that the difference in 

KQ between these three alloys is within the scatter expected in the experiment. The KQ 

value of LVD25 was significantly lower than in the other alloys at 8.8 MPa√m. 

For ease of comparison all the RT SEM fractographs are presented in Figure 5-60. 

The left hand column contains the fracture surfaces at the low da/dN (3x10-7 

mm/cycle) and the right hand column contains the fracture surfaces at high da/dN 

(5x10-4 mm/cycle). At low da/dN brittle and ductile failure modes were observed. 

Hard particles can be seen on the fracture surfaces, they have a cleaved (brittle) 

appearance and are surrounded by the Al-matrix. The Al-matrix is ductile and has a 

‘dimpled’ or ‘feathered’ appearance; these features are identified in the larger 

fractograph in Figure 5-61a. Qualitatively, at low da/dN fewer hard particles appear 

on the fracture surface than at high da/dN and so the low da/dN surfaces are less 

rough with fewer ridges between the flat particle regions.  

At high da/dN, brittle and ductile failure modes were both observed, but in general the 

fracture surfaces appear more brittle than at low da/dN because a greater amount of 

hard particles are on the surface. The ‘feathered’ effect in the Al-matrix is still 

observable but is much finer than on the low da/dN surfaces; this can be seen in 

Figure 5-61b. The hard particles occur at different heights on the fracture surfaces, 

because the crack links between a greater number of hard particles, the fracture 

surfaces have a rougher appearance than at low da/dN. 

It was not possible to quantify the level of hard particles on the fracture surfaces. 

Qualitatively LVD25 and LVD26 unmod appear to have a greater quantity of hard 

particles than LVD27 at low da/dN but at high da/dN a trend between the alloys could 
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not be identified. In order to quantitatively assess the relationship between hard 

particles and fatigue crack propagation the fracture surfaces were sectioned at low and 

high da/dN and line fraction analysis (LFA) was used to assess the hard particles 

along the crack path. Using this technique the line fraction of hard particles (LL), the 

mean intercept distance between hard particles (λ), the mean particle intercept length 

(L3) and the number of particle intercepts per unit length (NL) (all defined in chapter 

3.4) were obtained to describe the distribution of hard particles along the surface, the 

roughness of the crack profile was also determined.  

Only one side of the crack can be analysed using this technique because it would be 

very difficult to section the corresponding fracture surface at exactly the same 

position. As a result of only having one side of the crack there will always be an 

ambiguity in determining whether a particle is fractured or debonded. Examples 

demonstrating this ambiguity are presented in Figure 5-62 and Figure 5-63. In the first 

example (Figure 5-62a) the Si particle in the centre of the image is partially debonded 

on the lower left side, a thin layer of Al (<1 µm) is attached to the particle. However, 

the bottom of the particle has no Al layer, and from the shape of this region it is not 

possible to report with certainty if that section of the particle is also debonded or 

actually cracked. Observations of short fatigue crack fracture paths presented earlier 

in this chapter showed that both mechanisms can occur in the same particle. In the 

second example (Figure 5-63a) several particles have been identified; there is a 

debonded particle to the left of the image, a very fine layer of Al is attached to this 

particle. There are two particles that appear to be fractured because they have a very 

flat edge, which is not characteristic of the shape of this phase. On the right of the 

image are two particles where the fracture modes are less obvious; neither particle has 

a layer of Al between them and the crack, but because of their shape and position on 

the crack profile, debonding is a possible failure mode.  

Because of this ambiguity in determining the failure mode it was decided that all 

particles that were flush with the crack profile or had a fine layer (<1 µm) of Al 

between them and the crack profile would be used in the LFA as failed particles. In 

Figure 5-62b and Figure 5-63b the white lines represent the sections of the crack 

profile that would count as being a failed particle. Debonded particles with a fine 
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layer of Al between them and the crack were observed at low and high da/dN but it 

was not possible to confirm if debonding was more prevalent at low da/dN. 

The LL of hard particles on the fracture profile for each alloy at low and high da/dN is 

presented in the chart in Figure 5-64; the Vf of hard particles in the bulk (± 1 standard 

deviation) is also given in Figure 5-64 for comparison. At low da/dN the LL of hard 

particles on the fracture profile was within one standard deviation of the Vf for each of 

the alloys; at low da/dN the crack path showed no preferentiality for hard particles. At 

the high da/dN the LL of hard particles was significantly higher than the Vf in the 

respective alloys in all cases; at high da/dN the crack grew preferentially via hard 

particles. LVD25 and both LVD26 alloys had a similar LL of hard particles on the 

fracture profile. The preferentiality ratio (LL/Vf) is presented in Figure 5-65, LVD27 

had the highest LL/Vf and LL/Vf was inversely proportional to the Si content (and 

therefore Vf of hard particles). 

The mean free distance (λ) is a measure of the distance between particles and the 

mean particle intercept distance (L3) is a measure of the size of the particles on the 

crack profile. Charts showing λ and L3 for all the alloys at low and high da/dN are in 

Figure 5-66 and Figure 5-67 respectively. The corresponding values for λ and L3 in 

the bulk alloy (i.e. for a line placed randomly in a section of the microstructure away 

from the crack) are also shown in these charts. In the LFA the Si particles in LVD26 

mod were treated as individual particles and not as a cluster of particles. 

At low da/dN in LVD25 and LVD26 mod, λ on the fracture profile (λ(FP)) was within 

one standard deviation of the λ for the bulk alloy (λ(B)), but in LVD26 unmod and 

LVD27 λ(FP) was greater than one standard deviation above λ(B). The L3 of particles 

on the fracture profile (L3(FP)) for LVD25 and both LVD26 alloys was within one 

standard deviation of the value of L3 for the bulk (L3(B)). In LVD27 L3(FP) was greater 

than one standard deviation above L3(B). 

At high da/dN, λ(FP) was lower than the corresponding values of λ(B) in all cases, 

indicating that the distance between particles on the fracture profile is shorter than in 

the bulk. L3(FP) was greater than one standard deviation above L3(B) for all alloys. A 

larger value for L3(FP)  indicates that the average size of the hard particles exposed on 

the fracture profile is larger than the average size in the bulk alloy.  
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It can be seen in Figure 5-68 that at low da/dN the number of particles intercepted per 

unit length along the fracture profile (NL(FP)) was lower than the corresponding NL for 

the bulk (NL(B)), and at high da/dN, NL(FP) was higher than NL(B). However, with the 

exception of LVD27 at low da/dN, the NL(FP) was within one standard deviation of 

NL(B) in all cases. For LVD25 and both LVD26 alloys there is no significant difference 

between the number of particles intercepted along the fracture profile at both low and 

high da/dN.  

The percentage difference between the crack length and the projected crack length are 

plotted in Figure 5-69, and this may be used as a measure of roughness (Underwood 

and Starke, 1979) of the fracture profile. In all alloys the high da/dN fracture profile 

was rougher than at low da/dN. There was no simple trend between the Si content and 

the roughness of the surface at either da/dN studied.  

5.4.2 350˚C 

Because of the low yield strength of the alloys at 350˚C the monotonic plastic zone 

size was large when compared with the specimen dimensions, and so LEFM 

conditions were not applicable. To ensure that the crack growth characteristics of the 

alloys could be compared, the samples were pre-cracked (at constant ∆K) to the same 

estimated length and then left to grow until failure at the same load; the long fatigue 

crack growth curves are presented as da/dN versus a/W in Figure 5-70. 

Although the cracks were grown to the same estimated a/W it may be seen in Figure 

5-70 that the crack growth curves start at different values of a/W. The position of the 

p.d. wires can affect the p.d. measurement recorded and is the likely cause of the 

inaccuracy in estimating the correct a/W. The crack growth data presented were 

corrected using distances measured on the fracture surfaces. Threshold da/dN was not 

reached in any of the alloys and although the cracks grew out to failure from different 

a/W’s the lowest da/dN obtained in each alloy was approximately 3x10-6 mm/cycle. 

After the initial crack growth (between 8x10-6 mm/cycle and 2x10-5 mm/cycle) the 

curves are similar but above 2x10-5 mm/cycle the curves diverge.  

Near final failure LVD26 unmod gave the worst performance and failed with the 

largest uncracked ligament. The performance of LVD26 mod was marginally better 
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than LVD26 unmod. LVD25 and LVD27 exhibited similar crack growth rates near 

final failure and the length of the uncracked ligament was also similar at final failure, 

their performance being better than both LVD26 alloys. There was no trend between 

da/dN and the Si content of the alloys. 

All the SEM fractographs are presented in Figure 5-71 for comparison; the left hand 

column contains the fracture surfaces at the low da/dN (3x10-6 mm/cycle) and the 

right hand column contains the fracture surface at high da/dN (3x10-4 mm/cycle). The 

fracture surfaces have a generally ductile appearance at both da/dNs. In all the alloys 

hard particles can be seen on the fracture surfaces and they have a cleaved 

appearance. Hard particles appear to be less prevalent in LVD27 than in the other 

alloys but this cannot be quantified. In all the alloys the Al-matrix has a ‘dimpled’ or 

‘feathered’ effect which is similar in scale at both da/dNs, and this can be observed in 

Figure 5-72. Figure 5-72a is the low da/dN fracture surface and Figure 5-72b is the 

high da/dN fracture surface of the LVD26 unmod alloy. 

To quantitatively assess the interactions between hard particles and fatigue crack 

propagation the fracture surfaces were sectioned at low and high da/dN positions. 

LFA was performed to analyse the distribution of hard particles along the crack 

profiles to determine the LL, λ, L3 and NL for each alloy and da/dN. The LL of hard 

particles on the fracture surface is presented in Figure 5-73, the Vf of hard particles in 

the bulk (±1 standard deviation) is also given in Figure 5-73 for comparison. At low 

da/dN the LL of LVD25 and both LVD26 alloys is within one standard deviation of Vf. 

However, the LL of LVD27 is below one standard deviation. At high da/dN the LL is 

consistently below the Vf for all the alloys and so the crack showed a preferentiality 

for avoiding hard particles. There is no trend between the preferentiality ratio and the 

Si content of the alloys (see Figure 5-65); the LVD26 mod alloy had the lowest LL/Vf 

and LVD25 the highest LL/Vf.  

Charts showing the values for λ(FP), L3(FP) and NL(FP) are presented in Figure 5-74, 

Figure 5-75 and Figure 5-76 respectively, the corresponding λ(B), L3(B) and NL(B) are 

also presented in these charts. At low da/dN the λ(FP) for all the alloys is greater than 

one standard deviation above the λ(B). In LVD25 and both LVD26 alloys the L3(FP) are 

greater than one standard deviation above L3(B) but in LVD27 L3(FP) falls within the 
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expected error of L3(B). Conversely LVD25 and both LVD26 alloys have NL(FP) values 

less than one standard deviation below NL(B) but in LVD27 the NL(FP) again lies within 

the expected level of scatter. The combination of a low NL(FP) but high λ(FP), and L3(FP) 

for LVD25 and both LVD26 alloys indicates that fewer particles were intercepted on 

the fracture profile and that the distance between them and their size on the fracture 

profile is larger than would be expected for a line placed in the bulk alloy.  

At high da/dN, the trends in λ(FP), L3(FP) and NL(FP) for all the alloys are similar: λ(FP) 

is greater than one standard deviation above λ(B), L3(FP) is within the expected scatter 

of L3(B) and NL(FP) is lower than one standard deviation below NL(B). This indicates that 

at high da/dN and 350˚C the crack was attracted to fewer particles and that the 

distance between particle intercepts was longer but that the size of the particles on the 

fracture profiles were similar to the size that was obtained from analysis in the bulk 

alloys. 

The percentage difference between the crack length and the projected crack length are 

plotted in Figure 5-77. In all the alloys the fracture profile was rougher at the higher 

da/dN. At both da/dNs a similar trend existed between the relative roughness of the 

alloys: LVD26 mod had the highest roughness followed by LVD26 unmod, LVD25 

and LVD27. 

For LVD25 only, long fatigue crack growth tests were interrupted at the low and high 

da/dNs so that synchrotron X-ray CT could be used to image the crack tip region. In 

Figure 5-78 two virtual sections of the crack tip at low da/dN are presented, the crack 

tip region is on the left of the images. Because constant K loading conditions were 

used to grow the crack to this position the entire crack length shown is at the same 

da/dN. Cracks and pores appear as the black regions in the images.  

In Figure 5-78a the crack has an irregular (rough) shape, deflections can be observed 

along the crack. Such a deflection at a debonded and fractured hard particle is 

identified at position 1. Micro-damage can be seen above and below the more 

contiguous section of the crack in addition to the micro-damage in the crack tip 

region. At the crack tip region the damage appears to form at 45˚ to the crack 

direction. The scale of the damage in the crack tip region is larger than the damage 

around the contiguous section of the crack and a bifurcation has been captured. 
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Micro-damage in the crack tip region does occur at intermetallics and an example is 

identified at position 2. Damage also occurs in the Al or Si phases (position 3) but 

because of their similar X-ray attenuation it is not possible to fully determine which 

phase or the mode of failure. Bifurcations or cracks growing along different planes 

were observed in this alloy at low da/dN and an example is given in Figure 5-78b. 

The lower crack is more contiguous than the upper crack in which large ligaments (for 

example at position 4) can be observed between the regions of crack or damage. 

In Figure 5-79 four different sections along the crack are presented, in these images 

the viewer is face on to the crack. Figure 5-79a is in the crack tip region and the 

successive images are sections from further behind this position. The images confirm 

that the crack tip region contains diffuse micro-damage and ligamented sections. In 

general the micro-damage initially forms perpendicular to the tensile direction. 

Further behind the crack tip it can be seen that these sections can extend along similar 

planes to form longer regions of damage and are eventually linked by vertical sections 

of damage (parallel to the tensile direction). The crack tip region of micro-damage 

and ligamented sections is in the region of 250 µm deep.  

In Figure 5-80 virtual sections through the crack tip region at high da/dN and at two 

positions further behind this point are presented. The crack tip region (Figure 5-80a) 

is comprised of micro-damage aligned perpendicular to the tensile direction and 

between this damage are uncracked ligaments and so the crack is therefore non-

contiguous. The crack has a rough shape and has a peak-to-peak height of greater than 

600 µm. Further behind the crack tip region (Figure 5-80b) the crack comprises three 

main sections (circled), which are relatively contiguous. Micro-damage occurs in-

between the three principal regions but there are many intact ligaments between the 

cracks.  

430 µm behind the crack tip region (Figure 5-80c) the crack is fully contiguous, crack 

branching can be observed as well as other micro-damage around the crack. The crack 

shape is rough, there are small-scale deflections caused by micro-damage linking 

together as the crack propagates forward. There are also larger-scale deviations in the 

crack path (represented by the peak-to-peak height). Qualitatively, the amount of 

micro-damage is less at high da/dN (at 350˚C) than at low da/dN, which correlates 

with the lower LL of particles on the crack path at high da/dN. The plastic zone size at 
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high da/dN is larger than at low da/dN and so the level of micro-damage around the 

crack tip does not scale with the increase in plastic zone size at high temperature.  

5.4.3 Summary 

Room temperature ∆Kth values of between 3-3.6 MPa√m were obtained, and LVD26 

unmod had the highest ∆Kth. There was no clear trend between ∆Kth and Si content. 

Above 4 MPa√m in both LVD26 alloys and LVD27, crack growth performance was 

similar. LVD25 gave the worst performance and had the lowest KQ. The Paris law 

described the majority of the crack growth curves well. The high da/dN fracture 

surfaces had a more brittle appearance than the low da/dN fracture surfaces and the 

LFA confirmed this was because hard particles were found preferentially on the 

fracture profile at high da/dN.  

At low da/dN the values of λ(FP) L3(FP) and NL(FP) for LVD25 and both LVD26 alloys 

were within one standard deviation of the corresponding values for a line analysed in 

the bulk. However, in LVD27 NL(FP) was lower and λ(FP) and L3(FP) were both greater 

than one standard deviation of the corresponding bulk values. At high da/dN, NL(FP) 

was within than one standard deviation of NL(B) and so the higher LL of particles on the 

fracture profile can be attributed to lower λ(FP) and larger L3(FP) values. The high 

da/dN fracture profiles were rougher than the low da/dN fracture profile. 

LEFM conditions were not applicable in the 350˚C samples and so crack growth data 

were presented as a function of a/W. LVD25 and LVD27 gave the best performance 

failing with a similar sized uncracked ligament (which was smaller than in the LVD26 

alloys). At both da/dN values the Al matrix had a ductile ‘feathered’ appearance and 

the scale of the effect was similar. Hard particles were observed on the fracture 

surfaces.  

At 350˚C and low da/dN, LL was within one standard deviation of Vf for LVD25 and 

both LVD26 alloys; NL(FP) was less than one standard deviation below NL(B) but λ(FP) 

and L3(FP) were greater than one standard deviation above their respective bulk values. 

In LVD27, LL was greater than one standard deviation below Vf . NL(FP) and L3(FP) 

were both within one standard deviation of their respective bulk values but λ(FP) was 

greater. At high da/dN the LL of particles on the fracture profiles was less than one 
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standard deviation below Vf for all the alloys, L3(FP) was within one standard deviation 

of L3(B), λ(FP) was greater and NL(FP) was lower than one standard deviation of their 

respective bulk values.  

At 350˚C and both da/dNs, X-ray CT data show that the crack tip is actually a diffuse 

region of micro-damage with many intact ligaments. The micro-damage at the front of 

the crack tip region is generally aligned perpendicular to the tensile direction. The 

cracks have a rough appearance: there are small-scale deflections possibly due to 

micro-damage linkage and larger-scale deflections in terms of the peak-to-peak 

distance. Qualitatively the amount of micro-damage is lower at high da/dN than at 

low da/dN and so does not scale simply with plastic zone size. 

 

Alloy Particle Pore Edge Run-out Total σe (MPa)  
LVD25 4 2 1 1 8 135 
LVD26 unmod 2 4 1 1 8 136 
LVD26 mod 3 4 1 1 9 132 
LVD27 0 6 0 1 7 115 

 

Table 5-1 Initiation sites for S-N tests at RT and the fatigue limits for each alloy. 

 

Alloy Stress (MPa) Strain (%) Ni  Nf Ni/Nf (%) 
LVD25 172 0.71 9000 166900 5.4 
LVD26 unmod 160 1.03 60000 438849 13.7 
LVD26 mod 170 1.10 5000 45252 11.0 
LVD27 132 0.55 2000 67580 3 

 

Table 5-2 Short fatigue crack growth loading conditions and results. 

 

Alloy ∆Kth (MPa√m) KQ (MPa√m) C (mm/cycle) m 
LVD25 3.3 8.8 1.5x10-10 7.2 
LVD26 unmod 3.6 11.2 2.7x10-9 4.9 
LVD26 mod 3.2 12.8 4x10-9 4.7 
LVD27 3.0 11.9 3.4x10-9 4.8 

 

Table 5-3 Room temperature crack growth parameters. 
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Figure 5-1 S-N results where stress is presented as a function of absolute stress at RT, the short 

fatigue crack growth sample are highlighted by a circle, the trend lines are just a guide. 

 

 

Figure 5-2 S-N results where stress is presented as a % of the 0.2% proof stress at RT, the short 

fatigue crack growth sample are highlighted by a circle, the trend lines are just a guide. 
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Figure 5-3 S-N results of strain versus the number of cycles to failure at RT, the short fatigue 

crack growth sample are highlighted by a circle. 
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Figure 5-4 First fracture surface and initiation site in LVD25. 

 

 

Figure 5-5 Pore at initiation site in LVD25. 
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Figure 5-6 Pore at initiation site in LVD26 unmod. 

 

 

Figure 5-7 Si particles at initiation site in LVD26 unmod. 
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Figure 5-8 Al9FeNi particle at initiation site in LVD26 mod, the arrows show where EDX analysis 

was performed and indicated that the particles were Al9FeNi and Al3Ni2 type. 

 

 

Figure 5-9 Pore at initiation site in LVD26 mod. 
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Figure 5-10 Porous region 1 at initiation site in LVD27. 

 

 

Figure 5-11 Porous region 2 at initiation site in LVD27. 
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Figure 5-12 First initiation site in LVD25, (a) is the optical micrograph and (b) is the acetate 

replica showing initiation. 

 

 

Figure 5-13 Second initiation site in LVD25, (a) is the optical micrograph and (b) is the acetate 

replica showing initiation. 
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Figure 5-14 Third initiation site in LVD25, (a) is the optical micrograph and (b) is the acetate 

replica showing initiation. 
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Figure 5-15 (a) phase map and (b) inverse pole figure for the third initiation site in LVD25 

(Figure 5-14). 
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Figure 5-16 Fourth initiation site in LVD25, (a) is the optical micrograph and (b) is the acetate 

replica showing initiation. 
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Figure 5-17 X-ray CT images for the fourth initiation site in LVD25, (a) to (f) are taken at 5 µm 

intervals through the initiation site. 
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Figure 5-18 Large Si particle cluster in LVD25, (a) is the phase map, (b) the inverse pole figure 

and (c) the optical micrograph. 
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Figure 5-19 Small Si particle in LVD25, (a) is the phase map, (b) the inverse pole figure and (c) 

the optical micrograph. 
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Figure 5-20 X-ray CT sections through the crack tip region, regions 1 to 6 are discussed in the 

relevant text. 

 

 

Figure 5-21 3-D image showing the interaction between the fatigue crack and the secondary 

phase microstructure in LVD25. 
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Figure 5-22 2-D projection of the LVD25 crack analysed using X-ray CT. 

 

 

Figure 5-23 Short fatigue crack growth data for LVD25. 
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Figure 5-24 (a) optical micrograph of the point of crack arrest in LVD25 and the corresponding 

X-ray CT image (b) 2 µm and (c) 5 µm below the surface. 

 

 

Figure 5-25 First initiation site in LVD26 unmod, (a) is the optical micrograph and (b) is the 

acetate replica showing initiation. 
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Figure 5-26 Second initiation site in LVD26 unmod, (a) is the optical micrograph and (b) is the 

acetate replica showing initiation. 

 

 

Figure 5-27 X-ray CT images for the second initiation site in LVD26 unmod, (a) to (e) are at 10 

µm intervals through the initiation site. 
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Figure 5-28 X-ray CT image of a deflected crack in LVD26 unmod. 

 

 

Figure 5-29 2-D projection of the LVD26 unmod crack analysed using X-ray CT. 
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Figure 5-30 Crack tip position from CT slices in LVD26 unmod. 

 

 

Figure 5-31 X-ray CT 2-D section of the crack tip in LVD26 unmod, positions 1 and 2 are 

damage ahead of the crack tip and are described in the accompanying text. 
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Figure 5-32 Fatigue crack growth data for LVD26 unmod 

 

 

Figure 5-33 First initiation site in LVD26 mod, (a) is the optical micrograph and (b) is the acetate 

replica showing initiation. 
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Figure 5-34 Phase map of first initiation site in LVD26 mod. 

 

 

Figure 5-35 Second initiation site in LVD26 mod, (a) is the SEM micrograph and (b) is the 

acetate replica showing initiation. 
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Figure 5-36 (a) SEM image and (b) X-ray CT image of the second initiation site in LVD26 mod, 

positions 1 to 6 identify the particles which caused initiation in the case. 
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Figure 5-37 X-ray CT images of region under initiating particles in second initiation site, they 

relate to the numbered particles in Figure 5-36. 
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Figure 5-38 Crack interaction with Si particle clusters in LVD26 mod, (a) shows the crack 

propagating through a Si cluster and (b) around a Si cluster. 

 

 

Figure 5-39 (a) and (b) are X-ray CT sections of the crack tip in LVD26 mod. 
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Figure 5-40 X-ray CT image of a crack tip region in LVD26 mod at different angles. 
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Figure 5-41 2-D projection of the LVD26 mod crack analysed using X-ray CT. 

 

 

Figure 5-42 Fatigue crack growth data for LVD26 unmod. 
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Figure 5-43 First initiation site in LVD27, (a) is the optical micrograph and (b) is the acetate 

replica showing initiation. 

 

 

Figure 5-44 Second initiation site in LVD27, (a) is the optical micrograph and (b) is the acetate 

replica showing initiation. 
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Figure 5-45 Third initiation site in LVD27, (a) is an SEM image and (b) is a phase map. 

 

 

Figure 5-46 Fourth initiation site in LVD27. The white line represents the position of the ‘virtual 

section’ in Figure 5-47. 
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Figure 5-47 X-ray CT section of fourth initiation site in LVD27. 

 

 

Figure 5-48 Porosity and crack under the fourth initiation site in LVD27. 
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Figure 5-49 Fractured and debonded particle in LVD27. 

 

 

Figure 5-50 Coalescence of cracks in LVD27 (a) 27,000 cycles, (b) 31,000 cycles and (c) 51,000 

cycles. 
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Figure 5-51 X-ray CT sections at different positions along the crack in LVD27, (a) is a section at 

the initiation site and (b) to (c) are at 100 µm intervals from the section in (a). 
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Figure 5-52 Inter and intra-dendritic crack growth in LVD27. 

 

 

Figure 5-53 X-ray CT images of the first crack tip region in LVD27, (a) the bifurcated cracks are 

in red and green, (b) is a view parallel to the plane of the crack, the cracks are red and silver in 

this image. 
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Figure 5-54 X-ray CT images of the second crack tip region in LVD27 (a) and (b) are at different 

angles. 

 

 

Figure 5-55 X-ray CT sections of the fatigue crack in LVD27 (a) shows a contiguous crack and 

(b) shows damage ahead of the crack. 
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Figure 5-56 2-D projection of the crack in LVD27 from X-ray CT data. 

 

 

Figure 5-57 Fatigue crack growth data for LVD27. 
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Figure 5-58 The upper bounds of da/dN for each alloy plotted as a function of ∆K. 

 

 

Figure 5-59 Room temperature long fatigue crack growth curves. 
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Figure 5-60 SEM fractographs of long fatigue crack growth tests performed at RT, the low da/dN 

is 3x10-7 mm/cycle and the high da/dN is 5x10-4 mm/cycle. 

 

191



Chapter 5  Fatigue Results 

 

Figure 5-61 SEM fractographs of LVD26 unmod at RT (a) is at low da/dN and (b) is at high 

da/dN.  
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Figure 5-62 (a) Cracked and debonded particles in LVD25, (b) shows where a particle counts as 

being on the crack profile. 

 

 

Figure 5-63 (a) Cracked and debonded particles in LVD26 unmod (b) shows where the particles 

counts as being on the crack profile. 
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Figure 5-64 LL of hard particles on the fracture profile at room temperature and the Vf of hard 

particles in the respective alloys. 

 

 

Figure 5-65 Preferentiality ratio at high da/dN at RT and 350˚C. 
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Figure 5-66 Mean free distance (λ) between hard particles on the fracture profile at RT. 

 

 

Figure 5-67 Mean particle intercept distance (L3) on the fracture profiles at RT. 
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Figure 5-68 Intercepts per unit length (NL) on the fracture profile at RT. 

 

 

Figure 5-69 Roughness data for the samples test at RT. 
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Figure 5-70 350˚C long fatigue crack growth curves. 
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Figure 5-71 SEM fractographs from the 350˚C samples, the low da/dN is 3x10-6 mm/cycle and the 

high da/dN is 3x10-4 mm/cycle. 
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Figure 5-72 SEM fractographs of LVD26 unmod at 350˚C (a) is at low da/dN and (b) is at high 

da/dN. 
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Figure 5-73 LL of hard particles on the fracture profile at 350˚C and the Vf of hard particles in 

the respective alloys. 

 

 

Figure 5-74 Mean free distance (λ) between hard particles on the fracture profile at 350˚C. 

 

200



Chapter 5  Fatigue Results 

 

Figure 5-75 Mean particle intercept distance (L3) on the fracture profiles at 350˚C. 

 

 

Figure 5-76 Intercepts per unit length (NL) on the fracture profile at 350˚C. 
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Figure 5-77 Roughness data for the samples test at 350˚C. 
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Figure 5-78 X-ray CT image of the crack at low da/dN in LVD25 from a side view (a) and (b) are 

at different positions along the crack 
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Figure 5-79 X-ray CT image of the crack at low da/dN in LVD25 from a front view, (a) is at 

position in the crack tip region, and (b) to (d) are at 70 µm intervals behind (a). 
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Figure 5-80 X-ray CT image of the crack at high da/dN in LVD25 from a front view, (a) is at 

position in the crack tip region, and (b) and (c) are at intervals behind (a). 
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Discussion 

6.1 Introduction 

All stages of fatigue life have been investigated in this study. The microstructures 

were thoroughly characterised in order to link the micromechanisms of fatigue to the 

different microstructural features. Pores, Si particles and intermetallic particles were 

all shown to cause fatigue crack initiation and play an important role in the 

subsequent propagation behaviour. This chapter naturally divides into two sections: 

one on fatigue crack initiation and the other on fatigue crack propagation. 

6.2 Fatigue crack initiation 

Fatigue crack initiation was observed to occur at: 

1) failed (debonded and fractured) particles, 

2) pores, and 

3) stress concentrations at the sample edge. 

In this project the first two causes of initiation are of particular interest; the third 

cause, failure from sample corners, is of importance to design engineers but their 

propensity to cause fatigue crack initiation can be mitigated by careful design and 

manufacture and is not an inherent property of the materials. In all alloys, except 

LVD27, the three causes of fatigue crack initiation were observed. However, in 

LVD27 porosity was the principal cause of initiation in all cases. 
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6.2.1 Effect of porosity 

The X-ray CT data showed that LVD27 contained the highest Vf of pores and 

contained the largest pore (in terms of the maximum pore dimension). X-ray CT 

analysis of an initiation site in LVD27 showed that a large pore (>300 µm) was at the 

initiation site and was the cause of fatigue crack initiation; the pore exhibited a highly 

complex shape and was likely to have formed as a result of shrinkage during the 

casting process. Large shrinkage pores (>100 µm) were also observed in all the other 

alloys, and in both the LVD26 alloys were seen to cause fatigue crack initiation. This 

is consistent with the work of Zhang et al. (1999) who demonstrated that when SDAS 

was between 25-28 µm large pores (>100 µm) were likely to be present and be the 

cause of fatigue crack initiation. In LVD25, initiation was observed at pores and in 

one of the S-N samples was the root cause of failure. In the LVD25 short fatigue 

crack growth test, failure was caused by initiation at an Al9FeNi particle but initiation 

was also observed to occur at pores, and sizeable cracks (where 2a > 500 µm) 

propagated from these regions. X-ray CT data showed that one of these pores was 

<100 µm. 

It is well established that Si affects the castability of these alloys (Elliot, 1983; 

Polmear, 1989). In binary Al-Si alloys (under equilibrium conditions) the eutectic Si 

level is optimum in terms of castability because the change from liquid to solid occurs 

at a single solidification temperature. As the Si level decreases from the eutectic Si 

level, the temperature range of the ‘mushy zone’, where the α-phase and liquid co-

exist, increases. Solid α-phase forms in the melt, and as the solid phase cools it 

shrinks and if liquid cannot be fed into this region a pore forms.  

The materials studied in this project are not binary alloys and so the conventional Al-

Si phase diagram is not strictly applicable. However, thermodynamic modelling 

(Chen, 2006) (confirmed by DSC) shows that as the Si level decreases (or increases) 

from the near eutectic level (in LVD25), the temperature range over which 

solidification occurs increases and so an increase in porosity may be expected. This 

cannot be confirmed by the study of porosity using X-ray CT in this work, but the 

results of the S-N tests show that occurrence of fatigue initiation from porosity is 

inversely proportional to the Si content and so such a trend seems likely.  
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Several porous regions were observed using X-ray CT and in all cases the pores had a 

complex shape (Figures 4-26 and 4-27). Fan and Hao (2004) note “a pore itself is not 

a crack but a notch with a stress concentration at the blunted tip”. Work by Yi et al. 

(2003) shows that the stress concentration is highest around the concave tips of a 

pore, and Buffière et al. (2001) report that fatigue crack initiation often occurs at such 

concave tips. It is therefore not surprising that such large and complex pores are 

potent fatigue crack initiators. The pores contained many concave tips, and so many 

regions of high stress are likely to form around the pores and provide many potential 

fatigue crack initiation sites.  

X-ray CT is an excellent tool for characterising porosity and recently several 

researchers have used the technique for this purpose (Ferrié et al., 2005; Li et al., 

2006). In this study X-ray CT has been used to reveal the true, complex shape of 

shrinkage pores. Two-dimensional image analysis was considered as a way of 

characterising the pores in this project, but was discounted for two reasons: 1) 

because of the low porosity levels and the multiphase microstructures of these alloys 

(some phases look similar to interdendritic pores) pores are actually difficult to 

identify on polished surfaces, 2) X-ray CT data showed that pores were generally part 

of a larger porous network and so 2-D measurements would underestimate pore size. 

An example to illustrate this point is presented in Figure 6-1, the image is an X-ray 

CT section similar to that which would be obtained from conventional 2-D sectioning 

and polishing.  

In Figure 6-1 four pores have been identified; the maximum pore dimension is a=28 

µm, b=72 µm, c=15 µm and d=18 µm. The 2-D analysis does not reveal that these 

pores are all connected via a larger porous network and the maximum dimension of 

the porous region is in the order of 300 µm. In work by Li et al. (2006) the difference 

between the maximum pore dimension measured in 2-D, by conventional sectioning 

and polishing, and in 3-D, by use of X-ray CT, was shown to be significant. The 

average pore size was 50% larger when measured in 3-D. This difference may be of 

particular importance when using porosity measurements as the initial defect size in 

lifing models (Shiozawa et al., 1997; Wang et al., 2001; Yi et al., 2003), as these 

models tend to be sensitive to this parameter (Suresh, 1998).  
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6.2.2 Effect of hard particles 

In the absence of porosity, other microstructural features have been shown to be 

detrimental to fatigue life (Wang et al., 2001) causing fatigue crack initiation; these 

include: oxides (Zhang et al., 1999), Si particles (Gall et al., 1999) and intermetallic 

particles (Joyce et al., 2003). In this work oxides were not observed; the piston 

manufacturer (Federal Mogul) uses a complex proprietary casting process, which 

aims to reduce oxide levels (Barnes, 2005), and appears to have been successful. The 

exact details of the casting process are not fully known by the author but the pistons 

were cast on their side and carefully designed ingates were used to reduce turbulence 

in the cast. Initiation events were observed at both Si particles and intermetallic 

particles. 

Initiation at Si particles via particle fracture or debonding of the particle/matrix 

interface has been reported by many researchers (Buffière et al., 2001; Gall et al., 

1999; Han et al., 2002; Joyce et al., 2003; Kobayashi, 2002,; Shiozawa et al., 1997; 

Stolarz et al., 2001; Zhang et al., 1999). However, initiation at intermetallic particles 

is less common and has been reported in fewer studies (Joyce et al., 2003; Stolarz et 

al., 2001). Stolarz et al. report that initiation occurred at the iron containing 

β(Al5FeSi) phase (as well as at Si particles), but this phase does not occur in the 

alloys considered in this study because the addition of Cu Mn and Ni promoted the 

growth of other Fe containing phases. Joyce et al. (2003) researched near eutectic 

AlSi alloys, the compositions of which are given in Table 6-1. In AE413 (the low Cu 

and Ni containing alloy) initiation was observed to occur exclusively at Si particles. 

In AE160 (the high Cu and Ni containing alloy) initiation was also observed at Si 

particles. However, two of the twelve cracks were initiated at intermetallic clusters. 

Joyce et al.’s (2003) work indicates that with an increase in Cu and Ni content, and 

therefore an increase in the volume fraction of intermetallic phases, there is a greater 

likelihood of intermetallic particles causing an initiation event. 

In this study the Al9FeNi phase appears to be particularly detrimental, causing 

initiation for both the fatigue cracks not associated with porosity in the LVD25 short 

fatigue crack sample, and both the fatigue cracks studied in the LVD26 mod short 

fatigue crack sample. Initiation at Si particles was observed but only in the S-N 
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samples. In this study the alloys contained higher Cu and Ni content (~3.9 wt% and 

~3 wt% respectively) than those studied by Joyce et al. (2003). This study confirms 

the trend in the work of Joyce et al. that with an increase in the Cu and Ni content 

there is a greater likelihood of fatigue initiation occurring at intermetallic particles. 

To consider why particles fail it is necessary to consider the mechanism of load 

transfer. The materials studied in this project comprise a soft, low E matrix and 

harder, high E intermetallic and Si phases. When an external load is applied to these 

alloys an inhomogeneity in the stress distribution will arise because of the mismatch 

in the elastic properties (E) of the different phases (Eshelby, 1957). The stiffer 

particles reinforce the matrix phase with a greater proportion of the applied load being 

borne by the stiffer phases (Sinclair and Gregson, 1997). The load is transferred from 

the matrix to the stiffer particles, the concept of load transfer is therefore important as 

the mechanism has a large influence on the overall properties of the material (Withers 

et al., 1989).  

It is also the mechanism of load transfer that causes fatigue crack initiation at hard 

particles in the alloys studied in this project. Load transfer can be used to explain both 

particle fracture and interfacial decohesion. If the stress induced in the reinforcing 

particles by load transfer exceeds a critical value (the fracture stress) then failure of 

the particles will occur (Lee and Mear, 1999). Whilst load transfer reduces the mean 

matrix stress (Withers et al., 1989), the stress in the matrix around the particle will be 

locally high, if it exceeds a critical level (related to the interfacial energy between the 

particle and the matrix) (Huang and Li, 2006) then decohesion will occur. Particle 

failure may not necessarily occur on the first fatigue cycle. As the material is fatigued 

the dislocations pile up around the reinforcing particles (Fan and Hao 2004), which 

has a two-fold effect: firstly the stress in the particles will increase and secondly the 

local stress in the matrix around the particles also increases. Whilst initially (on the 

first cycle) the stress distribution may be such that particle failure does not occur, the 

build up of dislocations by cyclic loading may induce the stress required for failure. 

Several factors affect the load transferred from the matrix to the reinforcing particles: 

the relative mechanical properties of the materials, the morphology of the reinforcing 

particles, the applied load, the matrix properties and the volume fraction of the 

reinforcing phase (Clyne and Withers, 1993). To determine why the Al9FeNi is the 
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most detrimental phase it is necessary to consider the inherent mechanical properties 

of all the ‘hard particles’ in these alloys and their morphology.  

Mechanical properties 

The nanoindentation results of Chen (2006) in Table 4-4 provide values for the E and 

the hardness (H) of many of the phases of interest. Hardness is not a direct measure of 

strength but there are empirical relationships between hardness and the ultimate 

tensile strength (σUTS) (Tabor, 1951) and therefore hardness can be defined as a 

function of σUTS: 

! 

H = f "UTS( )  (6-1) 

The stress-strain curves of the individual hard particles are unknown but from fracture 

observations, in chapter 5, their failure mode is brittle and so it can be assumed that 

the intermetallic and Si particles behave in a linear elastic manner and exhibit no (or 

little) plastic deformation. With knowledge of the modulus of each phase (Er) it is 

possible to estimate the strain required for failure, εfr: 

  (6-2) 

Since it is the relative differences in εfr that is of interest an absolute relationship is 

not required and so equation (6-1) and (6-2) can be combined to give: 

  (6-3) 

Assuming that the strain distribution in each phase is homogeneous, the values of H 

and Er (from table 4-4) have been used in equation (6-3) to calculate a value of the 

f(εfr) for each phase and determine which phase is likely to fail preferentially; the 

results are plotted in Figure 6-2. It can be seen that Si has the largest f(εfr) and that all 

the intermetallic phases can be expected to fracture at a lower strain than Si. 

Specifically the Al9FeNi phase has the lowest f(εfr) and so this result is consistent with 

the Al9FeNi phase preferentially causing fatigue crack initiation. 

! 

" fr =
f #UTS( )
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H
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Morphology 

In investigations of simpler binary or ternary (AlSi or AlSiMg) alloys, particle size 

and morphology are thought to be influential factors in fatigue crack initiation. For 

example, Kobayashi (2002) determined that small, refined eutectic Si particles 

required a higher stress to fracture than larger, primary Si particles and Verdu et al. 

(1996) showed a dependence on particle aspect ratio, and reported that longer 

particles tend to crack more easily. 

It is difficult to define a typical size or morphology for any of the phases in the alloys 

investigated in this study. Primary Si particles (using 2-D micrographs) appear to 

have a cuboid structure with a diameter of approximately 25 µm. However, in many 

of the micrographs presented in chapters 4 and 5, primary Si is often connected to 

intermetallic particles. Similarly, the coarser eutectic Si found in LVD25 and LVD26 

unmod is often connected to intermetallics. In 2-D sections the eutectic Si in LVD26 

mod appears to be finer than the eutectic Si in LVD26 unmod. But recent work by 

Lasagni et al. (2006), using a FIB-SEM to produce 3-D images of a Sr-refined 

eutectic Si region, has shown that these particles can actually form part of a complex 

3-D, fibrous network and are not individual particles. The different Si branches form 

at right angles to each other and so each refined eutectic Si cluster contains many re-

entrant angles. It seems probable that all forms of Si in these alloys form part of the 

larger, interconnected hard particle network.  

The X-ray CT data presented in chapter 4.3 show that the intermetallics form an 

interconnected network throughout the alloys and individual phases rarely exist. 

Mg2Si and Al2Cu phases exhibit a ‘chinese script’ morphology as reported by Daykin 

(1998) and Edwards (2002) but are only present in low volume fractions (Chen 2006); 

these phases are also predominantly attached to larger intermetallics. The 

intermetallic phases which are present at the highest Vfs (AlNiCu phases and Al9FeNi) 

have no such characteristic shape. The X-ray CT data shows that the intermetallic 

phases contain many acute re-entrant angles and 2-D micrographs show the same for 

Si particles. Re-entrant sharp angles are an important microstructural feature because 

they are known to increase stresses in the particles (Qin et al., 1999) and such flaws 

can affect the fracture strength of particles. It is not possible to determine which phase 

exhibits the most unfavourable morphology in terms of increasing local stresses in 
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both it, and the connected phases. In order to further assess the affect of the important 

microstructural features (phase morphology, distribution and mechanical properties), 

micromechanical models could be used. In a review of the literature, many models, 

both analytical and numerical are available. However, none truly reflect the 

multiphase, interconnected microstructures of the alloys in the study. A brief 

overview of some interesting approaches and possible routes for advance will be 

given in the remainder of this section, although specification of a detailed model is 

beyond the scope of this study. 

Analytical models 

The Eshelby inclusion method (Eshelby, 1957) provides the mathematical framework 

for predicting the residual stresses in two-phase materials. This work has been 

expanded on by many, including Mori and Tanaka (1973) and Withers et al. (1989) 

and the method has proved a useful tool for determining the mechanical properties of 

metal matrix composite (MMC) materials. MMCs generally comprise a matrix and a 

single reinforcement phase, which can usually be approximated to an ellipsoid. Using 

the Eshelby inclusion method it is possible to calculate the average particle and matrix 

stresses and other properties of the composite (Clyne and Withers, 1993). However, 

there are several features of the Eshelby inclusion model that preclude its use for the 

alloys studied in this project: 

1) Only one reinforcement phase is considered - these alloys contain several 

reinforcement phases which each have different mechanical properties, there will also 

be an elastic and thermal mismatch between the different phases.  

2) Individual reinforcing particles are homogeneously distributed - in these alloys the 

particles are interconnected and have a locally heterogeneous distribution e.g. 

clustering occurs (Figure 4-16). 

3) Stress in the particles is assumed to be isotropic – because of the complex shape of 

the particles and the many re-entrant angles they contain this is not the case (Qin et al. 

1999). 
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Finite element models  

With finite element analysis (FEA) methods it is possible to model more realistic 

microstructures. For example Fan et al. (2003) used a 2-D micrograph of an A356 

alloy to position the Si particles in the matrix such that they had a ‘realistic’ 

distribution. The Si particles could be approximated as ellipsoids so, as in the Eshelby 

inclusion method, the stress in the particles was assumed to be isotropic. Fan et al. 

(2003) were able to demonstrate how the effective plastic strains may be distributed in 

realistic microstructures. Shen and Lissenden (2002) performed a 2-D and 3-D FEA 

of a particle reinforced aluminium alloy. In their analysis the particles had an 

idealised shape; particles were assumed to remain intact and connected to the matrix 

and standard properties were given to the matrix. Shen and Lissenden (2002) 

demonstrated that the equivalent plastic strain distributions in the matrix predicted by 

2-D models were significantly different from those for the same plane in a 3-D model. 

In addition the 2-D models underestimated the maximum principal stress distribution 

in the particles compared with the 3-D case. Since the maximum principal stress 

could be used, for example, as a failure criterion for particle fracture, 2-D and 3-D 

models would be likely to predict initiation at different locations. 

Because of recent advances in 3-D imaging techniques it is now possible, using 

commercially available software such as Amira (Mercury Computer Systems GmbH) 

and ScanFE (Simpleware Ltd), to convert 3-D X-ray CT image data into a mesh that 

can be used with commercial FE packages. For example Geandier et al. (2005) 

investigated an Al2O3-Cr composite to ascertain the residual thermal stresses after 

cooling the material from a typical processing temperature (1450˚C) to RT. Using 

Matsim software Heggli et al. (2005) were able to convert X-ray CT data of an Al-C 

(graphite) interpenetrating composite into an FE mesh that could be used to assess the 

electrical conductivity of the material. Watson et al. (2006) used microfocus X-ray 

CT to obtain the microstructure of an Al alloy reinforced with Ni. Using ScanFE 

software Watson et al. (2006) converted the data into a tetrahedral and hexahedral 

mesh, which could be used in Abaqus (Dassault Systèmes). Using this data it was 

possible to model the elastic-plastic behaviour of the alloy successfully. 
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The materials investigated in this study have been shown to be complex, multiphase 

materials. However, as a reasonable first order approximation, four main constituents 

can be identified: 

1) Al-matrix, 

2) Si particles (except in LVD27), 

3) interconnected intermetallic network and 

4) pores. 

Using conventional X-ray CT data it is possible to segment the intermetallic phases 

and the pores from the Al and Si phases, thought it is unfortunately not possible to 

differentiate between the individual intermetallics. It is also not possible to separate 

the Al and the Si phases as they have similar X-ray attenuation coefficients. However, 

the highly coherent X-ray beam in synchrotron tomography allows for phase contrast 

imaging (Cloetens et al., 2001). At interfaces (phase-phase or phase-air) there is a 

sharp difference in the phase retardation. Phase contrast forms when these 

neighbouring sections of the beam interfere as they propagate away from the sample. 

Phase contrast manifests itself in images as fringes around the interfaces; the fringes 

observed vary with the sample to detector distance. If images are taken at 2 to 4 

different detector positions it is possible to produce a phase map (Cloetens et al., 

1999) where the greyscale value is a function of the refractive index and so phases 

with similar X-ray attenuation coefficients (but different refractive indexes) can be 

identified. This procedure can be used with the conventional X-ray CT imaging 

method so that a phase map is produced for each angle; this procedure is called 

holotomography. The phase maps can be reconstructed using the conventional filtered 

back projection method to produce an X-ray CT volume, where phases with similar 

X-ray attenuation coefficients can be sufficiently differentiated (Borbély et al., 2004).  

Holotomography has been demonstrated to be a useful tool for differentiating Al and 

Si phases (Baruchel et al., 2006; Yamamoto et al., 2006). Using holotomography it 

would be possible to produce volume data in which the four principal components of 

the alloys could be differentiated by their greyscale level. This segmentation could be 

performed in ScanFE or Amira software so that the alloy constituents could be 
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converted into a representative 3-D FE mesh. By combining the volume data obtained 

from holotomography with the mechanical properties data from nanoindentation it 

would be possible to produce a good representation of the alloys investigated in this 

study, which could be interrogated using FEA methods to determine, amongst other 

things, stress distribution in the alloys so as to identify detrimental microstructural 

features. For example: does the coarser intermetallic network in LVD25 produce 

locally higher stresses than the finer intermetallic networks observed in the LVD26 

alloys? Similarly are the finer Si clusters in LVD26mod more or less detrimental than 

the eutectic Si in LVD26 unmod and LVD25, and the primary Si in LVD25? Using 

the coefficients of thermal expansion for each phase, determined by Chen (2006), it 

would also be possible to estimate the residual stress distribution due to thermal 

cycling, which is also an important factor in the design and improvement of engine 

alloys (Fischersworring-bunk et al., 2006). 

6.3 Fatigue crack propagation 

6.3.1 Micromechanisms of fatigue crack propagation 

From X-ray CT observations it can be seen that these alloys contain a complex 3-D 

microstructure, therefore the mechanisms of fatigue propagation may be somewhat 

different from those generally reported in the literature for simpler Al-Si systems 

(such as Gall et al., 1999; Joyce et al., 2002). However, the materials studied in this 

work, and in particular their 3-D intermetallic sub-structures, are more representative 

of complex Al-Si alloys currently used in car engines and so an understanding of their 

fatigue mechanisms is important.  

6.3.1.1 Discrete particulate systems 

It is worth considering fatigue propagation mechanisms in simpler Al-Si systems. 

These systems comprise discrete Si and secondary phase particles dispersed in an Al-

matrix, in addition pores may also be present. Crack propagation through the Al-

matrix is generally via fatigue failure and is dependent on the properties of the matrix 

and the stress distribution ahead of the crack tip. As discussed in chapter 6.2 the 

mismatch between the elastic properties of the alloy constituents results in a 

heterogeneous distribution of stresses throughout the alloy. A fatigue crack will 
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propagate through the matrix, avoiding stiff (high E) particles and will be attracted to 

low E regions (e.g. pores or failed/debonded particles) (Boselli et al., 2001; Padkin et 

al., 1987). 

As a fatigue crack propagates through the Al-matrix, four interactions are possible; 

these are shown schematically in Figure 6-3. The crack may interact with a pore, an 

intact particle, a fractured particle and a debonded particle and each of these 

interactions can be further divided into a series of possible mechanisms.  

Pores  

Pores provide a weak path by which a fatigue crack may propagate, when a fatigue 

crack approaches a pore (Figure 6-5a) it is likely to be attracted towards it, so long as 

it is beneficial in terms of the crack driving force (Figure 6-5b). Prior to the 

coalescence of the crack and pore an increase in da/dN may be observed (Janssen et 

al., 2005). When a crack connects with a pore the crack immediately grows (locally) 

by the length of the pore and this can be described as a static failure mode. Tips of 

pores are usually blunter than a crack tip (Fan and Hao, 2004b) and so although the 

crack is longer, the stress intensity at the crack tip is reduced and retardation can 

occur (Figure 6-5c). However, the crack may reinitiate allowing the continuation of 

crack propagation (Figure 6-5d). Fatigue cracks can initiate at pores (chapter 6.2.1) 

and so if several cracks form in close proximity to the same plane this may result in 

crack coalescence (Lee et al., 1995) (Figure 6-5e), prior to crack coalescence an 

increase in da/dN is expected. In the final scenario (Figure 6-5f) the crack is deflected 

away, or avoids, the pore. Such an occurrence is unlikely (but included here for 

completeness) and is only expected to occur if the crack grows under the influence of 

other, more dominant, microstructural features. 

Intact particle 

Assuming there are no external influences, fatigue cracks are deflected away from 

intact stiff particles (Padkin et al., 1987) this is schematically illustrated in Figure 

6-6b. Crack deflection by particles has been shown to have a complex effect on the 

local crack tip K (Boselli et al., 2001). The initial deflection causes a reduction in the 
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local K (shielding effect) but as the crack propagates past the particle there is a 

transient increase in the local K (anti-shielding effect).  

As illustrated in Figure 6-6c a fatigue crack may directly propagate into a particle, this 

can happen for two reasons: 1) fatigue cracks are attracted towards low E particles 

(Padkin et al., 1987; Stokes et al., 2007), they locally increase the K at the crack tip 

and so the crack may be expected to accelerate towards low E particles, 2) the crack 

can be ‘trapped’ by a high E particle so that deflection is unfavourable in terms of the 

crack driving force. This mechanism is unlikely to occur in systems with spherical 

particles (as in Figure 6-6c) but is possible if the particles exhibit a complex shape 

(Figure 6-4a). In addition the crack may be ‘channelled’ by other particles, this is 

illustrated in Figure 6-4b, in this example the crack has followed the path of least 

resistance: avoiding the stiff spherical particles until it is trapped by the irregular 

shaped particle.   

If a crack does propagate into the particle as in Figure 6-6c four mechanisms may 

occur. Firstly the crack may remain trapped and so crack propagation will be halted. 

The crack may propagate through the particle (Figure 6-6d), the failure mode will be 

dependent on the properties of the particle. Brittle phases (such as those in Al-Si 

alloys) are likely to fracture, although fatigue may occur in other, more ductile phases. 

If the particles exhibit high fracture strength then debonding of the particle/matrix 

interface may occur (Figure 6-6e) and can be as a result of fatigue or static failure 

modes. Finally the crack may form on the opposite side of the particle leaving the 

intact particle in the wake of the crack, forming a ligament.  

Fractured particle 

A fractured particle has a similar effect on fatigue crack propagation as a pore, it acts 

as a low stress region and so forms a weak path by which a crack may propagate (Gall 

et al., 1999) (Figure 6-7b). Particle fracture is often associated with static failure 

modes ahead of the crack tip, particularly at high values of ∆K where propagation via 

fractured particles is observed to cause an acceleration in da/dN (Lados et al., 2006). 

As shown in the diagram in Figure 6-7b the crack can be attracted towards the 

fractured particle, under the correct conditions. 
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Depending on the distribution of stresses in the material around the particle, the 

position of the fracture in the particle and the relative location of the crack and the 

particle, it is possible the crack could propagate into an intact region of the particle, 

and via debonding of the particle/matrix interface connect with the fractured region 

(Figure 6-7c). Microcracks can initiate at fractured particles (Figure 6-7d) and so 

crack coalescence (Stolarz et al., 2001) can occur. Microcracks provide a low stress 

path and so deviations in the crack path and an increase in da/dN may be expected 

prior to linkage. The final mechanism (Figure 6-7e) is crack avoidance of the 

fractured particle; this mechanism seems unlikely to occur (as in the case of the pore 

in Figure 6-5f) but is possible if other microstructural features exert a greater 

influence on the crack, for example a pore or a larger fractured particle. 

Debonded particle 

The interface between a particle and the matrix can debond in the high stress region 

ahead of the crack tip forming a void(s) around the particle (Needleman, 1987) as 

illustrated in Figure 6-8a. The location at which a void forms is dependent on the 

local stress distribution (Keer et al., 1973), which in turn is influenced by the particle 

properties and applied load. A debonded particle has a similar effect on fatigue crack 

propagation as a pore or a fractured particle. The crack may be attracted to the 

debonded regions (Figure 6-8b) as it forms a weak path by which the crack may 

propagate (Lee et al., 1995). Debonding can cause crack blunting and so reduces the 

driving force of a crack, this mechanism is often utilised to improve the fatigue 

properties of composite materials where the interface between the reinforcing phase 

and the matrix is deliberately designed to be weak so that debonding occurs thereby 

inhibiting crack growth. 

A crack can propagate into an intact region of a partially debonded particle and 

linkage of the crack and the void can occur by further debonding of the interface 

(Figure 6-8c), this can be via static or fatigue failure modes. Cracks can initiate and 

propagate away from the debonded region (Lee et al., 1995a) and so crack 

coalescence (Figure 6-8d) may also occur. The final mechanism is avoidance of the 

debonded particle by the crack. As with the fractured particle this mechanism is 

unlikely to occur unless other external influences affect the stress distribution around 

the crack tip. 
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In summary, in particulate systems fatigue crack propagation is affected by a series of 

possible interactions. The path along which a crack chooses to propagate is controlled 

by the stress distribution ahead of the crack tip and the crack is likely to ‘choose’ the 

option, which is preferential in terms of maximising the crack driving force. The 

concept of load transfer is important in crack propagation, as it is the distribution of 

stresses that it creates in and around particles and pores that can cause the fatigue 

crack to be attracted or deflected away from them. In addition it is load transfer that 

can cause stresses in the particles and the matrix to reach a level where particle 

fracture or debonding of the particle/matrix interface occurs providing a weak path for 

the crack to follow. The micromechanisms of fatigue crack propagation will therefore 

be dependent on the volume fraction of hard particles, their morphology, size and 

mechanical properties and the applied stress. If a sufficient volume of pores are 

present, they too will have an influence on fatigue propagation and the important 

characteristics will be their morphology, size and position relative to the crack. 

6.3.1.2 Interconnected particulate systems 

In an interconnected particulate system the same three particle interactions (Figure 

6-3b to d) may be expected to occur, these are illustrated in Figure 6-9a; the viewer is 

placed at the crack tip. A section of the particle is fractured, another region is 

debonded and several sections of the particle remain intact. The principal difference 

between a discrete and an interconnected particulate system is that crack deflection by 

the particle network cannot occur indefinitely. At some point, to ensure a level of 

crack continuity, the crack must propagate either through particles (via fatigue or 

fracture) or leave them intact in the crack wake.  

The propagation mechanisms, of the three particle interactions, are similar to the ones 

discussed in the previous section. An intact section will block the crack, propagation 

will continue when the particle fractures or debonds. In addition the particle can 

remain in the crack wake forming a ligament as the crack grows around either side of 

the intact particle eventually engulfing it; this is shown schematically in Figure 6-10. 

The lines A to F represent possible crack front positions as the crack engulfs the 

particle (this is just one of the possible ways an intact particle can be left in the crack 

wake). The crack may be attracted towards the debonded or fractured section of the 

particle network ahead of the crack tip (as in Figure 6-7b and Figure 6-8b), this can 
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induce further debonding of the particle/matrix interface (Figure 6-7c and Figure 

6-8c). In addition microcracks may initiate at the voids caused by fracture and 

debonding, which can coalesce with other cracks (Figure 6-7d and Figure 6-8d).  

Considering the example in Figure 6-9b, a complex distribution of stresses will occur 

ahead of the crack tip. The crack may be attracted towards the debonded and/or 

fractured sections, both of these sections will allow local crack advance and may be 

expected to increase the local driving force. But, the intact region cannot be avoided 

and there will be an opposing effect that is likely to reduce the local driving force. In 

addition the fractured and debonded regions are on different planes, if the crack 

propagates via both of these regions the crack shape will become ‘rough’. Such 

deflections will inhibit the crack from growing in the favoured mode I direction, and 

may cause roughness induced crack closure (Suresh and Ritchie, 1984; Parry et al., 

2000), both mechanisms affect fatigue crack propagation by reducing the effective 

driving force at the crack tip. 

6.3.2 Short fatigue crack propagation observations 

In the previous section the possible mechanisms of fatigue crack propagation in 

particulate reinforced systems were discussed. Many of the mechanisms have been 

observed to occur in the alloys studied in this project through a combination of in-situ 

and post failure analysis. In this section the direct evidence of these mechanisms will 

be highlighted and their consequence on short fatigue crack propagation will be 

explored. It should be noted that the calculated ∆K values of the cracks analysed in 

this section were approximately 5 MPa√m or less and the crack growth rates observed 

were between 1x10-7 mm/cycle (crack arrest) and 1x10-4 mm/cycle. Therefore, the 

mechanisms described in this section may not be representative of those near final 

failure. Crack growth near failure will be assessed using the long fatigue crack 

samples.  

Deflection of the fatigue crack around intact particles was observed; an example of 

the crack deflecting around a primary Si particle in LVD25 was presented in Figure 5-

20 (position 2). However, this mechanism was not common and this is most likely a 

reflection of the complex microstructures of these alloys. The alloys contain an 

interconnected hard particle network, which is irregular in terms of both the 
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morphology and inherent mechanical properties; therefore the distribution of stresses 

in these alloys is complex. As a fatigue crack propagates through the alloy the 

complex stress distribution results in a rough fatigue crack with an irregular crack 

front. The irregular stress distribution and crack front contribute to a complex 

distribution of the driving force along the crack so that deflection away from a 

particle may not be most advantageous in terms of maximising the driving force. The 

channelling mechanism in Figure 6-4 is a reasonable representation of a situation that 

may occur in a dendrite and illustrates how crack deflection may not be possible. 

It was more usual for the crack to propagate via failed particles or to grow into intact 

particles. Intact particles blocked fatigue cracks and were the cause of several of the 

retardations observed in da/dN in LVD25 and both LVD26 alloys. An example was 

presented for the LVD25 alloy in Figure 5-24, which showed that a sub-surface 

particle retarded crack growth not just at the particle but adjacent to it, at the sample 

surface. In this example it was shown that the particle eventually fractured allowing 

the continuation of fatigue crack propagation. The sequence of events that caused the 

fracture of the particle below the surface is unknown (since only the surface was 

observed in-situ) but a probable sequence is presented in Figure 6-11. In Figure 6-11a, 

the crack tip and the particle are in contact, this locally stops fatigue crack growth. 

The remainder of the crack below the particle is not blocked and so is able to 

propagate forward (Figure 6-11b). By doing so it raises the local crack tip driving 

force of the blocked section of the crack (Fares, 1989) and therefore increases the 

stress within the particle. As the unblocked crack continues to advance the particle 

may be partially engulfed by the crack (Figure 6-11c). Eventually the stress in the 

particle reaches a critical level and it fractures allowing propagation to continue 

(Figure 6-11d). Similarly an increase in the stress intensity at the crack tip because of 

crack advance to the side of the particle (Figure 6-11b) could cause debonding to 

occur. However, if the particle is interconnected it will still need to fracture for 

propagation to completely resume. 

Particles failed ahead of the crack tip in all the alloys studied in this project. In 

chapter 6.2.2 it was noted that particle failure was dependent on the shape, size, 

distribution and mechanical properties of the particles and the applied stress. As a 

result, the number of particles that fail in the plastic zone ahead of the crack tip will 

222



Chapter 6  Discussion 

have a statistical distribution dependent on these variables and so may differ between 

the alloys. 3-D post failure analysis using X-ray CT showed that in LVD25 and both 

LVD26 alloys micro-damage, from particle failure, formed ahead of the contiguous 

crack and at all positions along it. However, in LVD27 micro-damage only occurred 

in localised regions in front of the crack at dense regions of secondary phase particles 

(Figures 5-53 and 5-54), and so the level of micro-damage was much lower in 

LVD27. The crack tip of LVD25 and both LVD26 alloys is more accurately described 

as a region comprised of micro-damage and intact ligaments. Damage in this region 

formed as a result of both particle fracture (for example: position 2 in Figure 5-39) 

and debonding of the particle/matrix interface (for example: below position 6 in 

Figure 5-20) and both mechanisms were observed to occur at Si and intermetallic 

particles.  

An example of a crack making a large deflection to propagate through a fractured Si 

particle was given in Figure 5-20 (position 4) and crack deflection was observed on 

the polished surfaces during the short fatigue tests of all the alloys. Micro-damage 

ahead of the crack tip was not always confined to fractured or debonded particles. X-

ray CT data showed that small cracks emanated from either side of failed particles 

into the matrix (position 6 in Figure 5-20). It seems likely that fatigue cracks initiated 

at failed particles ahead of the ‘crack tip’, which propagated through the Al-matrix 

eventually coalescing with other cracks (similar to that shown in Figure 6-7d). 

It is difficult to define the crack tip in LVD25 and both LVD26 alloys. The 2-D 

projections obtained from the X-ray CT data (for example: Figure 5-41) provide a 

reasonable approximation of the crack front (Ferrie et al., 2005). The crack has a 

‘regular’ shape and micro-damage can be seen to form ahead of the crack tip. 

However, the 3-D images (Figure 5-40) show that there are intact ligaments behind 

what would be defined as the 2-D projected crack front. The situation is shown 

schematically in Figure 6-12, (a) to (c) show the same situation from different angles. 

The green crack identified in Figure 6-12 is the 2-D projected crack shape, failed 

particles are in front of the crack tip and intact ligaments are left in the wake behind 

the crack tip. The intact sections between the regions of micro-damage (ahead of the 

2-D projected crack tip) can also be described as ligaments and are comprised of the 

Al-matrix and hard particles (positions 1 and 3 in Figure 5-39). These ligaments are 
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subject to fatigue and static failure modes and their lifetime will depend upon their 

composition. Some of the ligaments do not fail ahead of the 2-D projected crack tip 

and they form the intact ligaments in the crack wake. As the fatigue crack propagates 

the stress in the ligaments increases until they eventually fail. Before they fail, 

however, they act as a traction on crack opening (Gerberich and Moody, 1979) and so 

limit the CTOD and shield the crack tip (Shang and Ritchie, 1989).  

The driving force and so crack growth rate of cracks in LVD25 and both LVD26 

alloys will therefore be influenced by a series of competing mechanisms, which are 

all linked to the microstructure. The micro-damage that forms ahead of the crack tip 

(zone 2) acts as an anti-shielding mechanism (Blanchette et al. 1989) and provides a 

weak path along which the crack may propagate (Gall et al., 1999; Lados and 

Apelian, 2004). However, the intact ligaments in the crack wake (zone 1) (Gerberich 

and Moody, 1979), and the deflections from the mode 1 direction will shield the crack 

tip and reduce the driving force. In addition RICC (Suresh, 1998) may also cause 

shielding of the crack tip although this mechanism is not exclusively associated with 

the crack tip region. 

Micro-damage did form ahead of the crack tip in LVD27 but to a much lesser extent 

than in the other alloys studied. The damage formed in localised regions and was 

associated with clusters of intermetallic phases. Particle failure ahead of the crack tip 

caused local crack advance (arrows in Figure 5-53) suggesting that particles do 

provide a weak path for fatigue propagation, locally increasing the crack growth rate 

(i.e. particle failure ahead of the crack tip is an anti-shielding mechanism). The 

materials do, however, have an interconnected, hard particle network that the fatigue 

crack must propagate through and so intact particles may act as a barrier and retard 

fatigue crack growth. Corresponding with the lower level of particle fracture ahead of 

the crack tip there are fewer ligaments in the crack wake and so less shielding may be 

expected from such a mechanism. 

In LVD27 pores played a more dominant role in short fatigue crack propagation than 

in the other alloys. X-ray CT showed that large pores were linked by the crack. Crack 

coalescence in LVD27 was observed to be an important fatigue crack propagation 

mechanism (Figure 5-50) and this is consistent with cracks forming at several pores 

and coalescing to produce a larger crack. In addition, in Figure 5-54 a pore was 
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observed on the crack front and the crack was locally advanced in this region. This 

confirms that pores provide a weak path that cracks are attracted towards. 

An interesting feature was observed in the LVD27 crack analysed using X-ray CT, 

one side of the crack was ligamented or bifurcated (Figure 5-53b). Bifurcated or 

ligamented cracks have been observed and reported before, for example in a 2024 Al 

alloy, by Toda et al. (2004). They reported that crack growth occurred along different 

planes and that the cracks overlapped by approximately 80 µm. They demonstrated 

that where the cracks overlapped, both sections of the crack were retarded in this 

region so that when looking at a 2-D projection of the crack it appeared to be pinned 

at the point of overlap, this was similarly observed in LVD27 (Figure 5-53). Toda et 

al. (2004) noted that the planes converged approximately 280 µm behind the crack tip 

and the bifurcation was likely to have occurred because of the twist and tilt in the 

crack direction as the crack entered different grains.  

In the LVD27 alloy the bifurcation occurred at a porous region near the initiation site. 

Cracks are known to initiate at the tips of pores (Buffière et al., 2001) and the small 

cracks emanating from the porous region in Figure 5-52b, suggest that multiple 

initiation events did occur at this pore. The X-ray CT data indicates that the two 

sections of the bifurcated crack initiated at different positions in the pore and so 

caused the bifurcation. In the LVD25 long fatigue crack samples assessed using X-ray 

CT, cracks were also observed to grow along different planes. The large deflections 

observed on the fracture profiles of both LVD26 alloys suggest that cracks also grew 

along different planes in these alloys. In the LVD25 sample, the X-ray CT data 

indicates that the crack growth along planes was associated with the coalescence of 

micro-damage ahead of the crack tip. The formation of a ligamented or bifurcated 

crack can therefore be attributed to a series of microstructural features: twists at grain 

boundaries (Toda et al., 2004), multiple initiations at pores (LVD27 and coalescence 

of micro-damage at hard particles (LVD25).  

The bifurcation in LVD27 was not observed from in-situ analysis of the polished 

surface because only one of the ligaments breached the surface. Both sections of the 

crack grew to approximately the same length, suggesting that they grew in a 

complementary manner. The bifurcated side of the crack (Figure 5-53) also grew to a 

similar length as the non-bifurcated single crack on the opposite side (Figure 5-54). 
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Whilst a bifurcated and non-bifurcated crack may have different shielding 

mechanisms these results suggests that the bifurcation did not have an overall, 

significant impact on the crack growth rate in this case.  

6.3.3 Comparison of short fatigue crack behaviour 

The short fatigue crack growth rate is only measured on the surface sample and is not 

an average measurement of crack growth such as that obtained from p.d. 

measurements in the long fatigue crack samples. Because of this, the crack growth 

data are spread over a range of da/dN values, which reflect the retardations and 

accelerations in growth due to local microstructural features. In Figure 5-58 the upper 

bound of the crack growth curves for each alloy were compared. The upper bound 

represents the fastest growth rates observed in each alloy and is therefore an important 

measure of the alloy performance. LVD27 exhibited the highest da/dN for a nominal 

value of ∆K, followed by LVD26 mod and LVD25, with the performance of LVD26 

unmod being significantly better than the other alloys. The performance of LVD25 

and LVD26 mod was similar, particularly at the higher ∆K values. In the S-N tests 

LVD26 unmod had a significantly better performance than the other alloys, LVD25 

exhibited a similar performance to LVD26 mod and LVD27 had the worst 

performance. The results of the short fatigue crack experiments are therefore 

consistent with the S-N test results. 

Comparison of both LVD26 alloys shows that they contain the same Vf of hard 

particles and exhibit a similar SDAS. Qualitatively the X-ray CT data shows that the 

intermetallic network is similar in both alloys. The principal difference between the 

alloys is the morphology of the Si particles. The 2-D image analysis showed that the 

Si particles are larger in the LVD26 unmod alloy, but they do not appear to have 

many re-entrant angles or sharp corners (Figure 4-4). The 2-D image analysis data 

suggests that the Si particles are much finer in LVD26 mod. However, recent work by 

Lasagni et al. (2006) has shown that Sr-modified Si particles actually form a fibrous 

network with many 90˚ angles between branches of the network. It might therefore be 

expected that the Sr-modified Si is the more detrimental Si morphology because of 

the acute angles between branches. For example, this could allow higher stresses to 

develop in the particle, particularly at the junction of the branches, and so fracture 
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more easily and act as a weaker barrier to fatigue crack propagation. This may 

account for the worse performance of LVD26 mod compared with LVD26 unmod.  

The upper bound of da/dN in LVD27 was the highest of all the alloys studied. This 

may be a reflection of several factors. LVD27 contains the lowest Vf of hard particles, 

the smallest particles (L3 from Table 4.1) and the largest distance between particles (λ 

and SDAS from Table 4.1). As a result, less micro-damage occurs ahead of the crack 

tip (lower anti-shielding) but also the crack impinges on fewer particles and there are 

fewer intact ligaments in the crack wake (lower shielding). In addition, because of the 

low Si content in LVD27, there is an increased level of porosity compared with the 

other alloys and the naturally occurring cracks initiate at pores. Propagation of fatigue 

cracks in LVD27 is partially via the coalescence of these smaller cracks and such 

coalescence has been observed to increase da/dN (Janssen et al., 2005). The 

competing propagation mechanisms determine the crack driving force and the balance 

of these mechanisms results in the fastest fatigue crack growth rates of LVD27. 

The LVD25 alloy contains a higher Vf of hard particles (because of the greater Si 

content) than the LVD26 alloys. The particles in the LVD25 alloy are larger than in 

the LVD26 alloys (L3 in Table 4.1). Larger particles are thought to fracture at a lower 

stress (Kobayashi, 2002) since they are likely to contain more flaws (Joyce et al., 

2003). Primary Si particles do form large complex shapes and have been shown to 

fracture in a multifaceted manner (Figure 5-18). Qualitatively, the X-ray CT results 

show that LVD25 has a coarser intermetallic microstructure than the LVD26 alloys 

and large sheets of intermetallic phases make up part of the hard particle network 

(Figure 4-19). Because of their larger size, the particles in LVD25 may be expected to 

fracture more readily and so produce more micro-damage ahead of the crack tip 

causing an increase in da/dN. Conversely, because of the greater Vf of particles in 

LVD25, the fatigue crack may be expected to impinge on more particles and this 

would reduce da/dN.  

It is the stress distribution around the crack tip that controls the driving force and 

therefore crack growth rate in these alloys. The stress distribution (as previously 

discussed in section 6.2.2) is controlled by a number of factors (particle size, 

morphology, distribution and mechanical properties in addition to the applied load). 

For example the competing microstructural factors that affect the da/dN in LVD25 
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and LVD26 mod appear to cancel one another so that they exhibit similar short crack 

growth behaviour and S-N test performance. To fully understand the complex 

micromechanisms in these alloys the micromechanical load transfer model, discussed 

in section 6.2.2, may be a useful tool. Such a model could provide important 

information about the distribution of stresses ahead of the crack tip in these alloys so 

that the competing microstructural effects may be better understood. 

6.3.4 Room temperature long fatigue crack propagation 

6.3.4.1 Room temperature threshold behaviour 

Only a small number of long fatigue crack propagation studies have been performed 

on Al-Si casting alloys but closure has been shown to occur in the near-threshold 

regime by both Lee et al. (1995a) and Lados et al. (2006). Maximum crack closure 

levels (Kcl) of 0.66 Kmax were observed by Lee et al. (1995a). Lados et al. (2006) 

reported that roughness induced crack closure (RICC) was observed in a series of 

AlSiMg casting alloys with similar Si and Mg content to those investigated in this 

study (although without the other alloying elements). Lados et al. (2006) noted that 

the threshold ∆K value was inversely proportional to the Si content and this was 

primarily because of the resultant microstructural features in the alloys and the way in 

which they affected near threshold crack growth. In a low Si (1 wt%) alloy the 

dendrites were large, causing large deflections, hence a rougher crack than in a mid Si 

(7 wt%) alloy where the dendrites were smaller. In the eutectic alloy the important 

microstructural feature was the Si particle size, which was smaller than the dendrite 

size in the mid Si alloy and so the crack in the eutectic alloy was the least rough. The 

long fatigue crack growth curves from Lados et al. (2006) are shown in Figure 6-13 

(along with those of Joyce et al. (2002) and the RT curves previously presented in 

Figure 5-59). 

The trend identified by Lados et al. (2006) in simpler AlSiMg alloys does not hold 

true for the alloys investigated in this study. The lowest Si alloy (LVD27) contained 

the largest dendrites and mean free distance between particles (λ) and exhibited a 

rougher crack profile than LVD25 and LVD26 unmod (as would be expected from the 

work of Lados et al. (2006)). However, LVD27 had the lowest threshold ∆K value 

(~3 MPa√m, see Figure 5-69). A rougher crack did not result in a higher ∆K threshold 
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value for the LVD27 alloy. In addition LVD26 mod exhibited higher roughness than 

LVD27, it is therefore not possible to attribute the level of roughness to the dendrite 

size. 

LVD26 unmod exhibited a higher threshold ∆K (∆Kth) value than LVD26 mod. A 

similar trend was observed by Lados et al. (2006) and was attributed to the larger Si 

particles in the unmodified alloy causing larger deflections and therefore greater 

RICC. The roughness results in Figure 5-69 show that LVD26 mod was actually 

rougher than LVD26 unmod and so it is again not possible to attribute higher 

roughness to a higher ∆Kth value. The eutectic Si alloy (LVD25) had an intermediate 

∆Kth value between that of LVD27 and LVD26 unmod but was the least rough crack. 

These results suggest that roughness is not related to dendrite size (for example 

LVD26 mod is rougher than LVD27), and that roughness does not account for the 

different ∆Kth values observed in these alloys. Whilst RICC may be expected in these 

alloys, other crack shielding/anti-shielding mechanisms (which are dependent on the 

interconnected microstructure, for example static failure ahead of the crack or intact 

ligaments in the crack wake) occur which affect da/dN as previously discussed for 

short crack propagation in chapter 6.3.3.  

The long fatigue crack growth curves of Lados et al. (2006) and Joyce et al. (2002) 

are compared with the curves from this study in Figure 6-13. The set of alloys tested 

by Lados et al. (2006) had the lowest quantity of alloying elements and the highest 

∆Kth values. Conversely the set of alloys investigated in this study had the highest 

quantity of alloying elements and the lowest ∆Kth values. The set of alloys studied by 

Joyce et al. (2002) had intermediate quantities of alloying elements and intermediate 

∆Kth values. This result suggests the trend that with an increase in the quantity of 

alloying additions, such as Cu and Ni, there is a decrease in the range of ∆Kth values. 

The shielding/anti-shielding mechanisms may be different between the sets of alloys 

in each study and this could account for the differences between the ∆Kth ranges. 

These mechanisms may be influenced to the quantity of alloying elements and the 

associated microstructural features that form as a result (for example the 

interconnected network in this study). 

There are differences in the casting and aging conditions of the alloys tested by Lados 

et al. (2006) compared to those tested in this study and the work of Joyce et al. 
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(2002). The alloys in the work of Lados et al. were solution treated and not aged for 

100 hours at 260˚C, as a result the morphology of the Si is different. In addition the 

distribution, size and composition of precipitates in the Al-matrix will also be 

different and so the properties of the matrix may also differ. This may account for the 

difference in the range of ∆Kth values observed between the work of Lados et al. and 

this study. But the alloys investigated in this study and by Joyce et al. (2002) 

underwent the same aging treatment and therefore the aging conditions cannot be used 

to account for differences between these studies.  

In general the distribution of particles along the fracture profiles in LVD25 and both 

LVD26 alloys, at low da/dN (near threshold), were close to the average distribution of 

particles that were observed along a line in the bulk of the alloys (Figures 5-64, and 

Figures 5-66 to 5-68). Whilst the LL was within one standard deviation of the Vf in the 

LVD27 alloy, the number of particles intercepted was lower, and the distance between 

them and their size on the fracture profile was larger than the average for the bulk 

alloy. Whilst in a discrete particulate system it would be expected that the crack 

would avoid hard particles at low crack tip stresses (Gall et al., 1999) there is a 

requirement for crack continuity through the 3-D interconnected network and so 

particle cracking must occur so that the crack may propagate (as discussed in chapter 

6.3.1.2). Cracks in LVD25 and the LVD26 alloys appear to show no preferentiality 

for the particles via which they propagate. In LVD27, however, the crack 

preferentiality avoided the hard particle network. The larger particle size on the 

fracture profile in LVD27 indicates that either the crack propagated via larger than 

average sections of the hard particle network or that the particle network failed such 

that a larger cross-section was left on the crack surface.  

The relative performance of the alloys in the short crack propagation tests and the S-N 

tests was also reflected in the ∆Kth values of the long fatigue crack growth tests. In all 

three experiments LVD26 unmod had the best performance, with the longest lifetimes 

in the S-N tests, the lowest da/dN upper bound in the short fatigue crack growth tests 

and the highest ∆Kth value in the long fatigue crack growth tests. In all these 

experiments LVD27 was observed to give the worst performance with LVD25 and 

LVD26 mod giving similar performances, both of which were better than LVD27. 

The short fatigue crack growth test results indicated that the balance of the competing 
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micromechanisms of fatigue crack growth in the LVD26 unmod alloy were such that 

this alloy had the lowest da/dN for a nominal ∆K value and so exhibited the best 

fatigue crack growth resistance. The da/dN was thought to be reliant on the 

distribution of stresses ahead of the crack tip and so was dependent on features such 

as the size, distribution, morphology and the mechanical properties of the particles in 

the alloys. The correlation in the short crack results and the ∆Kth values suggests that 

the microstructural features that control short fatigue crack growth may also control 

the ∆Kth value in the long fatigue crack growth tests. The load transfer model 

proposed in chapter 6.2.2 may therefore also be used to help understand the threshold 

behaviour in these alloys. 

6.3.4.2 Room temperature, high da/dN behaviour 

At high crack growth rates, fatigue crack propagation is thought to be primarily 

controlled by the static failure modes that occur ahead of the crack tip (Gall et al., 

1999). Particle failure, for example debonding of the particle/matrix interface and 

particle fracture, provides a weak path via which a fatigue crack may propagate (Lee 

et al., 1995). Lados (2004) demonstrated that in eutectic and hypoeutectic AlSiMg 

alloys, toughness (KQ) was inversely proportional to the Si content. At high da/dN, 

when particle fracture is more likely (Gall et al., 1999), the number of particles that 

failed ahead of the crack tip in each alloy was related to the Vf of particles in the alloy. 

The eutectic alloy, which contained the highest quantity of Si, exhibited the most 

particle failure providing a relatively weak path for propagation and therefore the 

lowest KQ (Lados et al. 2006). 

Joyce et al. (2002) demonstrated that increasing the quantity of alloying additions 

caused a corresponding decrease in the toughness (KQ), this was again attributed to an 

increase in the amount of particle failure and the relatively weak path this provides. In 

Figure 6-14 the LVD25 alloy and those of Joyce et al. (2002) are compared; LVD25 

contains the highest quantity of alloying additions and the lowest KQ value, and so is 

consistent with the trend observed by Joyce et al. (2002).  

The fatigue crack propagation curves of LVD26 unmod and LVD26 mod above a 

da/dN of 1x10-5 mm/cycle were similar. Sr modification and the effect this had on the 

morphology of the Si particles did not appear to affect fatigue crack propagation. This 
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is consistent with the work of Lados (2004) who showed that in mid Si alloys fatigue 

crack propagation was independent of the Si morphology in the da/dN range from 

1x10-5 mm/cycle to 1x10-3 mm/cycle, as can be seen in Figure 6-13. However, 

contrary to the findings of Lados (2004) the lowest Si alloy (LVD27) did not have the 

highest KQ value and exhibited similar fatigue propagation rates to the LVD26 alloys. 

This indicates that there is either one microstructural feature which is common to the 

LVD26 and LVD27 alloys which controls fatigue crack propagation at high da/dN or 

that several competing mechanisms occur, which compensate for each other so that 

fatigue propagation rates are ultimately similar. It is therefore worth considering the 

micromechanisms of fatigue propagation that occur in these alloys in more detail. 

As a fatigue crack propagates under constant load amplitude conditions, ∆K increases. 

Therefore the size of the corresponding plastic zone ahead of the crack tip also 

increases and a greater quantity of hard particles will be sampled. The number of 

static failure events at hard particles ahead of the crack tip is a function of both the 

number of particles sampled and the probability of the particles failing. This 

probability is linked to the distribution of stresses in the plastic zone, which are 

determined by the size, shape, morphology and mechanical properties of the particles 

in the plastic zone.  

For a given microstructure, the level of particle fracture will only be related to the size 

of the plastic zone and so with an increase in ∆K more particles would be expected to 

fail ahead of the crack tip. Increased roughness (larger deflections) is possible as the 

crack will be attracted towards the failed particles in the larger crack tip process zone; 

this was observed (Figure 5-69). Whilst the number of static failure events ahead of 

the crack tip may be high near final failure, the quantitative analysis performed on the 

fracture profiles indicates that the number of particles sampled by the crack is the 

same that a straight line would sample in the bulk alloy (see Figure 5-68). This is 

contrary to the work of Joyce (2002b) who used a line-counting approach to show that 

the number of particles on the crack path was greater than average. However, in this 

study the particles on the fracture profile are fractured in such a way that their line 

fraction (and therefore area on the fracture surface) is larger than average (Figure 5-

67). In addition there is less distance between the particles (Figure 5-66).  
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In a discrete particulate system the larger than average L3(FP) would provide two 

possibilities 1) the crack propagated via larger particles or 2) the distribution of failed 

particle sizes followed that of the average distribution but they failed at wider 

sections. But in an interconnected particulate system, like those investigated in this 

study, it is difficult to define characteristic particle sizes. L3 is a useful measurement 

that can be obtained from 2-D data and is representative of a statistical average 

particle intercept distance, but it does not reflect the 3-D nature of the hard particle 

network. X-ray CT data showed that at low da/dN (in short cracks) damage occurred 

ahead of the crack tip and the level of damage scaled with ∆K. The hard particle 

network failed in many places ahead of the crack tip and the average L3(FP) at low 

da/dNs indicates that the size of the failed sections follows a normal distribution. At 

high da/dNs the larger plastic zone means that the crack can meander further (than at 

low da/dN) to seek out the lowest stress path. Larger failed sections shield a greater 

proportion of the material either side of them and so provide a preferable path for 

fatigue crack propagation. Propagation via these larger failed sections of the hard 

particle network is consistent with the larger than average L3(FP). The roughness 

results (Figure 5-69) indicate that deflections were larger in each alloy at high da/dN 

(compared with low da/dN) suggesting that the crack was more mobile in searching 

out a preferable route. 

Each alloy contained different microstructural features, for example LVD25 contained 

a coarser intermetallic network than the other alloys, Si particles in LVD26 exhibited 

a different Si morphology to LVD25 and LVD26 unmod and LVD27 contained no Si 

particles. As previously discussed in chapter 6.3.1 the different features are likely to 

have a significant effect on the micromechanisms of fatigue propagation in these 

alloys. For example the X-ray CT data of the LVD27 short crack showed that less 

particle fracture was observed ahead of the crack, which may be advantageous 

because the anti-shielding effect caused by static failure events will be lower, but also 

the crack impinges on fewer particles which may enable faster crack growth. At high 

da/dNs the different mechanisms controlling fatigue crack growth appear to be 

mutually compensatory in LVD27 and the LVD26 alloys. Relating high da/dN 

behaviour and KQ to the Si level is an oversimplification in these alloy systems 

because of the complex nature of the microstructure and therefore the different fatigue 

crack propagation mechanisms that occur. 
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The worse performance of LVD25 cannot be attributed to a greater number of 

particles or a greater line fraction of particles along the crack. It may also not be 

attributed to the size of the particle intercept distance, as this was larger in LVD26 

unmod. It therefore seems likely that a different balance of shielding/anti-shielding 

mechanisms account for the performance of LVD25. For example, the LVD25 crack 

was less rough than that of the LVD26 alloys at high da/dN and therefore experienced 

less shielding from deflections and RICC. In addition other shielding mechanisms 

such as crack bridging by intact particles may be less prevalent in LVD25. To confirm 

these mechanisms further investigation would be required which due to resource 

(time) constraints has not been possible in this study. It seems clear, however, that the 

trend in crack growth rate is related to a greater number of factors than simply the 

respective Si content of these alloys. 

6.3.5 350˚C long fatigue crack propagation 

Long fatigue crack propagation tests were performed at 350˚C. This higher test 

temperature is representative of the upper temperature limit that automotive diesel 

engine pistons experience in-service. At this temperature the 0.2% proof strength is 

approximately 50% lower than at RT, consequently at 350˚C the plastic zone size is 

larger. Use of K at 350˚C is questionable because LEFM conditions are not likely to 

be valid at any point during propagation in these materials due to a lack of elastic 

constraint. Using the Irwin (1957) method, the plane stress plastic zone size at the 

start of the growth out phase in LVD25 was ~ 1.6 mm. Considering that the sample 

size was 12 mm, it can be seen why a lack of elastic constraint was expected. (n.b. 

The Irwin (1957) method of calculating plastic zone size assumes small-scale yielding 

conditions apply and so uses Kmax. However, since it is believed that small scale 

yielding does not apply it is also likely that this value of plastic zone size is 

inaccurate.) Assessment using J was not possible because of the necessary 

experimental equipment (high temperature clip guage) was not available. Because of 

the uncertainty over LEFM conditions the samples were pre-cracked to the same 

length (estimated from p.d. readings) and grown out to failure under the same 

constant load amplitude conditions, this enabled a comparison of propagation 

behaviour.  
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6.3.5.1 350˚C low da/dN behaviour 

Threshold da/dN was not obtained in these alloys, therefore the samples were 

sectioned at the lowest da/dN possible, which was approximately 3x10-6 mm/cycle. 

Different micromechanisms of fatigue may be expected to occur at 350˚C compared 

with that at RT. As previously mentioned these alloys contained a larger plastic zone 

c.f. that at RT and so a larger volume of hard particles may be sampled in the plastic 

zone. However, at 350˚C load transfer from the Al-matrix to the hard particles was 

expected to be lower because of the considerably reduced flow stress of the Al-matrix 

at 350˚C (inferred from the nanoindentation results of Chen (2006) in Table 4.4). As a 

result, whilst more particles are sampled there is likely to be a lower probability that a 

particle will fracture. Previous research (Joyce et al., 2002b) suggests that at high 

temperature, debonding is the primary mechanism of fatigue propagation at low 

da/dN and that the crack is expected to avoid hard particles. In addition damage due to 

time dependent processes may be expected at these temperatures (Myers and Hurd, 

1990), this can take the form of voids formed due to Si or intermetallic particle 

fracture or decohesion. It has not been possible to separate the contributions of fatigue 

and creep in these experiments but Joyce et al. (2002) showed that another high Cu 

and Ni containing alloy (AE160, Table 6-1) did not exhibit a time dependence effect 

on fatigue crack propagation and so fatigue was expected to be the dominant cyclic 

failure process in the alloys investigated in this study. 

X-ray CT data (Figures 5-78 and 5-79) showed that damage occurred ahead of the 

crack tip in LVD25 at low da/dN. Both particle fracture and debonding of the 

particle/matrix interface were observed. It was not possible to ascertain which was the 

principal failure mechanism but it was clear that a sufficient level of stress could 

develop in the hard particles to cause fracture. Cracks appeared to propagate via the 

linkage of the micro-damage and, as in the room temperature tests, the crack tip may 

be described as a region of micro-damage connected by intact ligaments. The 

ligaments were comprised of both the Al-matrix and sections of the hard particle 

network. 

In all the alloys the crack preferentially avoided the hard particle network (Figure 5-

76). However, in LVD25 and both LVD26 alloys the crack propagated via larger than 

average, failed sections of the hard particle network so that the line fraction of hard 
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particles on the fracture profiles was within one standard deviation of the average 

value (Figure 5-73). The X-ray CT data showed that the LVD25 crack had a rough 

appearance and the quantitative analysis of the fracture profiles confirmed that all 

three alloys exhibited a rougher crack at 350˚C than at RT (compare Figure 5-69 and 

Figure 5-77). The higher roughness indicates that at 350˚C the cracks were able to 

make large deflections, because of the larger plastic zone, in order to propagate via 

the route of least resistance. This route appears to be via statistically larger sections of 

micro-damage (because they provide the lowest stress path shielding more material 

around them) and propagation through the matrix avoiding hard (and high E) particles 

when possible (Padkin et al., 1987 and Figure 6-6b). It is likely that all three particle 

interactions (Figure 6-3 b, c and d) occur but avoidance of hard particles is more 

prevalent at 350˚C than at RT. 

The LVD27 alloy differs from the others in that whilst it preferentially avoided hard 

particles, the ones via which it did propagate were of approximately the same size as 

the average particle size (L3(B)) in the alloy (Figure 5-75). This indicates that the 

fatigue cracks in LVD27 (at low da/dN and 350˚C) propagate in a different manner to 

those in the other alloys studied. In the LVD27 short crack sample, it was shown that 

a low level micro-damage occurred ahead of the crack tip (Figure 5-53), and this was 

primarily associated with failure at clusters of intermetallic phases. A similar low 

level of micro-damage may be expected at 350˚C. Therefore the crack is likely to 

make fewer large deflections since there is less micro-damage to coalesce with. This 

is reflected in the roughness value of the crack at low da/dN (Figure 5-77), which is 

low compared to the other alloys at 350˚C and compared to LVD27 at RT. Whilst the 

crack may avoid hard (high E) particles, the 3D interconnected intermetallic network 

in this alloy means that at all operating temperatures particle fracture is still necessary 

to ensure a level of crack continuity and so the crack/particle interactions described in 

6.3.1 still occur.  

It is difficult to assess the relative performance of the alloys for two reason: 1) the 

behaviour of the alloys between the threshold and the minimum da/dN obtained in 

these experiments is unknown and 2) because the samples were grown to different 

crack lengths they experienced different loading histories with quicker turn downs in 

LVD26 unmod and LVD27 compared with the other two alloys. It is not clear from 
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these results if this has an effect on the low da/dN behaviour. The alloy, which 

exhibited the best performance at RT and low da/dN was LVD26 unmod but at 350˚C 

this alloy exhibited the worst low da/dN behaviour. The quantitative analysis provides 

no clear explanation for the poor performance of LVD26 unmod. Further 

investigation is clearly required to ascertain if there is a true difference in the 

performance of the alloys at low da/dN or if the results simply reflect a transient due 

to the loading history. 

6.3.5.2 350˚C high da/dN behaviour 

At high da/dN, micro-damage formed ahead of the crack tip in the LVD25 sample 

(Figure 5-80). However, whilst the crack was rough the damage was locally confined 

to a narrow band (approximately ± 75 µm in the tensile direction) in front of the 

crack. The crack appeared to form along three dominant planes. It was not possible to 

associate this with any particular microstructural feature but this type of crack growth 

is reminiscent of that observed in the LVD27 short crack sample (Figure 5-53b), i.e. a 

low level of micro-damage close to the contiguous crack tip with local crack advance 

at the micro-damage. In-between the dominant planes the contiguous crack ‘lagged’ 

behind and so these regions were comprised of micro-damage, which formed 

perpendicular to the tensile direction with intact ligaments in-between. The intact 

ligaments eventually failed forming sections of the crack that were parallel to the 

tensile direction. 

Quantitative analysis showed that the crack preferentially avoided hard (high E) 

particles, but in all the alloys the particles it encountered were within one standard 

deviation of average particle size in the respective alloys. This represents a change in 

the method of crack propagation from that observed at low da/dN in LVD25 and both 

LVD26 alloys, but not in LVD27. The observations of fatigue crack growth (from the 

X-ray CT data) for LVD25 at high da/dN are consistent with the proposed method of 

crack growth in LVD27 at low da/dN, i.e. low level of micro-damage and avoidance 

of hard particles, although larger deflections were observed due the larger plastic 

zone. 

The lower level of particle failure at high da/dN (c.f. low da/dN) is counter-intuitive. 

The larger plastic zone samples a greater number of particles and so more particles 
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may be expected to fail. For particle failure to occur the stress either in the particle or 

at the particle/matrix interface must reach a critical value. This may occur on the first 

loading cycle or it can be as a result of an accumulation of dislocations around the 

particles because of multiple cycles (Fan and Hao, 2004b), which gradually increase 

the local stresses at and around the particles. At high temperature dislocations are 

more mobile (Dieter, 1988), this can limit the dislocation density around the particles 

thereby causing a lower level load transfer compared with that at lower temperatures. 

If the critical stress for particle failure is dependent on an accumulation of 

dislocations as a result of fatigue loading, then at higher temperatures the increase in 

dislocation mobility implies that dislocation pile-up will be slower and require a 

greater number of cycles. Considering a section of the material in the plastic zone 100 

µm ahead of the crack tip: at the low da/dN investigated (3x10-6 mm/cycle) this 

region will undergo approximately 33000 cycles before it is engulfed by the crack. 

However, at a high da/dN (for example at 1x10-4 mm/cycle) the region will only 

undergo approximately 1000 cycles before being engulfed by the crack. Therefore at 

high da/dN the dislocations required to produce the critical stress for particle failure 

may not have time to accumulate before the section of material is engulf by the crack. 

This may account for the lower level of particle failure observed at high da/dN 

compared with low da/dN.  

As discussed in previous sections there are several possible particle interactions that 

may occur in these alloys. Fractured and debonded particles were found ahead of the 

crack tip and there are also intact sections, which are likely to block or deflect the 

crack. Since there is no single mechanism of fatigue crack propagation in these alloys, 

there are no clear trends between the crack propagation behaviour (Figure 5-70). For 

example at final failure the performances of LVD25 and LVD27 are similar even 

though the alloys contain very different microstructures. The different 

micromechanisms of fatigue that occur in each alloy have different effects on fatigue 

crack propagation. As previously discussed some of these mechanisms shield the 

crack tip and other mechanisms cause anti-shielding and in these alloys are mutually 

compensatory. 

Whilst the LVD25 and LVD26 unmod cracks exhibited similar levels of roughness 

(and so similar levels of shielding from deflections and RICC) the LVD25 alloy 
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exhibited better performance (failing with a smaller uncracked ligament). Whilst more 

particles may be expected to fail ahead of the crack tip in LVD25, because of the 

higher Vf of particles in the alloy, more particles also impinge on the fatigue crack. 

Since a lower level of particle fracture is expected at high temperature and da/dN the 

shielding caused by particles impinging on the crack may be the more dominant 

mechanism and so the lower volume of hard particles in LVD26 may account for its 

worst performance. From these results it has not been possible to separate the 

mechanisms of crack propagation that occur, but it has provided a greater 

understanding of the expected mechanisms in what are microstructurally complex 

alloys. 

6.3.6 Comparison of long and short crack propagation at 

RT 

Long and short fatigue crack propagation curves are compared in Figure 6-15. Short 

crack growth occurred at da/dNs higher than that of the long crack data and therefore 

at ∆K values below the (long crack) ∆Kth. In LVD25 the short and long crack 

propagation curves converged just before final failure. However, the LVD26 unmod 

curves did not converge and although the final stages of crack propagation were not 

captured for LVD26 mod and LVD27, the trend of their curves suggests that they 

would not converge with the long crack data either. This is not consistent with the 

classical short crack behaviour as described by Suresh (1998) where convergence 

between long and short crack data are expected in the lower part of the ‘Paris’ region. 

The difference between the long and short crack fatigue propagation curves is often 

attributed to the non-validity of LEFM conditions (Suresh, 1998), and therefore ∆K, 

due to a lack of elastic constraint around the crack (i.e. a, B and W-a < 2.5(Kmax/σy)2 

from BS 7448-1:1991). Because of the low 0.2% proof strengths of these alloys the 

British Standard condition is not met for a large proportion of fatigue crack 

propagation in either the short or long crack samples. For example, in the long fatigue 

crack propagation tests, W-a < 2.5(Kmax/σy)2 at ∆K values greater than 5 MPa√m. And 

in the short crack propagation tests a< 2.5(Kmax/σy)2 at all times. Because ∆K is 

equally invalid for all the alloys in the long fatigue crack propagation tests it is 

possible to compare between the alloys, and likewise in the short crack tests. But 

239



Chapter 6  Discussion 

similitude cannot be expected between the short and long crack propagation tests and 

this is likely to account for the lack of convergence between the data in Figure 6-15.   

Anomalies between the short and long crack data have also been attributed to 

differences in the RICC mechanism (Suresh, 1998). For RICC to occur the crack must 

propagate a certain distance to allow the necessary roughness to develop (Singh, 

2005). Therefore RICC may be expected to be initially lower in short cracks. 

However, in the short crack tests performed in this study the cracks were 

microstructurally large for the majority of crack growth and deflections were 

observed soon after initiation. The roughness of the first 400 µm of a small crack in 

each alloy was measured (the ratio of the crack length to the projected crack length) 

and the results are presented in Figure 6-16. It can be seen that the low da/dN 

roughness values from the long fatigue crack test and the short fatigue crack tests are 

similar indicating comparable levels of roughness and therefore RICC. It is therefore 

unlikely that RICC accounts for the anomaly in the short and long fatigue crack 

propagation curves. 

6.3.7 Propagation lifing of AlSi casting alloys 

The concept of similitude in fracture mechanics implies that there is an intrinsic value 

of ∆Kth for each material regardless of the geometry of the sample or crack. However, 

as shown in this work, short fatigue crack growth occurs at values of ∆K below ∆Kth. 
Therefore, using long crack data to provide lifetimes for the propagation of small 

cracks would lead to an overestimation in life. Kitagawa and Takahashi (1976) 

demonstrated that there is a critical crack length (a0) below which ∆Kth decreases 

proportionally with a. It was also shown that for a range of engineering materials the 

threshold condition could be characterised by a critical stress (∆σth), which when a<a0 

was constant and equal to the fatigue limit (σe see Table 5.1). It is therefore possible 

to calculate a0 from experimental data: 
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Equation (6-4) may be used as an indicator to determine if a crack is ‘small’; if the 

measured a is less than a0 then it may be classified as small. Using the experimental 
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values from chapter 5, a0 can be calculated as approximately 200-300 µm. El Haddad 

et al. (1979) suggested that a0 could be added to the measured a, as an empirical 

parameter, to provide a method of calculating ∆K which is independent of crack size: 
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where Q is a geometry correction factor. Equation (6-5) was used to calculate ∆Kmod 

for the short crack data and the results are plotted, along with the long crack 

propagation curves, in Figure 6-17. The curves collapse so that the short crack data 

have a similar trend to the long crack data. Between da/dN=1x10-7 to 1x10-5 

mm/cycle the LVD26 unmod curves are similar. However, above da/dN=1x10-5 

mm/cycle the LVD26 unmod curves diverge. Fatigue crack propagation in the other 

three alloys occurs at higher da/dNs than in the long crack case for all values of ∆K.  

The method of El Haddad et al. (1979) provides an approach for using long fatigue 

crack propagation data and S-N data (which are easier to obtain than short crack 

propagation data) to estimate the lifetime for a short crack to propagate from an 

initiation event to final failure. For example by using ∆Kmod in the Paris law: 
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where C and m are taken from the long crack propagation curves (Table 5.3), and 

combining equations  (6-5) and (6-6) it is possible to integrate between the bounds 

ai+a0 and af  (ai is the size of the crack when first detected and af is the size of the 

crack when the sample failed). Whilst Q is dependent on a it was reasonably constant 

over the lifetime of the crack at 0.70±0.1, by treating this as a constant the integration 

is easier and the propagation lifetime (Np) can be calculated using: 
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Lifetime predictions were made for two cracks from each short crack sample; the 

results are presented in Table 6-2. Initiation was not considered in these predictions 

since and the ai, and measured Np values were taken from when the crack was first 
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observed on the acetate replicas (Np=Nf-Ni). For a total life prediction, particularly in 

the high cycle regime, prediction of the initiation life is clearly important but is 

unfortunately not within the scope of this study, as this would require a statistical 

study for example the monte carlo approach used by Yi et al. (2003; 2006). The errors 

in the lifetime predictions, because of the assumption that Q is constant, are given in 

Table 6-2. The predictions are sensitive to both ai and af but these can be measured 

accurately from the short crack samples. 

In all the alloys the lifetime was over predicted. This is not surprising because the 

lack of similitude meant that after the El Haddad et al. (1979) correction, the short 

fatigue crack da/dNs were higher than those of the long fatigue cracks (Figure 6-17). 

There are also differences in the predicted lifetimes between the two cracks in a single 

sample for LVD25, LVD26 unmod and LVD27. These differences arise because this 

lifing method does not account for the non-continuum behaviour of short cracks, e.g. 

crack accelerations and arrests. Consistent with the closer crack propagation curves in 

Figure 6-17, the predictions for LVD26 unmod were the most accurate. 

These results suggest that in materials with a low 0.2% proof strength, the non-

validity of LEFM conditions results in a lack of similitude between the short and long 

fatigue crack propagation behaviour. Whilst the modification to ∆K suggested by El 

Haddad et al. (1979) collapses the curves somewhat, it is not possible to make 

accurate predictions using this non-LEFM data. The use of EPFM is a possibility, and 

was used by Lados (2004) to assess long fatigue crack propagation in Al-Si alloys. 

However, it is experimentally difficult to measure the displacement of a ‘small’ crack 

and this is required to calculate CTOD or J, so the use of EPFM is not 

straightforward.  

The approach taken by Caton et al. (2001) and employed by Yi et al. (2006) uses 

short fatigue crack propagation data to predict propagation lifetime. This data is more 

difficult to obtain than long fatigue crack propagation data but is likely to provide 

more accurate results when LEFM conditions do not apply. Caton et al. (2001) 

demonstrated that for several A319 Al-alloys, which had undergone different heat 

treatments, the following relationship could be used to describe crack growth: 
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where εmax is the maximum strain at the maximum stress (σ) and n is a fitting 

parameter that is used to collapse the data for different alloys onto a single curve; C1 

and s are the power law exponents of that curve. This is not a universal relationship 

and requires the parameters C1, s and n be obtained from experimental data for each 

alloy.  

The short crack propagation data are presented as a function of [εmaxσ/σy]na in Figure 

6-18. The data have been collapsed into a single band, the different alloys required 

different n values and these are given in Table 6-3. The C1 and s values are the 

extrapolated values for a power law trend line through the band of data in Figure 

6-18. Both LVD26 alloys may be represented by the same set of fitting parameters 

indicating that whilst n is material dependent it is independent, in this case, of the Si 

morphology. Caton et al. (2001) also showed the n value was insensitive to another 

morphological feature: SDAS. Because of the log-log linear relationship, equation 

(6-8) may be used to predict the life of short cracks by integrating between ai and af 

so that: 
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The lifetimes of two cracks for each sample were predicted using equation (6-9); the 

results are presented in Table 6-3. Using the Caton et al. (2001) lifing method the 

results were not consistently underestimated as with the El Haddad et al. (1979) 

method. However, there was a large scatter in the results and so the predictions were 

no more accurate. This method does also not account for the non-continuum 

behaviour of short fatigue cracks, which are the likely cause of the scatter. Again, this 

illustrates the statistical nature of short fatigue crack growth, which is particularly 

sensitive to microstructural features. The difficulty in lifing using either long or short 

fatigue crack propagation data highlights that a greater understanding of the 

micromechanics of fatigue in this class of alloys is of particular importance as this 

may help inform a more physical based model and so improve lifing methodologies. 
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Alloy 
Si 
(wt.%) 

Cu 
(wt.%) 

Ni 
(wt.%) 

Mg 
(wt.%) 

Fe 
(wt.%) 

Mn 
(wt.%) 

Ti 
(wt.%) 

Zr 
(wt.%) 

V 
(wt.%) 

P 
(ppm) 

AE160  11.22 3.1 2.27 1.05 0.3 0.08 0.17 0.15 0.06 53 
AE413 11.15 0.94 0.96 0.88 0.49   0.07 - - 35 

 

Table 6-1 Compositions of the alloys studied by Joyce et al. (2003). 

 

∆σ (MPa) 153 144 153 119 

Q 0.7 0.7 0.7 0.7 

a0 (m)  2.3E-04 2.3E-04 2.0E-04 3.0E-04 

m 7.2 4.9 4.7 4.8 

C (m/cycle) 1.5E-13 2.7E-12 4.0E-12 3.4E-12 

measured ai (m) 27 10 70 65 55 35 200 160 

measured af (m) 1.2E-03 1.0E-03 2.9E-03 5.2E-04 1.2E-03 7.9E-04 1.3E-03 7.1E-04 

measured Np 137000 97000 268500 138500 40000 40000 66000 66000 

Predicted Np 206222 244481 304832 179848 229517 236416 241105 166635 
Error in prediction 
because of Q 
assumption 

10% 7% 7% 7% 10% 7% 7% 7% 

measured Np / 
predicted Np 

0.66 0.40 0.88 0.77 0.17 0.17 0.27 0.40 

 

Table 6-2 Lifetime predictions using equation (6-7). 

 

∆σ (MPa) 170 160 170 132 

εmax (%) 0.71 1.03 1.10 0.55 

n  2 2.3 2.3 1.8 

s 1.82 1.82 1.82 1.82 

C1 (m/cycle) 3.6x10-5 3.6x10-5 3.6x10-5 3.6x10-5 

measured ai (m) 27 10 70 65 55 35 200 160 

measured af (m) 1.2E-03 1.0E-03 2.9E-03 5.2E-04 1.2E-03 7.9E-04 1.3E-03 7.1E-04 

measured Np 137000 97000 268500 138500 40000 40000 66000 66000 

Predicted Np 194780 449545 222474 203025 180385 262629 49717 53673 
measured Np / 
predicted Np 0.70 0.22 1.21 0.68 0.22 0.15 1.33 1.23 

 

Table 6-3 Lifetime predictions using equation (6-9). 
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Figure 6-1 X-ray CT image of pores in LVD27, a to d are different pore sections but they are 

actually interconnected via a larger porous network in the bulk alloy. 

 

 

Figure 6-2 The relative fracture strains of the intermetallic and Si particles estimated from 

Nanoindentation data. 
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Figure 6-3 Schematic diagram of particle interactions with (a) a pore, (b) an intact particle, (c) a 

fractured particle and (d) a debonded particle. 

 

 

Figure 6-4 Schematic diagram illustrating how a crack may be (a) trapped by a particle of 

irregular shape and (b) channelled towards an irregular particle where it is trapped. 
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Figure 6-5 Schematic diagram of interactions between a crack and a pore (a) before the 

interaction, after which (b) the crack is attracted towards the pore, (c) local blunting of the crack 

tip retards crack propagation, (d) the crack reinitiates after being blunted (e) crack coalescence 

occurs and (f) the crack is deflected. 
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Figure 6-6 Schematic diagram of interactions between a crack and an intact particle (a) before 

the interaction, after which (b) the crack is deflected away from the particle, (c) the crack is 

stopped by the particle, (d) the particle fractures allowing propagation (e) debonding of the 

particle/matrix interface occurs and (f) the crack reinitiates on the opposite side of the particle. 
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Figure 6-7 Schematic diagram of interactions between a crack and a fractured particle (a) before 

the interaction, after which (b) the crack is attracted towards the particle, (c) interfacial 

decohesion occurs before the crack propagates through the particle, (d) a micro-crack initiates at 

the fractured particle causing crack coalescence (e) the crack is deflected away from the particle. 
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Figure 6-8 Schematic diagram of interactions between a crack and a debonded particle (a) before 

the interaction, after which (b) the crack is attracted towards the debonded region, (c) linkage of 

the crack and void by further debonding occurs, (d) a microcrack initiates at the debonded 

region causing crack coalescence (e) the crack is deflected away from the particle. 
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Figure 6-9 Schematic diagram showing the possible interactions between a crack and an 

interconnected particle (a) is a view of the particle from the crack tip and (b) is a view of the 

crack and the particle. 
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Figure 6-10 Schematic diagram illustrating how a particle may remain in the crack wake 

forming an intact ligament. 
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Figure 6-11 Schematic diagram illustrating how a particle may fracture as a crack advances past 

it (a) is at the point of contact between the crack and the particle, (b) the unblocked section of the 

crack has advanced so that it (c) engulfs the particles and eventually (d) fractures allowing the 

continuation of fatigue crack propagation. 
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Figure 6-12 Schematic diagram of the situation in the crack tip region with micro-damage ahead 

of the 2-D projected crack and intact ligaments in its wake, (a) to (c) are the same image from 

different angles. 
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Figure 6-13 Long fatigue crack growth curves from this project, the work of Lados et al. (2006) 

and Joyce et al. (2002). 

 

 

Figure 6-14 Comparison of the fatigue crack propagation curves of Joyce et al. (2002) and the 

eutectic LVD25 investigated in this study. 
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Figure 6-15 Comparison of short and long fatigue crack propagation curves. 

 

 

Figure 6-16 Comparison of roughness values for the first 400 µm of crack growth in the short 

crack samples and at low da/dN in the long crack samples at RT. 
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Figure 6-17 Comparison of short and long fatigue crack propagation curves where the short 

crack data has been modified using the method of El Haddad et al. (1979). 

 

 

Figure 6-18 Small crack growth data correlated using the relationship [εmaxσ/σy]na. 
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Conclusions 
All the alloys investigated in this study exhibited complex, multiphase 

microstructures. The microstructural features can be grouped into four categories: 

• Intermetallic phases, 

• Si particles, 

• α-Al matrix, and 

• Pores. 

Microstructural characterisation established that all the alloys investigated contained 

an interconnected network of hard particles, which formed in the interdendritic 

regions. The Si content influenced the formation of the dendrite size and morphology 

as well as the porosity levels in each alloy. This was primarily attributed to the 

increase in the temperature range of the ‘mushy zone’, i.e. the freezing range of the 

alloy, during the casting process as the Si level was reduced from the eutectic level.  

Interdendritic pores were observed in all the alloys investigated. X-ray CT analysis 

revealed the complex 3-D shape of pores. Pores with a maximum dimension of  

greater than 200 µm were observed in all the alloys and such large pores contain 

many ‘tips’ which are associated with high stresses. Therefore, pores acted as potent 

fatigue crack initiation sites, particularly in LVD27 where porosity levels were 

highest. However, fatigue cracks were also observed to initiate at Si and intermetallic 

particles in the other alloys. It is also important to stress that the real sizes of the pores 

as revealed in 3-D were greater than their apparent size measured from 2-D sections. 

The load transferred from the α-Al matrix to the hard particle network controls 

fatigue crack initiation at hard particles in Al-Si casting alloys. A first order analysis, 

using the modulus and the hardness (which was used as an estimation of strength) 
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obtained from nanoindentation, showed that using mechanical properties data alone 

the Al9FeNi phase would be expected to fracture at the lowest applied stress. This 

simplistic analysis correlated well with experimental data; the short crack propagation 

tests revealed that the Al9FeNi was the most detrimental phase causing fatigue crack 

initiation in both LVD25 and LVD26mod. It is acknowledged that the stresses, which 

develop throughout Al-Si casting alloys during loading are likely to be controlled by 

the morphology and Vf or hard particles in addition to their mechanical properties.  

The mechanisms of fatigue crack propagation in LVD25 and both LVD26 alloys are 

broadly similar. Most importantly, the crack tip can be better described as a diffuse 

region of micro-damage and intact ligaments. The damage in this region is formed by 

the failure of hard particles and several mechanisms were observed: 

• Particle fracture, 

• Debonding of the particle/matrix interface, and  

• Failure at the particle/particle interface. 

Fatigue cracks were observed to initiate at micro-damage and these could coalesce 

with each other or the ‘main’ fatigue crack. Micro-damage might therefore be 

expected to accelerate fatigue crack growth and so the formation of micro-damage 

acts as an anti-shielding mechanism. A particle will fracture or debond when a critical 

stress is achieved. The development of local stresses during loading is therefore 

important, as this will govern the likelihood of one particle failing over another. The 

morphology, distribution and mechanical properties of the particles in addition to the 

applied load are critical in determining which particles are likely to fail in the crack 

tip region. 

The regions between the micro-damage can be described as intact ligaments. They 

were comprised of intermetallic and Si particles, in addition to the α-Al matrix (or 

any combination of these). If the ligaments were not destroyed by the coalescence of 

micro-damage with the ‘main’ crack they would impinge on the crack and on 

occasion be left in the crack wake. The ligaments therefore acted as a traction on 

crack opening and so shielded the crack tip thereby locally reducing the stress 

intensity. It is the competition between the different shielding and anti-shielding 

mechanisms that is likely to be the cause of differences in the fatigue crack 
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propagation rates. For example, in LVD26 the larger Si particles in the unmodified 

variant were apparently less detrimental than the refined Si particles in the modified 

alloy. This microstructural difference resulted in a greater level of crack shielding (or 

lower anti-shielding) in the unmodified alloy so that LVD26 unmod exhibited 

superior short fatigue and near threshold crack propagation behaviour. 

The short fatigue crack propagation results indicated that the crack grows in a more 

contiguous manner in LVD27. Micro-damage does form ahead of the crack tip at 

clusters of intermetallics and intact ligaments were observed in the crack wake, but on 

a much lower scale. The competing shielding/anti-shielding mechanisms still occur in 

LVD27 but the balance of the mechanisms resulted in LVD27 exhibiting the worst 

short fatigue and near threshold crack growth performance. 

At RT and low da/dN failed particles were observed on the fracture surfaces of all the 

alloys. However, fatigue cracks in LVD25 and both LVD26 alloys showed no 

preferentiality for hard particles whilst in LVD27 the crack tended to avoid hard 

particles. At 350˚C and low da/dN crack propagation in LVD27 was similar to that at 

RT, the crack preferentially avoided hard particles. The fatigue cracks in the other 

alloys also preferentially avoided hard particles representing a change in their crack 

propagation mechanism at the higher temperature. However, the particles failed so 

that a larger section was exposed on the fracture surface and so that the volume 

fraction of particles on the fracture surface was similar to the volume fraction of hard 

particles in the bulk. 

At RT and high da/dN, fatigue cracks in all the alloys investigated were preferentially 

attracted to hard particles. Significantly the line fraction of particles on the fracture 

profile was similar for LVD25 and both LVD26 alloys suggesting that it was not 

simply the increase in the volume fraction of hard particles in LVD25 that accounted 

for its lower KQ value. It is therefore likely that the lower KQ value of LVD25 can be 

attributed to the balance of several shielding mechanisms resulting in less effective 

crack shielding. 

At high da/dN and high temperature, fatigue cracks preferentially avoided hard 

particles. However, the regions of the particle network they did encounter fractured so 

that they exposed an average area of the particle on the fracture surface. At 350˚C 
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dislocations have increased mobility (compared with at RT). For sufficient stress to 

develop in and around particles a large number of cycles are therefore required to 

allow dislocations to pile-up. At high da/dN the material in the crack tip region 

experiences fewer loading cycles than at low da/dN and therefore particles experience 

lower stresses at high da/dN. Additionally the larger plastic zone size at high da/dN 

allows the fatigue crack to meander greater distances in search of the lowest stress 

path resulting in fewer particle encounters.  

In summary, this study has demonstrated that the new generation of piston alloys, 

which contain increased levels of alloying additions, exhibit complex, interconnected, 

multiphase microstructures. The micromechanisms of both fatigue crack initiation and 

propagation are dependent upon the transfer of load from the matrix to the hard 

particle network during cyclic loading, and therefore the local distribution of stresses 

throughout the alloy. During fatigue crack propagation, this results in complex crack 

formation with several different shielding/anti-shielding mechanisms in operation. 

The micromechanisms of fatigue crack propagation are different, at the representative 

in-service temperature studied, to those at room temperature. This highlights the 

importance of fatigue studies at temperatures that are characteristic of those 

experienced in service.  
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Future Directions 
X-ray CT has proven to be a useful tool for assessing both the 3-D nature of Al-Si 

casting alloy microstructures and the interactions of fatigue cracks with these 

microstructures. However, conventional X-ray CT does not allow for the separation of 

the Al and Si phases. It is therefore recommended that holotomography be used as a 

method to characterise Al-Si casting alloys and so allow the four principal 

microstructural features (intermetallics, Si particles, α-Al matrix and pores) to be 

identified. Such information would be particularly valuable is assessing the way in 

which local stresses develop in such complex microstructures.  

It was proposed in the discussion chapter (Chapter 6.2.2) that 3-D imaging software, 

such as ScanIP (Simpleware Ltd.), could be used to segment the different features 

(identified using holotomography) and produce representative 3-D microstructural 

models. Using the nanoindentation and thermal expansion data of Chen (2006) to 

assign properties to the individual constituents, such a model may be used to further 

understand a series of interesting problems. Examples of such problems could 

include: how stresses develop in the microstructures upon loading, whether 

mechanical properties can be predicted at both room and elevated temperatures, and 

how internal stresses vary during thermal cycling representative of that experienced 

in-service. 

X-ray CT has been successfully used to perform in-situ monitoring of fatigue crack 

propagation in Al alloys (Ferrié et al., 2006; Moffat et al., 2007). A similar analysis 

using holotomography could be employed to monitor the various mechanisms of 

fatigue in Al-Si alloys. Such analysis is likely to reveal the evolution of damage in the 

crack tip region: the initial formation of micro-damage, coalescence of micro-damage, 

and final failure of intact ligaments in the crack wake. The identifiable microstructural 
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features in these alloys may also make them suitable candidates for strain mapping by 

tracking the relative positions of these features at different loads. For example, Toda 

et al. (2004b) used the movement of pores distributed around the crack tip in a 2024-

T6 alloy to estimate the COD and therefore the stress intensity along the crack front.  

The high temperature properties of Al-Si alloys are of particular importance because 

the normal operating temperature of these materials is between 200˚C and 440˚C. At 

these temperatures the mechanisms of fatigue crack propagation have been shown to 

be different to those at room temperature. High temperature in-situ monitoring of 

fatigue crack propagation using holotomography would be a very interesting 

experiment to investigate the micromechanisms of fatigue crack propagation in Al-Si 

casting alloys. At present, facilities are not available at either ESRF or the new 

Diamond facility in the UK for such high temperature tests. However, high 

temperature facilities are planned for development at the Joint Engineering, 

Environment and Processing (JEEP) beamline of the Diamond facility and so this 

may be a future possibility. 
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