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UNIVERSITY OF SOUTHAMPTON 

ABSTRACT 

FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS 

SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE 

Doctor of Philosophy 

ENERGY- AND INFORMATION-MANAGED 

WIRELESS SENSOR NETWORKS: MODELLING AND SIMULATION 

by Geoff V. Merrett 

Wireless Sensor Networks (WSNs) allow the remote and distributed monitoring of 
parameters in their deployed environment.  WSNs are receiving increasing research interest, 
due to their ability to enable a wide range of applications, and their potential to have a major 
impact on ubiquitous computing.  Many research challenges are encountered in retaining a 
useful network lifetime under constrains imposed by the limited energy reserves that are 
inherent in the small, locally-powered sensor nodes.  This research addresses some of these 
challenges through the development and evaluation of energy- and information-managed 
algorithms leading to increased network lifetime. 

The first contribution of this research is the development of an Information manageD 
Energy-aware ALgorithm for Sensor networks with Rule Managed Reporting 
(IDEALS/RMR).  IDEALS/RMR is an application-independent, localised system to control 
and manage the degradation of a network through the positive discrimination of packets.  
This is achieved by the novel combination of energy management (through IDEALS) and 
information management (through RMR) which increases the network lifetime at the 
possible expense of often trivial data.  IDEALS/RMR is particularly suited to applications 
where sensor nodes are small, energy constrained, embedded devices (particularly those that 
feature energy harvesting) that are required to report data in an unassisted fashion. 

The second contribution of this research is the analysis of various environmental and 
physical aspects of WSNs, and the effect that they have on the operation of nodes and 
networks.  These aspects include energy components (stores, sources and consumers), 
sensing devices, wireless communication, and timing; these aspects are independently 
modelled and, through simulation, their effect on the operation of the network is quantified. 

The third contribution of this research is the evaluation of IDEALS/RMR using a simulator 
that has been specifically developed to integrate both the proposed environmental and 
physical models, and a novel node architecture that facilitates structured software design.  A 
scenario depicting the use of a WSN to monitor pump temperature in a water pumping 
station is simulated, and highlights the benefits of the developed algorithms. 
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Chapter 1  
 
Introduction 

“The most profound technologies are those that disappear.  They weave themselves 

into the fabric of everyday life until they are indistinguishable from it.” 

Mark Weiser, 1991 

Mark Weiser’s vision for ubiquitous computing envisaged a world instrumented with 

pervasive computing, that seamlessly and gracefully interacted with human users [1, 2].  

Idealistically, ubiquitous computing is a synonym for the evolution of electronic devices that 

has been historically witnessed, through increased miniaturisation and information/human-

centric operation.  It is anticipated that by 2015, ubiquitous computing will provide an 

infrastructure for groundbreaking advances into the information age, with instrumented 

intelligence built into the fabric of cities and buildings [3].  Ubiquitous computing 

encompasses a wide range of technologies and applications, including mobile devices (such 

as mobile phones, mobile media players), smart appliances (such as web-enabled 

microwaves, fridge-freezers, and ovens), networked home entertainment (such as media 

centres), radio frequency identification (RFID), and wireless sensor networks (WSNs).  

Especially relevant to the latter two, and fundamental to the successful implementation of 

ubiquitous computing, is the development of networked wireless sensing. 

1.1 Introduction to Wireless Sensing 

Networks of wireless sensors are attractive for both economic and application-enabling 

reasons.  The economic benefits of wireless sensing are driven by the redundancy of cabling 

between sensors.  The cost of installing the wiring for a single sensor is reported to average 

$200 (as much as 90% of the total installation cost) in an office block [4], or be as much as 
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$150 per meter for critical applications in hazardous industrial environments [5].  Hence, the 

introduction of wireless communication in sensing systems enables considerable cost 

savings; it is suggested that a typical industrial scenario can see a reduction of over 80% in 

the total system cost (of both materials and installation labour) by using commercially 

available WSNs [6].  Additionally, wireless sensing enables applications that were 

previously not achievable with wired sensors, such as the monitoring of environments under 

extreme conditions or the instrumentation of rotating machinery. 

 

FIGURE 1-1 : Cost spectrum of various computing platforms (adapted from Culler [7]). 

As shown in Fig. 1-1, the expected cost of future wireless sensor nodes are anticipated to be 

between 50¢ and $10 and, as has been seen for RFID as a result of mass manufacture, this is 

probably achievable if presented with a multi-million node market. 

Definition: Wireless Sensor Network (WSN) 

“A sensor network is composed of a large number of sensor nodes (small, low-cost, 

low-power devices with sensing, data processing, and communicating components) 

that are densely deployed either inside the phenomenon or very close to it.” [8] 

WSNs (referred to under a multitude of names including embedded networked sensors, 

wireless integrated network sensors, Sensor Webs, and smart dust) have transitioned from 

being solely a topic of academic research, to being a commercially attractive, and practically 

useful technology [9]. 

 

FIGURE 1-2 : Architecture of a typical node (reproduced from Raghunathan et al. [10]). 
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A WSN fundamentally consists of multiple wireless sensor nodes (also known as ‘motes’, 

and referred to hereon as ‘nodes’), an architecture of which is shown in Fig. 1-2.  Nodes are 

inherently resource constrained, and must usually operate for extended periods of time from 

their limited and local energy reserves [11].  Nodes sample the surrounding environment 

using one or more sensors, and these data are locally processed and transmitted wirelessly in 

accordance with a communication protocol.  Multiple sensor nodes (forming a WSN) 

communicate packets with each other in order to perform packet routing (if a node receives a 

packet that is destined for a different node, it retransmits it in accordance with the 

communication protocol). 

The range and diversity of WSN applications [12], requirements, designs and platforms are 

virtually limitless.  Hardware platforms range from relatively large, powerful, energy-hungry 

devices (such as Gumstix, Personal Digital Assistants [PDAs], or PC104-based systems) to 

smaller, low-power devices using embedded microcontrollers (such as Crossbow motes, 

smart dust, or bespoke systems often based upon Texas Instruments, STMicroelectronics  or 

ATMEL microcontrollers).  While the presented algorithms and techniques may be 

transferable, the research in this thesis is targeted at the smaller, embedded nodes which 

perform autonomous operation in industrial and commercial environments.  These nodes are 

expected to survive from local energy reserves (including energy harvesting) for around ten 

years, and are hence continuously operating on the edge of ‘energy’ operation, continuously 

managing their limited energy resources in order to maximise useful operation. 

 

(a) (b) 
FIGURE 1-3 : The location of a) WSNs, and b) RFID within surrounding technologies. 

As shown in Fig. 1-1, WSNs are positioned next to and above RFID in terms of cost.  The 

relationship between the two technologies is not however limited to cost and, in many cases, 

they also share areas of functionality.  RFID, which originated in the identification of aircraft 
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in World War II, is now used in huge volumes for a wide range of applications, including the 

identification of retail products, medical supplies, baggage, items in supply chain, and 

personnel (including RFID tags that are embedded in every new UK passport). In 2002, the 

annual global market for RFID systems was £550m [3], and it is predicted that by 2015, 900 

billion food items will be tagged, and stricter livestock legislation will require around 824 

million more-sophisticated and expensive tags [13]. 

 

FIGURE 1-4 : The overlap between active RFID and WSNs (with small, embedded 

sensor nodes). 

While passive RFID tags (devices containing no local energy reserves, instead ‘harvesting’ 

energy from the host’s interrogation field) are a more distant relation of nodes, active RFID 

(devices containing on-board energy stores and a communication range of up to several km) 

shares similarities with small, embedded nodes [14].  Active RFID has enabled class four 

and five RFID devices [14], which has promised enhanced functionality including sensing, 

locationing/positioning, security and networking.  Furthermore, research efforts have 

produced passive transponders that are able to sense [15, 16], which are classified as class 

two devices.  The expansion of RFID from wireless communication (as a wireless 

identification device) into sensing and networking can be seen in Fig 1-3b.   This expansion 

is resulting in an unclear distinction from WSNs [14, 17]. Indeed, Tully [18] states that 

“These devices [small wireless sensor nodes] are indistinguishable from class 4 RFID 



Introduction 5 

 

tags… and any distinction is likely to disappear within 5 years”.  Fig. 1-4 shows the overlap 

that exists between nodes with limited resources and functionality and active RFID tags with 

enhanced functionality.   

While RFID and WSNs may attempt to extend their boundaries, they are both are distinct 

technologies, defined primarily by their application areas.  That is, the primary purpose of 

any RFID device is in identifying an object (though it may also provide information on the 

location and surrounding environment of that object), while a WSN is used for monitoring 

spatially distributed and temporally diverse environments.  It is the author’s belief that this 

categorisation should continue to provide the distinction between the two technologies as 

they continue to evolve. 

1.2 Research Justification 

WSNs promise to enable a wide variety of applications, providing a revolution in the areas 

of distributed, remote and wireless sensing.  Nodes in a WSN are generally heavily energy, 

computation, and memory constrained [19].  This creates a requirement for research and 

development into low-computation resource-aware algorithms for WSNs, targeting small, 

heavily resource-constrained, embedded sensor nodes. 

 

FIGURE 1-5 : Hierarchy of computing based on power consumption (adapted from Intel 

[20]). 

Fig. 1-5 shows the acceptable power consumption of a variety of computing platforms.  It 

can be seen that nodes are expected to consume at most 50mW, with considerably less being 

a particularly attractive proposition.  Energy consumption is of prime importance in WSNs, 

and algorithms and hardware should be designed with energy-efficiency or energy-

awareness as a central constraint: 

“One of the most important constraints on sensor nodes is the low power consumption 

requirement… Protocols must focus primarily on power conservation.  They must 

have inbuilt trade-off mechanisms that give the end user the option of prolonging 

network lifetime at the cost of lower throughput or higher transmission delay.” [19] 

Handheld Mobile Desktop
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In order to extend the lifetime of a sensor network, energy harvesting is a particularly 

attractive option, theoretically offering indefinitely sustained operation.  To maximise its 

contribution, energy harvesting should be incorporated into a node’s energy management 

scheme.  While showing significant promise, energy harvesting management for WSNs has 

not received research interest comparable to that of other related fields; energy harvesting 

was virtually unmentioned in the 2005 UK Department of Trade and Industry (DTI) Global 

Watch mission to the USA [13], and disregarded as a research and development priority for 

the Office of Communications (OFCOM) in 2007  [21]. 

Communication is generally regarded as the largest consumer of energy in a sensor node 

[19].  As such, communicating trivial or redundant data across a network constitutes a waste 

of resources.  Extending this observation, the redundancy of data is not a digital measure, 

and information-management algorithms should consider the usefulness of data to the end-

user: 

“Disseminated information would have different levels of importance to the end-

user…  For example, the information of a potential chemical leak is more important 

than knowing that everything is fine…” [22] 

In the context of this thesis, information-management refers to this process of interpreting 

the usefulness of data, as opposed to treating all data as having homogeneous usefulness.  

However, it is important to balance this with maintaining an accurate representation of the 

network at the sink node/network controller.  Allowing a node to “adapt their overall 

sensing accuracy to the remaining total resources” [23] by managing both energy and 

information content is a primary aim of this research. 

In order to develop and evaluate algorithms and protocols, simulation is widely used for 

WSNs.  The realism of the results obtained from such simulations depends fundamentally on 

the accuracy of the implemented simulation models, representing the hardware, node, and 

surrounding environment.  

1.3 Research Aims 

This research aims to investigate a method to reduce the energy consumption of a WSN (and 

hence increase the network lifetime) through a combination of energy-management and 

information-management.  The target networks are those that consist of small, heavily 

constrained embedded devices suitable for small-scale industrial and commercial 
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applications.  While scalability (the ability of the network to operate efficiently when the 

number of nodes is dramatically increased) is not a primary concern of this research, the 

investigation of local algorithms should aid in their scalability.  The developed system 

should be analysed and validated through simulation, giving adequate modelling to aspects 

that are of direct relevance.  For the investigation of energy- and information-management, 

this includes the adequate modelling of energy components and systems, sensing devices 

(affecting the accuracy and value of information), communication and timing (both of which 

heavily affect node operation and data communication). 

The themes of this research, and hence this thesis, are: 

Energy-Aware Operation:  A key theme of this research is considering the energy-

aware operation of the nodes, and of the network as a whole.  This includes taking 

advantage of resources such as energy harvesting which, due to the often sporadic and 

recurring nature of energy availability, provides energy dynamics that require energy-

management at the nodes to efficiently exploit.  

Information-Aware Operation: This research considers the information-aware 

operation of the nodes, and of the network as a whole.  This involves considering the 

‘information’ that is contained in each packet by quantifying the usefulness of data to 

the end-user. 

Modelling and Simulation: Simulation is used to evaluate the developed system.  

The usefulness of obtained results depends heavily on the realism and accuracy of the 

simulation models implemented.  As energy and information are of key importance to 

this research, aspects that directly influence them require adequate modelling. 

1.4 Research Contributions 

The major contributions of this thesis are: 

IDEALS/RMR: The primary contribution of this thesis is IDEALS/RMR 

(Information Managed Energy Aware Algorithm for Sensor Networks with Rule 

Managed Reporting), a technique to extend the lifetime of a WSN through the 

possible sacrifice of low-information packets.  RMR is the process of using a system 

of rules to detect events and subsequently quantify the information content of event 

data.  In isolation this concept is not unique, but when combined with IDEALS (to 

balance the energy state of the node with the information content of data) presents a 
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novel system that had not been considered elsewhere at the outset of this research.  In 

the presence of energy harvesting, IDEALS/RMR reacts to the dynamically changing 

networks and environments, and inherently manages energy resources to maximise 

information throughput and network lifetime.  IDEALS/RMR directly contributes to 

the energy-aware and information-aware themes of this research. 

Modelling WSNs:  In order to analyse IDEALS/RMR, the modelling of energy 

components (including the supercapacitor energy store), sensing, communications and 

timing has been investigated.  This directly contributes to the modelling and 

simulation theme of this research; in addition, by investigating the modelling of 

aspects relevant to energy and information it also contributes to the energy-aware and 

information-aware themes. 

WSNsim: While not a primary contribution of this research, WSNsim (WSN 

Simulator) was designed and implemented as a simulation tool to enable the 

unobstructed use and analysis of the developed models and algorithms in the desired 

environments and with the desired metrics.  WSNsim contributes to the modelling and 

simulation theme of this research. 

A Unified Node Architecture: Central to WSNsim is a novel node architecture which 

provides interfaces between simulated nodes and the simulated environment 

specifying (with equal importance) communication, energy and sensing.  This 

architecture aids in the development, analysis, and use of the developed simulation 

models.  By providing a structure for specifying the firmware of a sensor node in 

simulation, this directly contributes to the modelling and simulation theme of this 

research.  In addition, the architecture’s consideration of energy and sensing as 

fundamental node functions means that this also contributes to the energy-aware and 

information-aware themes. 

1.5 Published Papers 

The research in this thesis has contributed in part or full to the following publications:  

− G. Merrett, B. M. Al-Hashimi, N. M. White, and N. R. Harris, “Information Managed Wireless 
Sensor Networks with Energy Aware Nodes,” presented at NSTI Nanotechnology Conference 
& Trade Show, Anaheim, California, vol. 3, pp. 367-370, May 2005. 
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− G. V. Merrett, B. M. Al-Hashimi, N. M. White, and N. R. Harris, “Resource Aware Sensor 
Nodes in Wireless Sensor Networks,” in Journal of Physics: Conference Series, vol. 15, Kent, 
pp. 137-142, Sep. 2005. 

− G. V. Merrett, N. R. Harris, B. M. Al-Hashimi, and N. M. White, “Rule Managed Reporting in 
Energy Controlled Wireless Sensor Networks (poster),” presented at Eurosensors XX, 
Gothenburg, Sweden, vol. 2, pp. 402-403, Sep. 2006. 

− G. V. Merrett, N. R. Harris, B. M. Al-Hashimi, and N. M. White, “Energy Controlled 
Reporting for Industrial Monitoring Wireless Sensor Networks,” presented at IEEE Sensors 
2006, Daegu, Korea, pp. 892-895, Oct. 2006. 

− G. V. Merrett, N. R. Harris, B. M. Al-Hashimi, and N. M. White, “Energy Managed Reporting 
for Wireless Sensor Networks,” in Sensors and Actuators A: Physical, vol. 142, pp. 379-389, 
2008 

− A. S. Weddell, G. V. Merrett, N. R. Harris, B. M. Al-Hashimi, “Energy Harvesting and 
Management for Wireless Autonomous Sensors,” in Measurement + Control, vol. 41/4, pp. 
104-108,  2008 

− G. V. Merrett, A. S. Weddell, A. P. Lewis, N. R. Harris, B. M. Al-Hashimi, N. M. White, “An 
Empirical Energy Model for Supercapacitor Powered Wireless Sensor Nodes,” presented at 
IEEE Int’l Conf. Computer Communications and Networks, St. Thomas, US Virgin Islands, 
Aug. 2008. 

− G. V. Merrett, A. S. Weddell, N. R Harris, B. M. Al-Hashimi, N. M. White, “A Structured 
Hardware/Software Architecture for Embedded Sensor Nodes,” presented at IEEE Workshop 
Advanced Networking and Communications, St. Thomas, US Virgin Islands, Aug. 2008. 

− G. V. Merrett, A. S. Weddell, L. Berti, N. R. Harris, N. M. White, B. M. Al-Hashimi, “A 
Wireless Sensor Network for Cleanroom Monitoring,” presented at Eurosensors XXII, Dresden, 
Germany, Sep. 2008. 

A selection of these are included in Appendix D. 

1.6 Thesis Structure 

Fig. 1-6 depicts the structure and flow of this thesis, and shows how the chapters and 

sections relate to the themes specified in section 1.3.  In this figure, the connecting arrows 

show where individual sections contribute towards subsequent work. 

Chapter 2 establishes and critiques the state-of-the-art in WSNs with respect to energy-

aware operation, information-aware operation, and modelling and simulation.  Chapter 3 

introduces IDEALS/RMR, a novel energy and information managed algorithm developed in 

this research. Chapter 4 presents an investigation of models for sensor network hardware and 
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simulation, which form the basis of WSNsim (outlined in Chapter 5).  WSNsim is a 

simulator developed to analyse IDEALS/RMR in which the nodes’ embedded software is 

represented using a new stack architecture representing multiple interfaces on a node.  

Chapter 6 presents the results obtained from the simulation of networks incorporating the 

developed algorithms, while Chapter 7 concludes the report, and outlines activities of future 

research. 

 

FIGURE 1-6 : The structure of this thesis, showing where the chapters and sections fit 

within the themes of energy-aware operation, information-aware operation, and 

modelling and simulation. 

Appendix A provides an investigation into the principles of wireless communication 

(relevant to the section on the communications model, and the communication process 

implemented in WSNsim). Appendix B outlines effects found in batteries and 

supercapacitors (relevant to the section on energy modelling, and the energy process 

implemented in WSNsim). Finally, Appendix D provides a selection of papers published as 

a direct result of this research. 



 

 

Chapter 2  
 
Wireless Sensor Networks 

WSNs are receiving considerable interest in both industry and academia due, in part, to the 

wide range of applications to which they are suited [12]. This chapter provides an overview 

of the state-of-the-art in WSNs with respect to energy and energy-management, information 

and information-management, communication protocols, and simulation and modelling. 

2.1 Energy and Energy-Management 

As presented in Chapter 1, energy is a limited (and hence valuable) resource, both in 

individual nodes and in the WSN as a whole.  A considerable volume of research has been 

reported investigating a wide range of methods for reducing and controlling the energy 

consumption [10, 24, 25]; some of which are discussed in this section.   

In duty-cycled operation, a node follows a sleep-wakeup-sample-compute-communicate 

cycle, where the majority of the cycle is spent in the low-power sleep state [26].  This 

process, which relies on hardware support for implementing sleep states, permits the average 

power consumption of a node to be reduced by many orders of magnitude.  An expression 

for the energy reduction obtainable through duty-cycling can be derived (2.1), where ܥܦ is 

the duty cycle (defined as the fraction of the cycle that the node is active for [26]), and ௦ܲ௟௘௘௣ 

[W] and ௔ܲ௖௧௜௩௘  [W] are the power consumptions of the node in sleep mode and active mode 

respectively. 

ݕ݃ݎ݁݊ܧ  ݊݋݅ݐܿݑܴ݀݁ ൌ ሺ1 െ ሻܥܦ ൬1 െ ௦ܲ௟௘௘௣

௔ܲ௖௧௜௩௘
൰ (2.1)

It can be observed from (2.1) that decreasing the ܥܦ (thus increasing the proportion of time 

spent sleeping) increases the reduction in energy.  Similarly, an increase in the energy 
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reduction is obtained as ܲ௦௟௘௘௣  decreases or ௔ܲ௖௧௜௩௘  increases; it is paramount therefore in 

justifying duty-cycled operation that sleep mode power consumptions are orders of 

magnitudes smaller than that of the active power consumption. 

 

FIGURE 2-1 : The power consumption of the TI CC2430 in different power modes and 

modes of operation [27]. 

The different sleep modes offered by a microcontroller unit (MCU) are differentiated by the 

power consumed, the functionality enabled, the overhead required in entering the mode, and 

the time required to wake up from the mode [28].  The various power modes available in the 

Texas Instruments CC2430 System on Chip (SoC) [27] can be seen in Fig. 2-1, where the 

top six power consumptions represent functionality available in the active mode (power 

mode zero).  From Fig. 2-1, it can be observed that when in power mode two or three, the 

device consumption is significantly reduced by over four orders of magnitude, thus 

accentuating the energy reduction permitted through duty-cycled operation. 

Duty-cycled operation is usually possible in WSNs due to the common requirement that they 

do not require continuous sampling or communication (WSNs are often defined by their low 

data-rate and communication frequency); hence, duty-cycles of one or two percent are 

common [26].  It is essential that events and packets are not missed while the node is 

‘asleep’ [28], requiring that careful thought is given to duty-cycled operation.  Additionally, 

some applications and sensors require continuous sampling (for example accelerometers) 

which restricts duty-cycled operation from being easily achievable [29]. 
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The process of duty-cycled operation can also be applied to communications, whereby an 

active node only receives and transmits for a small proportion of the active time.  This form 

of duty cycling is managed by the Medium Access Control layer (MAC) of the 

communication protocol.  Both MAC and Network layer (NET) algorithms have a 

significant bearing on the energy-efficient operation of a node, and these are investigated in 

greater detail in section 2.3.2. 

Additional techniques for reducing the energy consumption of a node include Dynamic 

Voltage Scaling (DVS) and Dynamic Frequency Scaling (DFS), which decrease both the 

dynamic (switching) and static (leakage) components of a node’s energy consumption [24, 

25].  Both DVS and DFS trade node performance (a result of lowering the operating voltage 

or frequency) for energy savings, but this is acceptable in many WSNs.  In some 

implementations, low-frequency operating modes begin to become comparable with the 

sleep modes (the 32kHz low-frequency operating mode in the ZebraNet project consumes 

only 50μA more than the sleep mode [30]), and hence permit the node to perform continuous 

energy monitoring and sensing at a reduced capability. 

Through its ability to enable near-perpetual operation (which introduces new requirements, 

dynamics, and possibilities to energy-aware operation), energy harvesting is receiving 

increasing research interest for use in WSNs (section 2.1.1).  An investigation into 

algorithms for energy-management and energy-aware operation for WSNs, including those 

designed for energy harvesting systems, is provided in section 2.1.2. 

2.1.1 Energy Harvesting 

As discussed in the research justification (section 1.2), the limited energy store inherent in 

small locally powered sensor nodes causes considerable problems for system designers.  

Energy harvesting (the process of scavenging ambient energy from sources in the 

surrounding environment) is an attractive method for overcoming many of these issues.  

Locally powered nodes that are sustainable through energy harvesting are useful both in 

applications where no wired energy infrastructure exists (for example, environmental 

monitoring applications), and also for the easy and economical retrofitting of sensor nodes 

into existing machinery.  Energy harvesting also enables applications that would not 

otherwise be possible.  An example of this is the ZebraNet project [30], which used solar 

harvesting nodes mounted to Zebra to monitor their behaviour.  If energy harvesting had not 

been utilised, a battery weighing around 10kg would have been required to fulfil the project 

requirements, which could clearly not be mounted unobtrusively to a Zebra. 
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There are a wide range of different energy sources suitable for powering wireless sensor 

nodes [4, 31-34].  Table 2-1 shows the energy/power densities available from a range of 

these energy sources, and compares them with a range of energy stores by considering the 

energy that they could provide over a ten year period (perceived as an acceptable node 

lifetime, and feasible store/source lifetime [35]).  Additionally, there is considerable 

potential for wearable applications of WSNs harvesting energy from the human body (which 

generates, on average, around 10.5MJ of energy per day [32]), from sources such as blood 

pressure, body heat, walking or breathing [33]. 

TABLE 2-1 : A comparison of the typical energy obtainable from a range of different 

energy stores and sources [4, 32, 34].  The top section of the table is for devices with a 

fixed amount of energy storage (energy stores), while the bottom part is for devices with 

a fixed amount of power generation (renewable energy sources). 

Energy Source/Store Power / Energy 
Density 

Energy Obtained  
over Ten Years 

Solar (Outdoors: Direct Sun) 15.0 mW/cmଶ 4.73 MJ/cmଶ 

Solar (Outdoors: Cloudy) 0.15 mW/cmଶ 47.3 kJ/cmଶ 

Solar (Indoors: Office Desk) 6.00 µW/cmଶ 1.89 kJ/cmଶ 

Solar (Indoors: <60W Desk Lamp) 570 µW/cmଶ 180 kJ/cmଶ 

Vibrations 10.0 െ 250 µW/cmଷ 3.15 െ 78.8 kJ/cmଷ 

Acoustic Noise (75-100dB) 3.00 െ 960 nW/cmଷ 0.0946 െ 303 J/cmଷ 

Air Flow (5% Efficient at 5m/s) 0.38 mW/cmଷ 120 kJ/cmଷ 

Temperature (10C Differential) 15.0 µW/cmଷ 4.73 kJ/cmଷ 

Human-Powered Systems (Shoe Inserts) 330 µW/cmଷ 104 kJ/cm3 

Primary Batteries (Zinc-Air) 3.78 kJ/cmଷ 

Primary Batteries (Lithium) 2.88 kJ/cmଷ 

Primary Batteries (Alkaline) 1.20 kJ/cmଷ 

Secondary Batteries (Li-ion) 1.08 kJ/cmଷ 

Secondary Batteries (Ni-MH) 960 J/cmଷ 

Secondary Batteries (Ni-Cad) 650 J/cmଷ 

Micro-Fuel Cell 3.50 kJ/cmଷ 

Heat Engine 3.35 kJ/cmଷ 

Radioactive (63Ni) 1.64 kJ/cmଷ 

 

The local behaviour of different energy sources can be characterised by a 

controllable/predictable metric, as shown below [36]: 
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Uncontrollable but predictable: The user has no control over the availability of 

energy, but its behaviour is predictable.  Solar energy harvested outdoors is an 

example of this type of energy source, due to its inherent daily cycle.  In some 

scenarios solar energy harvested indoors can be predictable, for example when the 

lighting is computer controlled to come on and off between certain hours. 

Uncontrollable and unpredictable: The user has no control over the availability of 

energy, and its behaviour is not easily predictable.  Many scenarios using solar energy 

harvested indoors are unpredictable, for example when the building’s users directly 

control lighting as they sporadically come and go.  Additionally, the behaviour of 

wind energy or vibration sources are unpredictable in many scenarios. 

Partially controllable: While the designer has some control over the energy 

availability, the actual levels are environmentally dependent.  While a designer is able 

to install a Radio Frequency (RF) source to be harvested by nodes, the actual energy 

harvestable is dependent on the continuously changing propagation losses.  

Additionally, while energy can be harvested from vibrations on ‘always-on’ 

machinery, the magnitude and frequency of the vibrations (affecting the energy 

harvested) can vary considerably between machines. 

Fully controllable: The user is in full control of energy availability.  Examples of this 

type of energy source include wind-up radios and kinetic harvesting wrist watches. 

Of particular interest to this thesis are vibration  and solar harvesting [31, 37].  Vibration 

harvesting is often suited to industrial monitoring and building automation applications, as 

vibrating machinery is plentiful.  Other sources of vibration allow a variety of application-

enabling systems to be developed, for example it is estimated that a structure monitoring 

sensor node (with a mass of between 100 and 1000g) can be self powered from vibrations on 

a bridge under traffic load [38].  The S5NAPTM [39] is a vibration powered wireless sensor 

node that buffers harvested energy in a supercapacitor.  The node transmits a temperature 

reading every minute, using energy harvested from a vibration of 2.0m/s2 RMS at a 

frequency of 108Hz.  The VIBES wireless microsystem uses a more efficient and 

considerably smaller generator (less than 1cm3) in order to power a node that reports 

readings from an accelerometer. The node adapts its operation based upon the amount of 

energy being harvested, and has demonstrated sustained operation transmitting every 12 

minutes from a vibration of 0.2ms-2 RMS at a frequency of 52Hz. 
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FIGURE 2-2 : The I-V output characteristics of a typical solar cell, where ܫௌ஼  is the 

short-circuit current, ைܸ஼[V] is the open-circuit voltage, ܫ௣ [A] is the operating current, 

௣ܸ  [V] is the operating voltage, ܴ௅  [Ω] is the load resistance, and ௠ܲ௔௫  [W] is the 

maximum output power (reproduced from [40]). 

As shown in Table 2-1, solar harvesting can provide a considerable amount of energy and, 

due to the often high levels of harvestable light, is well suited to use with WSNs.  However, 

to maximise the energy harvested, it is necessary to match the impedance of the load with 

that of the photovoltaic.  For a given light intensity, the voltage and current level that 

maximise the output power is called the Maximum Power Point (MPP) [29], as depicted by 

௠ܲ௔௫  in Fig. 2-2.  Maximum Power Point Tracking (MPPT) is the process of monitoring the 

photovoltaic and dynamically adjusting the load impedance to maintain the source operating 

at its MPP.  A variety of techniques exist for performing MPPT [29], which it is reported can 

increase the harvesting efficiency by one or two orders of magnitude [41].  However, it is 

also suggested that as ௣ܸ changes very little in some scenarios (such as the dynamic range 

seen in indoor solar harvesting), near-MPP operation (and hence near-optimal efficiency) is 

achievable by voltage clamping the photovoltaic at ௣ܸ  [9].  This eradicates the need for 

complex (and power consuming) MPPT circuitry. 

 
(a)                                                                 (b) 

FIGURE 2-3 : Architectures for solar harvesting platforms, a) Trio [42], and b) 

Heliomote [43] (reproduced from [44]). 
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The Heliomote system [43] is a solar energy harvesting node where the photovoltaic is 

connected directly via a diode to a Ni-MH battery (arguing that voltage clamping performs 

near-MPP operation).  Due to the direct connection to the photovoltaic, the battery 

experiences daily recharge cycles.  Rechargeable batteries are rated for a few hundred 

recharge cycles and hence, while the authors disagree, it is claimed by Jiang et al. that such a 

system will have a lifetime limited to no more than two years (a limitation that is overcome 

by their proposed Prometheus subsystem) [45].  Prometheus overcomes the limitations 

associated with rechargeable batteries by using a supercapacitor as a buffer between the 

photovoltaic and battery in order to reduce the battery’s activity.  If the supercapacitor 

becomes depleted, the MCU switches to the battery to power the node.  If the supercapacitor 

becomes full, the MCU switches to use harvested energy to recharge the battery.  The 

Prometheus subsystem was developed into a complete system and system test-bed in Trio 

[42].  The energy system diagrams for Trio and Heliomote are shown in Fig. 2-3a and Fig. 2-

3b respectively.  The AmbiMax node is powered by both solar and wind harvesting, using a 

separate supercapacitor buffer for each energy source [41].  The switching between the 

multiple supercapacitor buffers and the single battery is performed without the need for 

MCU control.  Furthermore, AmbiMax provides autonomous analogue MPPT independently 

on each energy source without MCU control.  Another system that harvests energy from 

multiple sources is presented by Lin et al. [46] for wireless medical applications.  In this 

system, the node is primarily powered by a photovoltaic but, in areas of poor light, switches 

to a reduced functionality mode, and is powered by RF. 

While batteries have been the ‘traditional’ choice for powering nodes, the use of 

supercapacitors is gaining increasing interest, as demonstrated by the systems shown in this 

section.  A background to the properties of both supercapacitors and rechargeable batteries 

can be found in Appendix B.  Furthermore, the modelling of energy stores and sources is 

considered in section 2.4.2.2.  To maximise the benefits obtained through energy harvesting, 

management and awareness is required in a node’s embedded software; this is discussed in 

the next section. 

2.1.2 Energy-Aware Algorithms 

While the majority of energy-aware algorithms constitute routing or media access control 

protocols (discussed in section 2.3.2), a range of energy-aware algorithms exist for WSNs, 

including duty-cycle control, energy harvesting management, topology control, and data 

processing. 
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The process of transitioning to, and waking-up from, low-power sleep states has an 

associated latency (reported to vary between 6μs – 10ms for common node hardware [26]) 

which, if not managed, can result a node’s energy consumption actually rising through the 

use of duty-cycling (for example when used for very short sleep periods).  In order to 

manage this, research has developed algorithms to decide when a node should enter which 

low-power sleep mode [24, 28].  While the assumption that communication dominates a 

node’s energy consumption is valid for many applications and implementations, this is not 

the case in some emerging application-driven (and hence sensor-driven) applications.  For 

example, acoustic or seismic sensors often demand power-hungry Analogue-to-Digital 

Convertors (ADCs) in order to obtain the required temporal and sensing resolution [9].  This 

can result in the radio transceiver not being the primary energy consumer on a node.  

Furthermore (as shown in Fig. 2-1), the receive power consumption is often greater than that 

of the transmit power consumption.  Therefore, conventional protocols (and many protocols 

designed for WSNs) that assume that the receive power is negligible are no longer efficient 

for WSNs [10]. 

In order to provide energy-aware operation, it is necessary to monitor the energy resources 

available to the node.  A crude implementation of this is presented in Delin et al. [47], 

whereby if the node’s energy store depletes past a preset threshold, the node enters a sleep 

state to allow the store to be charged back to a sufficient level using solar harvesting.  In a 

similar manner, Cianci et al. [48] considers controlling a node’s operation based upon 

whether its residual energy level is above or below a threshold.  The result of this controls 

the node’s sleeping behaviour, and hence affects coverage – nodes that have residual energy 

levels below the threshold will sleep more often. 

Kansal et al. [49] present a framework for uncontrolled but predictable energy sources, 

which adaptively learns the energy properties of the environment at each node, and predicts 

future energy availability; for example predicting the daily and seasonal periodicity of solar 

energy harvesting.  The complexity (and hence accuracy) of the learning/modelling 

functionality can range from a simple exponentially weighted moving-average [36], to 

spectral analysis (such as a fast Fourier transform) and adaptive filtering [49].  The 

predictive information is made available for use in energy-aware algorithms such as duty-

cycle adjustment (having an increased duty-cycle during the day while the node is harvesting 

solar energy) [9].  Additionally, the predicted future energy availability can be used to 

influence packet routing decisions, discussed in more detail in section 2.3.2.2.  Furthermore, 

an extensive ‘harvesting theory’ is proposed which characterises energy harvesters in order 
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to enable an engineer to select an appropriate energy store and level of performance to 

provide energy-neutral (sustained) operation [36]. 

Duty-cycling is not the only use for low-power sleep modes, and algorithms (such as 

ASCENT [50] and SPAN [51]) extend the network lifetime through exploiting redundancy 

in dense networks [52]. Such algorithms, referred to as topology control algorithms, use a 

distributed process to select a number of nodes that are currently redundant (as their sensor 

or communication coverage is duplicated by other nodes) which are put to sleep [10]. The 

subset of active nodes will change over time so that the overall energy consumption is 

spread across all sensor nodes. 

Energy efficiency can be often traded with the accuracy of complex mathematical 

calculations – for example an Finite Impulse Response (FIR) filter or Fast Fourier Transform 

(FFT) – by careful structuring the operations [24].  A common method of implementing this 

is to use iterative algorithms which provide more accurate results with increased operational 

time.  Therefore, by accepting a less accurate result, the operational time (and hence energy 

consumption) is reduced.  Also, data aggregation (reducing packet transmissions by 

summarising data from multiple nodes) and fusion (reducing packet transmissions by 

processing and interpreting data from multiple nodes) techniques can be incorporated [24]. 

As communication is often the major energy consumer in a WSN, reducing the number of 

packets communicated results in a significant energy reduction.  Algorithms and techniques 

for energy-aware information extraction are discussed in section 2.2. 

2.1.3 Discussion 

This section provided an overview of reported research relevant to the energy-management 

theme of this thesis.  As stipulated in the research justification, energy-efficiency is of 

paramount importance to WSNs.  As such, low-power techniques should be considered at all 

stages of the design process, and the possibilities of energy sources (such as vibration and 

solar harvesting) should be given careful consideration.  Such energy sources must however 

be adequately managed in order to maximise their efficiency and benefits. 

Communication has been highlighted as often being a considerable consumer of energy; 

hence, reducing the number of communicated packets can produce a significant energy 

reduction. Additionally, this section (and the background to battery and supercapacitor 

effects presented in Appendix B) has shown that complex interplays and properties exist in 

components of the energy system. 
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2.2 Information and Information-Management 

While the development of WSNs are dramatically increasing the amount of data that we are 

able to collect, “they do not, in themselves, do anything to produce ‘information’ out of this 

data” [53].  Data analysts claim that industrial plants will see a noticeable increase in 

efficiency once it is figured out how to get the actual information out of data. 

As defined in Chapter 1, information-management is the process of interpreting, and 

adapting the behaviour of nodes as a result of, the usefulness of data.  By simply considering 

all data to be of equal usefulness to the end-user, resources such as energy and bandwidth 

can be wasted in supporting the transfer of trivial data containing very little actual 

information.  This section provides an overview of research on information-management for 

WSNs, particularly that which relates to information dissemination. 

2.2.1 Information Dissemination 

After a sensor node has sampled data from its environment, a strategy is required to dictate 

how the data is made available to other nodes, a central sink node, or the end-user.  This is 

handled by an information dissemination algorithm (also known in this context as a 

reporting technique).  While information dissemination algorithms are sometimes concerned 

with the process of packet routing, this is outside the scope of this context, and investigated 

separately in section 2.3.2.2.  Four established techniques for information dissemination are 

[54, 55]: 

Continuous/Periodic Dissemination (data ‘pushing’): The sensor node continuously 

reports data following a periodic schedule; for example a packet is transmitted every t 

minutes containing: “the temperature at location x is y.”  In this way, packets are 

proactively pushed from the network.  Continuous reporting means that packets are 

transmitted (and an energy cost incurred) even when the sensed parameter has not 

significantly changed, hence containing little useful information, since the previous 

transmission. 

Query-Driven Dissemination (data ‘pulling’): The user or application instigates 

data transfer by querying data from the network [56]; for example a query is 

propagated into the network requesting: “what is the temperate in zone 3,” or “where 

in the building is the temperature over 25 degrees?”  Qualifying nodes reply to these 
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queries with packets similar to: “the temperature at location x is y.”  In query-driven 

networks, data is pulled from a passive network in response to queries. 

Event-Driven Dissemination (data ‘pushing’): The ‘intelligent’ sensor node decides 

for itself when data should be reported to a sink node; for example, a packet is 

transmitted containing: “the temperate is too hot at location x,” or “the temperature 

has unexpectedly increased by ten degrees.”  Event-driven networks reactively push 

data from the network.  By locally determining when events occur that are worth 

reporting, redundant data transmissions can be minimised (using the principle that: “it 

is not news if one can predict it” [57]). 

Hybrid Dissemination: Hybrid dissemination algorithms are an amalgamation of the 

above techniques.  Examples of hybrid dissemination include event-driven techniques 

proposed by Liu et al. [58] (which mixes continuous and query-driven approaches). 

In continuous reporting, the choice of period duration has a considerable effect on network 

performance.  If a short period is chosen, a large proportion of the packets are likely to be 

redundant (containing little useful information), providing little added value to the user 

while still consuming energy [59].  If a long period is chosen, the network is likely to suffer 

from latency issues and the missing of events.  While the missing of events can be avoided 

by locally aggregating the average-max-min sensed values (when using a sampling rate that 

is greater than the dissemination rate), this does not avoid the issues with latency or the 

‘information smoothing’ that aggregation introduces.  Hence, while continuous 

dissemination is suited to applications with random or uncharacterisable signals, in most 

cases it does not maximise energy consumption or information throughput.  Query-driven 

and event-driven dissemination approaches provide more suitable techniques, and are 

discussed in the following sections. 

2.2.1.1 Query-Driven Dissemination 

Query-driven approaches to information dissemination in WSNs are appealing to many 

system designers and applications, allowing ease of integration due to established database 

services and methods.  Furthermore, considering the network as a distributed database is an 

attractive research proposition, in line with the vision that “the network is the sensor”.  

TinyDB [60] is an acquisitional query processing system for sensor networks (data is 

obtained from a network in response to an injected query), designed primarily for use with 

TinyOS.  The system allows a sink node to extract relevant data from the network of sensors 
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by interrogating it with a wide range of SQL-like queries.  TinyDB supports a diverse range 

of queries including in-network aggregation (such as “what is the average temperature in 

location x?”), temporal sampling (such as “what is the humidity of sensor y every minute for 

the next hour?”), event detection (such as “what locations does the temperature rise above 

40ºC over the next ten minutes?,” and lifetime-based (such as “report temperature as 

regularly as is possible in achieving a lifetime of one year”).  Power management exists by 

optimising and scheduling queries and adjusting reporting rates to minimise consumption. 

The Cougar [61] approach also uses query-based dissemination, and considers the sensor 

network as an abstract distributed database (referred to as a device database system).  

Cougar supports historic queries (such as “what was the average rainfall in 1999?”) which, 

similarly to the processing of other types of query, are responded to using data stored in-

network [56].  While it can be attractive to consider a WSN as having the ability to store 

historic data it raises a number of critical obstacles.  Firstly, in order to provide a versatile 

and adequate response to a range of possible historic queries, each node is required to have 

the storage capacity for a considerable amount of data.  Secondly, each node in the network 

is no longer a homogeneous and ‘expendable’ entity, as the loss of each node now loses a 

complete set of historic data.  The alternative, data warehousing (where data is stored off-

network), allows the network to operate as a collection of ‘hot-swappable’ and fault tolerant 

nodes, and allows for data integrity provision (through traditional data backup methods). 

Query-driven dissemination is suited to applications where the monitoring requirements 

change often (for example where, on one day, the user is interested in only the temperature 

in location x while, the next day, the user is interested in only the locations at which the 

humidity level is above y), or where users infrequently and irregularly draw information 

from the network (for example where users wish to find the location of node z only when 

they need to know).  Hence, in situations where a clearly defined monitoring application 

exists (therefore the users’ monitoring requirements do not regularly change) and where the 

network is not ‘user-drawn’ (that is, instead of the user drawing data from the network, it is 

proactively provided to them), a more autonomous dissemination algorithm can be more 

effective in providing the required service while not investing resources in overheads 

associated with query handling.  Such overheads can be seen in TinyDB, which is designed 

to provide a general solution for a wide range of scenarios. As such, the implementation 

overheads are reasonably high; for example the code requires 58K of the 128K memory 

available on a current generation mote. 
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2.2.1.2 Event-Driven Dissemination 

Event detection systems can be crudely classified into two categories: those that report only 

the ‘digital’ occurrence of an event (such as smoke and motion detectors), and those that 

detect the occurrence and magnitude of an event (such as a seismograph which reports the 

magnitude of any vibrations over a certain threshold) [29].  This form of event-detection can 

be used in systems to manage the operation of energy-hungry sensors, where low-power (but 

less accurate) sensors detect the occurrence of an event and subsequently sample power-

hungry (or lifetime- and sample-limited) sensors [26].  As previously discussed, event-

driven dissemination disseminates data when the node decides that an ‘event’ has occurred.  

Event-driven algorithms require a form of intelligence inside the network, however simple, 

to ascertain when events occur.  While a form of event detection is often implemented as 

part of a query-driven system (such as TinyDB), such systems provide functionality not 

required for many applications at the expense of considerable overheads. 

Rule-based approaches to event detection generate events whenever specific criteria are 

fulfilled, or features detected, (the details of which are specified in a predefined application-

specific rule set) in the sensed environment.  These rules can share similarities with those 

used in query-based event-detection, such as periodic and threshold detection [60].  

Manjeshwar et al. [62] proposed TEEN, an event-based dissemination technique for WSNs, 

and is based upon the concept of two thresholds: the Hard Threshold ்ܪ , and the Soft 

Threshold ்ܵ.  Data is sent from the sensor node if the sampled value either exceeds ்ܪ, or 

changes by more than ்ܵ.  A smaller value of ்ܵ maintains a more accurate picture of the 

network at the expense of power consumption.  In this way, TEEN is able to provide a 

customisable balance between temporal resolution and power consumption (hence network 

lifetime).  However, if neither thresholds are broken, the nodes never communicate meaning 

that the user will not receive data.  This is resolved by the authors in APTEEN [63] where, in 

addition to hard and soft thresholds, periodic messages are transmitted if the sensor node has 

not reported for a period Δݐ௖ [s].  Through this, the user is able to efficiently maintain an up-

to-date picture of the network, and obtain notification of important events.  APTEEN also 

introduces the possibility of the user querying the network at any node for ‘on-the-fly’ 

information retrieval.  Hu et al. [64] propose an algorithm based upon APTEEN, which 

adaptively adjusts the value of ்ܵ  (essentially controlling the resolution of disseminated 

data) through attempting to keep the ratio between the number of packets disseminated as a 

result of Δݐ௖ and ்ܵ constant. 
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Dhanani et al. [59] propose two event-driven dissemination techniques, SCUB and RM, 

which aim to manage the flow of information in order to reduce the energy consumption.  

SCUB makes decisions locally at each node as to whether or not data should be 

disseminated to the user.  These decisions are performed by comparing the utility of the 

energy (which considers the desired network lifetime that is preset by the user) with the 

utility of the data.  The utility of the data is calculated using the assumption that the time 

since a packet has been disseminated and the change in sampled data are directly 

proportional to the usefulness of the data.  RM (a distributed version of SCUB) uses a single 

‘resource manager’ node in the network to make decisions regarding data dissemination.  

Nodes in the network transmit a packet to the resource manager and, if the utility of the data 

dictates so, forwards it on to the user (if the packet is the first of a multiple-packet sequence, 

the resource manager notifies the source node to transmit the full sequence to the sink). 

Werner-Allen et al. [65] present a WSN used to monitor the behaviour of an active volcano, 

using an event based mechanism to control data dissemination.  In this system, each node 

runs an event detection algorithm that computes short-term and long-term exponentially-

weighted moving averages over the sampled data. When the ratio between the two averages 

exceeds a preset threshold, the node transmits an event report to the base station. If the base 

station receives triggers from at least 30% of the active nodes within a ten second window, 

the event is considered to be well-correlated and data collection is initiated from all nodes. 

Predictive approaches to event-detection use a prediction model at both the node and the 

sink.  Packets are reported whenever sensed data differs from the node’s prediction by more 

than a preset value (as the data will therefore also differ from the sink node’s prediction by 

the same amount).  This reduces the packet transmissions (and hence energy consumption) 

while maintaining information throughput, but requires a powerful sink node that is able to 

maintain independent prediction models for every node in the network.  A variety of models 

have been suggested for use with predictive event-detection, including Kalman filters [66], 

autoregressive integrated moving averages [67], and a scheme inspired by MPEG video 

compression [57].  While techniques have been proposed which do not require the presence 

of reliable channels [68], basic predictive event-detection relies on packets being 

successfully delivered.  This is because if a packet is dropped between the source and sink 

nodes, the sink is unable to update its predictive model, and the two models become 

unsynchronised. 

Autonomously operating WSNs are desired for industrial environments, where end users 

require nodes to push information from the network; event-driven dissemination enables this 
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level of autonomous operation [69].  Predictive approaches to event-detection usually 

require reasonable computation at the sink node in order to apply and update the prediction 

model.  Furthermore, while predictive techniques ensure a high-level of information 

throughput (allowing the entire sampled signal to be reconstructed within a certain tolerance 

at the sink node), this level of reconstruction is often not required or important to the end 

user.  Conversely, rule-based approaches to event detection disseminate packets that the user 

has identified as being useful and, while they require user input to characterise what 

constitutes an important event, usually provide robust interpretations of sampled data and 

event detection [70].  

2.2.2 Additional Uses of Information Control 

The information dissemination techniques discussed in the previous section use information 

to control the reporting behaviour of a node’s operation.  In addition, there are other possible 

uses of information control, including sample rate adjustment, packet reliability and 

bandwidth management; these are discussed below. 

Considerable overlap exists between information dissemination and adaptive sampling 

algorithms (which decide when sensors should be energised and sampled).  In USAC [71], a 

node’s sampling rate is adjusted based upon a prediction scheme, where data is predicted 

using a limited-window linear regression model.  If the current data falls within a confidence 

interval, the sampling rate is reduced.  However, if the data falls outside the confidence 

interval, the sampling rate is increased so as to enable the sensor model at both the local 

node and sink node to be updated.  While this form of adaptive sampling adjusts the 

temporal resolution of samples, the spatial resolution of sampling can also be dynamically 

controlled.  Willet et al. [72] propose Backcasting, an adaptive sampling technique that uses 

feedback from the sink node to control the spatial resolution of samples.  In Backcasting, a 

small subset of the network’s nodes sample the environment and disseminate data to the sink 

node.  This ‘preview’ or initial estimate of the environment is processed by the sink node 

and ‘backcast’ into the network.  Additional nodes in the network are then sampled in order 

to refine the initial estimation and meet desired error targets.  Using centralised information 

management which ‘feeds back’ into the network is also investigated by Chong et al. [73], 

which report a system that translates the data stream received at the sink node into a 

‘context’ (such as “the room is now empty”), which is then propagated back to nodes in 

order to adjust their behaviour (for example by lowering their sampling rates). 
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As proposed in Chapter 1, different packets usually contain varying amounts of information, 

which can be proportionately linked to the importance of the packet.  Differing levels of 

service (such as latency or reliability) should be provided to these different packets [74].  In 

ReInForM, Deb et al. [75] propose a method for adjusting the reliability of packet 

transmissions by transmitting more important packets (the quantification of which is not 

considered) along multiple routes.  Through this technique, the information content of a 

packet is used to control the redundancy, and hence reliability, of packet transmissions.  In 

the adaptive link layer proposed by Köpke et al. [76], the properties of the link layer (such as 

error correction, acknowledgments, transmission power, and data rate) are adapted to alter 

the end-to-end reliability for different importance packets. 

An information-controlled bandwidth management algorithm is proposed by Hull et al. [77], 

using a rule system to prioritise outgoing data packets depending on their derived 

importance. The rules allow a node to map sensor data to a traffic rate and traffic class.  

High importance packets are placed in a high priority queue, while low importance packets 

are placed in a low priority queue.  Through this, the system relates packet latency to packet 

importance.  This concept is also used in TinyDB [60], which can assign an importance to 

packets in the transmit buffer (calculated using the difference between the last transmitted 

value and the value in the packet, relying on the assumption that the more a value has a 

changed the more important it is).  This importance value is used to prioritise packets in a 

node’s transmit buffer; the packet with the highest importance is transmitted next and, if the 

buffer becomes full, the least important packet is discarded.  The idea of information 

controlled bandwidth management is also utilised by Rogers et al. [78], whereby nodes 

determine the information content of sampled data and, if the information gained is worth 

the global bandwidth usage it will disseminate it through the network.  The metric used to 

evaluate the information content is the Fisher information (an information theoretic metric 

representing the contained information) and is used to represent the accuracy of the data.  

For example, a sample (or combination of samples) with a large tolerance contains a lower 

information content to that of a sample having a small tolerance.  This form of information 

management is suited to applications where the entire network is cooperating in target 

monitoring, and the sampling tolerances vary throughout the nodes. 

2.2.3 Discussion 

This section has outlined information management techniques in WSNs, with particular 

interest given to information dissemination.  The disadvantages of using continuous 
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approaches in scenarios that do not have random data have been presented, and query-driven 

and event-driven dissemination investigated as efficient alternatives.  Query-driven 

dissemination is suited to applications where the monitoring requirements change often, or 

where users infrequently and irregularly draw information from the network.  However, in 

many applications, networks and scenarios, a query-based system in not required and the 

overheads incurred waste the nodes resources.  Furthermore, the query based system can be 

unable to fulfil the autonomously and stand-alone demands of the end user.  Event-driven 

dissemination reduces the number of communicated packets by not transmitting packets 

which are deemed to contain redundant information.  These event-based detection 

algorithms can be broadly split into two categories: rule-based approaches, and predictive 

approaches.  In rule-based approaches, the end-user specifies what they deem to be of 

interest and of importance to the application.  In predictive approaches, the nodes report 

enough data to enable the sampled environment to be reconstructed (within a tolerance) at 

the sink node.  While predictive methods allow the transfer of more information (under 

information theory, a measure of uncertainty or unpredictability of data), this is often a 

different measure to that which the end-user is concerned.  Rule-based approaches, while 

requiring end-user input to define events of importance, often provide the best methods for 

event detection [70]. 

The majority of information-dissemination algorithms use any implemented measure of 

information content as a digital method; a packet either contains information (and should be 

disseminated) or it does not.  By quantifying the level of information content (whether 

discrete or continuous) the level of information contained in a packet, a node’s behaviour 

(and that of the network as a whole) can be adapted appropriately.  Acceptance for, and use 

of, a quantified and graduated measure of information content was highlighted in many of 

the systems reported in section 2.2.2.  However, meaningfully quantifying the information 

content of a packet is a nontrivial task, and can often only be adequately and reliably defined 

using application specific knowledge and measures [76]. 

2.3 Wireless Communication and Networking for WSNs 

Wireless communication and networking is fundamental to the research, design and 

operation of WSNs.  This section investigates architectures and structures for 

communication, and presents a summary of wireless networking protocols commonly 

adopted in WSNs.  Following this, the state-of-the-art in WSN MAC and routing algorithms 

are discussed. 
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2.3.1 Introduction to Protocol Stacks 

A node’s radio transceiver has no appreciation of a network, or even the concept of 

‘communicating’ with other devices.  These tasks are the role of the communication protocol 

stack.  Communication protocol stacks have been utilised for decades, providing a method of 

formally structuring the functionality of a networking or communication subsystem through 

the use of multiple layers.  The number, contents and function of layers differs between 

protocols [79].  Each layer of the protocol stack implements distinct networking tasks, and 

offers services to the layer above while masking the details and complexity of the actual 

layer implementation.  By utilising protocol stacks, different implementations of the same 

layer becomes possible, for example the network layer can be replaced to implement an 

alternative routing algorithm with minimal impact on the surrounding layers. 

 

FIGURE 2-4 : The OSI Basic Reference Model (OSI-BRM) [80], Internet Reference 

Model [81], Foundation Fieldbus H1 Stack [82], and ZigBee Stack [83]. 

The OSI-BRM (Open Standards Interconnection – Basic Reference Model) [80] was 

introduced in the mid-1970s, proposing a basic layered structure for communication 

protocols, shown in Fig. 2-4.  The majority of modern communication protocols, stacks and 

models (for example the Internet Reference Model [81] shown in Fig. 2-4) have added, 

removed and merged layers from the OSI-BRM to tailor the model to their specific 

requirements.  Additionally, many protocols of relevance to WSNs have absorbed higher 

layers of the OSI-BRM into their application layer.  The functionality of different layers in a 

protocol stack (such as ZigBee) are described below [79]: 

Physical Layer (PHY) is required to perform channel coding and modulation, and 

manage the timing and communication of bit-level data across the physical medium. 
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Medium Access Control Layer: performs logical link control (data framing, flow 

and error checking/correction) and Medium Access Control (controlling multiple 

accesses to a shared communication medium).  The MAC layer is traditionally 

referred to as the Data Link Layer (DLL) but, due to the prominence of access control 

in WSN operation, will be referred to in this thesis as the MAC. 

Network Layer: manages the operation of the network, and provides functions such 

as packet routing and congestion control. 

Application Layer: contains a range of commonly used high-level protocols, such as 

HTTP, FTP or SHH. In many protocols, the application layer absorbs the tasks of the 

Presentation, Session and Transport layers (shown in Fig. 2-4).  In smaller devices, the 

entire application may reside within the application layer. 

Fieldbus H1 (one of a number of different fieldbus implementations) [82] was designed as a 

network architecture for process control applications, such as sensor networks.  It can be 

seen from Fig. 2-4 that the majority of the higher layers of the OSI-BRM have been 

discarded, as the functionality provided by these layers (for example complex packet 

routing, flow control and connection management) is not required by the network.  Fieldbus 

adds a User layer to the top of the protocol stack, which allows additional functionality to be 

provided, such as a user interface.  The ZigBee specification [83] defines a low-cost, low-

power wireless communication standard that is particularly suited to wireless sensor 

networks. The ZigBee protocol stack (shown in Fig. 2-4) uses the Physical and Medium 

Access Control layers of IEEE 802.15.4 [84]. The transport layer is omitted, with the 

relevant functionality being absorbed by neighbouring layers. 

A number of variations on the basic communication stack have been proposed in the 

literature.  Durresi [55] proposes a ‘protocol stack tree’ concept (shown in Fig. 2-5a), an 

architecture containing a number of different protocols at each layer that satisfy different 

application requirements.  For example, and as shown in Fig. 2-5a, the protocol stack tree 

would offer a different set of ‘matched’ protocols for real time applications to delay tolerant 

applications.  Protocol stacks need not be constrained to only structuring communications.  

Graumann et al. [85] propose a location stack (shown in Fig. 2-5b) to formalise and structure 

the process of obtaining a node’s location, and existing structured architectures such as that 

proposed for intelligent sensing in Karatzas et al. [86] could be implemented into a stack 

architecture.  Akyildiz et al. [8] proposed a ‘3-dimensional’ stack for use with sensor 

networks, where three ‘management planes’ were structured in addition to five of the 

traditional layers from the OSI-BRM (shown in Fig 2-5c).  These cross-layer management 
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planes monitor the task, movement and power distribution among the sensor nodes, and 

provide functionality to all of the stack’s layers.  Cross-layer design ‘breaks the rules’ of a 

protocol stack by, for example, sharing variables between layers in the stack, providing 

interfaces between non-adjacent layers, and the merging of adjacent layers [87].  While 

cross-layer design can increase efficiency, it reduces the transferability of developed layers 

as, by not following the ‘standard’ rules of the protocol stack, different implementations of 

the same layer now rely on different interfaces, variables and provided functionality. 

(a) (b) (c) 
FIGURE 2-5 : Alternative stack architectures for WSNs: a) a protocol stack tree 

(reproduced from Durresi [55]), b) locationing stack (reproduced from Graumann et al. 

[85]), and c) a ‘3-dimensional’ stack (reproduced from Akyildiz et al. [8]). 

To provide greater infrastructure and an environment more similar to that of traditional 

computing devices, a number of operating systems have been designed and proposed for 

WSNs.  TinyOS was the first operating system specifically designed for WSNs, but does not 

provide functionality offered by a traditional operating system such as scheduling, memory 

management and multithreading.  Instead, TinyOS offers a library of software tools to assist 

in tasks such as clock synchronisation, power management, radio communications and 

sensing [60].  Execution in TinyOS is largely event driven (including interrupts from 

physical hardware), and does not consume clock cycles while watching for events to occur.  

Individual applications are compiled to include only the software components that they 

require, hence reducing the storage overhead required of the constrained sensor node [11].  

TinyOS is supported by the TinyDB query processing system, and the TOSSIM network 

simulator.  Due to the wide range of nodes that support TinyOS, its popularity and usage 

makes it the most used operating system for WSNs (used by thousands of developers 

worldwide) [88].  However, reported problems with TinyOS include space and timing 

limitations, and the additional overheads incurred by the generic solution can present 

difficulties in designing ultra-low power algorithms and platforms.  Alternative operating 
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systems for WSNs include SOS (improving interrupt handling) and Mantis OS (which 

operates more like a traditional operating system in providing threaded execution) [89]. 

2.3.2 Summary of Communication Protocols for WSNs 

A number of communication standards have been used with WSNs, including Infrared Data 

Association (IrDA) [119], HomeRF [119], IEEE 802.11 (also known as WiFi) and Bluetooth 

(formally standardised as IEEE 802.15.1) [4, 19, 90].  However, most of these have use in 

only a number of limited applications due to issues regarding transmission distance, network 

formation and power consumption.  Instead, most implemented WSNs use either proprietary 

protocols or, more recently, solutions built upon the IEEE 802.15.4 standard [84]. 

IEEE 802.15.4-2006 standardises the design of Low Rate Wireless Personal Area Networks 

(LR-WPANs), which are particularly suited to sensing applications where a high data rate is 

not intrinsically required.  Contrary to Wireless Local Area Networks (WLANs), a WPAN 

involves little or no infrastructure, and operates with a low duty cycle; hence WPANs are 

suited to applications with fixed or mobile devices with very limited energy sources.  IEEE 

802.15.4 defines only the PHY and MAC layers, leaving other standards to build on top of 

these (such as ZigBee [83], ISA-100 and Wireless HART [5]).   IEEE 802.15.4 supports 

communication at 868MHz, 915MHz and 2.4GHz; 2.4GHz is the only one of these that 

supports global use due to differing regulations in the USA and Europe.  Communication at 

2.4GHz is receiving increased used in WSNs (driven by available silicon, volume sales, and 

the suitability of the frequency to many environments) [17].  It is reported that nearly half of 

the nodes deployed last year were based on the IEEE 802.15.4 standard [91]. 

While the network layers of established protocols such as IEEE 802.15.4 and ZigBee are 

standardised, established, and commercially available, the design of alternative layers for 

WSNs receives considerable research interest.  An overview of state-of-the-art MAC and 

NET layers is provided below, with particular interest paid to energy-aware algorithms. 

2.3.2.1 Medium Access Control Layer 

As mentioned above, the MAC is traditionally a sub-layer of the data link layer, which 

provides framing, error control, security, and flow control.  However, in WSNs the workload 

of the DLL is considerably reduced, while that of the MAC (regulating the access of a 

number of nodes to a shared medium [92]) is heavily increased.  As such, the MAC is often 

considered to absorb the tasks of the DLL, and is referred to a distinct layer in its own right: 
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the MAC layer.  As nodes are usually small, cheap and low-power, algorithms are often 

reasonably simple and onboard clocks not largely accurate.  Time synchronisation therefore 

becomes an issue and algorithms requiring precise time awareness are rendered unfeasible.  

In WSNs, the primary performance metric is usually energy efficiency, while metrics such 

as scalability, adaptability to changes, latency, throughput, fairness and bandwidth utilisation 

are of secondary importance.  Energy-efficient MAC design is performed by addressing the 

following areas of energy waste [93, 94]: 

Idle Listening:  Radio transceivers typically have four power levels corresponding to 

the following states: transmitting, receiving, listening (waiting to receive) and sleeping 

[95].  As idle listening often consumes as much energy as receiving (as reflected in 

Fig. 2-1), a node that is listening but not receiving wastes significant energy.  

Therefore, an energy saving can be obtained by duty cycling the transceiver, so that it 

spends most of its time in a sleep state (as discussed in section 2.1). 

Overhearing:  If a unicast packet (a packet with a single destination) is broadcast by a 

node, neighbouring nodes waste energy in receiving enough of the packet to realise 

that it is not destined for them.  This is not a problem for broadcast packets where 

every neighbour is supposed to receive the packet. 

Collisions:  Packets that collide are corrupted, and require retransmission by the 

source node (incurring an energy cost). 

Overheads: Energy is consumed in overheads such as MAC headers and footers, 

control packets, and acknowledgments. 

Over Emitting:  Energy is wasted in a node when a packet is transmitted when the 

receiving node is not yet ready to receive it (thus requiring a retransmission). 

This following subsections provide a review of research into WSN MACs, discussing fixed 

assignment protocols, random access protocols, and wakeup radios [94, 96, 97]. 

2.3.2.1.1 Fixed Assignment Protocols 

Fixed assignment protocols are those which proactively allocate discrete sections of time 

(TDMA), spectrum (FDMA), or coding (CDMA) to different nodes, and these nodes only 

use only these sections to transmit.  Generally, these protocols are not particularly suited to 

WSNs as they generally require a central authority to assign the discrete section.  TDMA 

schemes require good time synchronisation and do not adapt easily to topology changes.  
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FDMA schemes require additional circuitry to dynamically communicate with different 

channels.  CDMA requires a high computational load, which is often not feasible on a WSN 

node.  Furthermore, the infrequent channel utilisation of WSNs means that collisions occur 

less often than in their wired counterparts when using random access protocols.  For these 

reasons, fixed assignment protocols are not extensively considered in this report (though 

more information can be found in [92, 94]). 

2.3.2.1.2 Random Access Protocols 

In random access protocols, each node competes for communication over a shared channel, 

and nodes must locally decide when it is best to transmit.  This method of channel access can 

be either slotted (communication can only start at predefined times) or un-slotted (nodes can 

communicate at any time).  ALOHA is a random access protocol for traditional networks 

that allows a node to transmit whenever it needs to.  If a collision occurs, the node 

retransmits.  In slotted ALOHA, a node wishing to transmit waits until the start of the next 

slot (thus reducing collisions).  CSMA (collision sense multiple access) algorithms inspect 

the channel before transmitting to see if they are going to interfere with other nodes [98].  If 

the channel is not clear, the node either waits until it is and then transmits immediately (1-

persistant CSMA) or ‘backs-off’ for a random period of time before re-attempting 

transmission (non-persistent CSMA).  Woo et al. [98] postulate that this random ‘back-off’ 

should be introduced prior to any transmission in order to phase shift the periodicity of the 

application.  CSMA-CD (CSMA with collision detection) is able to detect occurring 

collisions by listening to the channel while transmitting; this requires a transceiver that can 

receive while transmitting, and hence is not commonly used in WSNs.  CSMA-CA (CSMA 

with collision avoidance) implements handshaking between a node and its neighbours prior 

to data transfer using request-to-send (RTS) and clear-to-send (CTS) control packets. This 

attempts to overcome the hidden-station and exposed-terminal problems (which are a cause 

of collisions) [79]. 

The B-MAC (Berkeley MAC) protocol is a simple energy-efficient protocol (and the default 

in TinyOS) [99].  The concept of B-MAC is that a node wishing to transmit first performs 

CSMA and, if clear, transmits a preamble for a time Δݐ௣ [s].  After this has elapsed, the 

packet is transmitted.  A node that is not transmitting, periodically (with period Δݐ௣) wakes 

up and briefly samples the channel to see if a node is transmitting a long preamble.  If it is, it 

stays on long enough to receive the packet.  This is known as low-power listening (LPL), as 

the receiver node only has to wake up for a short period of time.  LPL does not require node 
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synchronisation, and  shifts the cost of communicating from the receiver to the transmitter.  

However, the use of LPL in B-MAC’s decreases the effective channel capacity as the 

transmitting node utilises the channel for > Δݐ௣ per packet.  X-MAC attempts to overcome 

many of the shortcomings of B-MAC (including overhearing, excessive waiting at the 

receiver for the preamble to finish, and latency) [100].  X-MAC makes these improvements 

by modifying the preamble sequence.  Instead of transmitting a single non-descript preamble 

for the duration Δݐ௣, X-MAC repeatedly transmits the destination address.  Between repeats, 

X-MAC also waits for a period of time to allow the receiver to ‘acknowledge’ and stop the 

preamble, initiating data transfer.  This reduces the latency (as there is not a delay of Δݐ௣ for 

every packet), reduces the idle listening energy consumption (as the receiver does not have 

to listen to the preamble even after it has detected it), and reduces overhearing (receiver 

nodes that hear the preamble but with a different nodes address simply go back to sleep).  X-

MAC also provides a method for dynamically adapting Δݐ௣ dependent on the traffic load.  

PicoNet uses an alternative form of LPL, with energy savings based on the assumption that 

the receive power is less than the transmit power [101].  When a node periodically wakes up 

to receive, it first broadcasts its address.  Nodes that wish to transmit to it remain awake until 

they receive this broadcast, at which time packet transmission commences. 

S-MAC (Sensor-MAC) is a synchronised WSN MAC protocol, which attempts to reduce the 

energy consumptions associated with idle listening, overhearing, and collisions [93].  Idle 

listening is reduced by the adoption of duty cycling, consisting of a sleep period and a 

slotted listen period.  The durations of these periods are fixed, but their timing is dependent 

on the node’s schedule.  Neighbouring nodes synchronise their schedules in order to wake 

up and communicate at the same time.  To maintain time synchronisation, schedules contain 

relative times, and listen times are designed to be significantly larger than that of clock drift.  

Collisions are reduced through the RTS/CTS handshaking process implemented in CSMA-

CA.  Overhearing is reduced by the address of destination node being signalled during the 

CSMA-CA handshake sent prior to data transmission.  S-MAC was extended in [102] to 

reduce latency through adaptive listening.  In adaptive listening, nodes hearing an RTS or 

CTS transmission that is not destined for them will wake up after the transmission ends in 

case the packet is to be forwarded to them.  T-MAC (Timeout-MAC) is a variation of S-

MAC by Van Dam et al. [103], adding adaptive duty cycling into the S-MAC protocol.  

Under a homogeneous load, T-MAC and S-MAC perform comparably.  However, under 

certain variable load conditions, T-MAC is able to outperform S-MAC by a factor of five. 
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2.3.2.1.3 Wakeup Radios 

An attractive concept for low-energy ’reactive’ networks is that of the wakeup radio, where 

a receiving node’s primary receiver is ‘woken up’ by a low-power secondary receiver in 

response to a trigger from the transmitting node [92].  This virtually eliminates idle listening 

on the primary radio (presuming that only the desired node wakes up), reduces latency (as 

receivers are woken up when they are needed) and reduces collisions (as transmissions are 

no longer scheduled into discrete communication periods). 

Miller et al. [95] propose a wakeup radio MAC protocol that assumes that the secondary 

low-power wakeup radio is capable of only communicating a busy tone.  In the proposed 

protocol, a wakeup tone causes all neighbouring nodes to wake up their data radios until a 

filter packet is received (containing the destination address).  A tuneable trade-off between 

full-wakeups (as described above) and triggered-wakeups (using duty cycling on the primary 

radio) is possible.  The duty cycle of the primary channel for triggered wakeups is 

significantly less than the wakeup radio’s duty cycle.  In the MAC proposed for Pico-Radio 

by Zhong et al. [104], the authors assume the presence of a secondary wakeup radio 

(consuming less than 1μW at full duty cycle [105]) that is able to transmit data as opposed to 

simply a busy tone.  A transmitting node transmits a wakeup packet containing the 

destination address and channel ID.  This causes only the desired node to wake up and 

switch the receiver to the correct channel (chosen by the transmitting node through a 

combination of random selection and CSMA). 

‘Zero-power’ wakeup radios that, using techniques established for passive RFID, are 

powered from ambient energy are very attractive in accomplishing the goals of wakeup radio 

MACs [106, 107].  Gu et al. [108] propose that such a virtually zero-power (typically <1μA) 

wakeup radio is a realistic proposition.    The wakeup detection circuitry creates a voltage 

directly from energy in the received electromagnetic signal, which drives a hardware 

interrupt on the microprocessor.  The authors propose both simple wakeup beacons (with no 

modulation or encoded data), and also the possibility of selecting only certain nodes to wake 

up by using multiple frequency transmitters (for example transceivers that are able to 

concurrently receive or transmit at multiple frequencies) to encode a wakeup ID beacon. 

2.3.2.2 Network Layer 

The primary function of the NET layer is to perform packet routing, defined by the 

International Telecommunication Union (ITU) as: 
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Definition: Packet Routing 

“the process of determining and using, in accordance with a set of rules, the route for 

the transmission of a message, ending when the message has reached the destination 

location” [109]. 

With reference to WSNs, routing is the process of delivering a packet from a source node to 

a sink node. Three distinct communication topologies exist for communicating a packet 

between its source and destination: single-hop, flat multi-hop, and clustered multi-hop 

communication (a hop is defined as a single direct transmission between nodes) [110, 111]: 

Single-Hop (Direct/Star): source nodes communicate directly with the sink node 

over a single hop, as shown in Fig. 2-6a.  Routing is trivial, but as the diameter of the 

network increases, so does the required transmission power of nodes (therefore 

increasing the transmit power consumption). 

Flat Multi-Hop (Peer-to-Peer/Mesh): source nodes communicate with the sink node 

via intermediate nodes, as shown in Fig. 2-6b.  The route taken depends on the 

protocol, but could take a large number of short hops, or a small number of large hops. 

Clustered Multi-Hop (Hierarchical): the network is subdivided into clusters (either 

at placement using heterogeneous nodes, or through self-configuration).  Source nodes 

communicate with their cluster head, which route data to the sink node, as shown in 

Fig. 2-6c.  This is an amalgamation of the single-hop and flat multi-hop topologies. 

An analytical investigation of clustered multi-hop routing is presented by Vlajic et al. [112], 

concluding that the optimal choice of flat multi-hop or clustered multi-hop routing depends 

upon the particular scenario.  In this research, clustered multi-hop techniques are not 

considered, to enable local, reactive, true peer-to-peer networking. 

 

FIGURE 2-6 : Different routing topologies: a) direct, b) flat multi-hop, and c) clustered 

multi-hop. 
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Equations (2.2) and (2.3) show the end-to-end power consumed to route a packet through 

single- and multi-hop techniques, where ௧ܲ௫ [W] is the transmission power consumption, ௥ܲ௫ 

[W] is the receive power consumption, ݀  [m] is the separation distance, ߣ  [m] is the 

wavelength, ߟ is the path loss exponent, and ܪ is the number of hops [47]. 

 
௧ܲ௫
௦௜௡௚௟௘௛௢௣ ן ௥ܲ௫ ൬
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By combining (2.2) and (2.3), the ratio between the transmit power consumption of single-

hop and multi-hop is obtained (2.4).  From this, it can be seen that a transmit power saving 

of ܪఎିଵ is achievable through multi-hop routing; for example, routing over five hops with a 

path loss exponent of four (feasible for an indoor environment) results in a transmit power 

consumption reduction of two orders of magnitude over single-hop routing. 

 ௧ܲ௫
ௗ௜௥௘௖௧

௧ܲ௫
௠௨௟௧௜௛௢௣ ൌ ఎିଵ (2.4)ܪ

Communicating via many smaller hops as opposed to single-hop routing reduces the node’s 

required transmit power [113].  Multi-hop routing however, is not necessarily the most 

efficient or optimum communication technique.  However, it is not sufficient to consider 

only the transmit power consumption, as the power consumed by routing nodes receiving the 

packet is also significant.  Furthermore, multi-hop routing provides a reduction in power 

consumption only when the path loss dominates the energy consumption of the hardware 

[114].  In practice, oscillators and bias circuitry often dominate the transmit power, meaning 

that an increase in separation distance does not necessarily result in an equal rise in power 

consumption.  Multi-hop routing also has the ability to introduce problems including traffic 

accumulation, latency, and end-to-end reliability [115].  It is however important to note that 

while the power required to propagate a packet from its source to destination may be higher 

when using multi-hop routing, this cost is spread across a number of nodes instead of a 

single node, thus helping to evenly distribute the network degradation over the nodes.  This 

means that nodes in a particularly active area of the network (which is likely to therefore be 

an area of major interest) will operate for longer before depleting their energy reserves. 

It is generally accepted that the optimality of single- or multi-hop routing depends largely on 

the hardware, scenario and application.  Often, a small number of large hops is more 

efficient than a large number of the smallest possible hops [116].  Multi-hop routing is also 

particularly useful when operating in hostile environments (the high path loss results in low 
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transmission distances) or when a large separation distance would necessitate significant 

transmission power levels (which may not even be greater than the maximum permissible by 

radio communication regulations); these are the scenarios considered by this thesis. 

Routing algorithms can also be classified as proactive, reactive, or a mixture of both [4, 111, 

117].  In proactive routing, each node maintains routing tables depicting the routes for 

reaching different nodes in the network.  These routes are computed before they are 

required, and maintained on a periodic basis (introducing overheads).  Proactive routing is 

usually undesirable in WSNs due to its lack of efficient scalability (as the network is scaled, 

route setup, maintenance, and storage becomes more demanding on resources).  In reactive 

routing, nodes dynamically compute routes to the destination on demand.  Reactive routing 

removes the overhead to setup and maintain the routing tables, but greater effort is required 

upon propagating packets.  Reactive routing is generally favourable in networks with 

infrequent communication, or with a network that is rapidly changing (where optimal routes 

continuously change).  The level of claimed ‘reactivity’ varies between algorithms, from 

those that setup routes per ‘session’, to those that determine the route on a hop-by-hop basis.   

A wide range of different routing algorithms exist (and are the subject of major international 

research), often optimised for specific applications, scenarios, or network parameters.  

Detailed surveys of routing in for WSNs are given in [110, 111, 113].  The remainder of this 

section investigates flooding-based, location-aware, and energy-aware routing algorithms.  

The consideration and investigation of only this small subset of routing algorithms is due to 

the particular requirements of the algorithms developed in this research.  These requirements 

are for reactive algorithms (that calculate routes as and when they are required) that are 

suited to reasonably small energy-aware networks and incur minimal overheads to employ.  

Furthermore, flooding-based routing algorithms have the additional advantage that all 

possible routes through the network are attempted (although constrained flooding discounts 

routes that are particularly inefficient).  The reason for these requirements will become clear 

in later sections (they are dictated by the nature of the developed algorithms). 

2.3.2.2.1 Flooding-Based Routing Algorithms 

Flooding [118, 119] is a simplistic reactive flat multi-hop routing protocol, where nodes 

broadcast received packets to all their neighbours unless they have already forwarded the 

packet, a maximum number of hops has been reached, or the node is the packet’s 

destination.  The major advantages of flooding are simplicity, scalability, robustness and 

minimal overhead [120].  However, disadvantages include implosion (receiving multiple 
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copies of the same packet from its neighbours), overlap (the event will be detected by 

multiple sensor nodes, which all report the same data in unique packets), resource blindness 

(resources such as the remaining energy are not taken into account), channel contention and 

collisions [121, 122].  Flooding is efficient for one-to-many communication but inefficient 

for one-to-one communication due to the energy wasted to transmit the packet to every node 

in the network.  The process of propagating a packet across a network using packet flooding 

is shown in Fig. 2-7. 

 

FIGURE 2-7 : The process of flooding a packet from node 1 to node 5.  a) Node 1 

broadcasts the packet to its neighbours: nodes 2, 3 and 4.  b) Nodes 2, 3 and 4 broadcast 

the packet to their neighbours: nodes 1, 2, 3, 4, 5 and 6.  Nodes 1, 2, 3 and 4 have 

already received the packet, and so ignore it.  c) Node 5 (the destination) receives and 

processes the data.  Node 6 continues to broadcast the packet to its neighbours, as it is 

unaware that it has been successfully received at node 5. 

A number of modified flooding algorithms have been presented in the literature.  Gossiping 

[123] is a variation of flooding whereby a node forwards packets to a randomly selected 

subset of its neighbours (as opposed to all of its neighbours).  Gossiping allows the power 

consumption to be tuned through a set of parameters controlling the number of neighbouring 

nodes that a packet is forwarded to.  Gossiping is more efficient than flooding for one-to-one 

communication, but inefficient for one-to-many communication (as it takes longer than 

flooding for a packet to propagate to all nodes).  As its name suggests, Flossiping [118] is a 

combination of both flooding and gossiping, serving both one-to-one and one-to-many 

communications, whilst keeping the protocol as simplistic as possible.  Other modifications 

to target and constrain the flooding include a framework for constrained flooding (reducing 

the number of retransmissions) [124, 125], and directional flooding (targeting the flood 

towards the sink using location-aware nodes) [126]. 
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2.3.2.2.2 Geographical Routing Algorithms 

Geographical (or location-aware) routing algorithms are reactive algorithms able to route 

with little knowledge of the network around it.  Geographical routing algorithms generally 

operate by making a greedy choice for the next-hop, selecting a node that is geographically 

closest to the sink node (though this is not always the case [127]).  Different location-aware 

algorithms tend to differ by their method of routing around communication holes.  A 

communication hole is encountered when a local maximum is observed during geographic 

routing (that is, the current node is closer to the sink node than any of its neighbours).  The 

methods used to navigate around communication holes include localised flooding [128], 

minimum cost [129], right-hand rule navigation [130, 131], and face routing [132]. While 

most geographical routing algorithms assume that the nodes know their actual location, 

some techniques have been developed to operate using nodes’ relative location.  For 

example, nodes could measure the received signal strength of a packet broadcast at high 

power from the sink node, and translate this into their approximate distance from it [133]. 

2.3.2.2.3 Energy-Aware Routing Algorithms 

Directed Diffusion [134] is a data-centric routing algorithm for WSNs, designed for query-

based networks.  Directed diffusion has four main concepts: interests, data, gradients and 

reinforcement.  An interest is the query relating to what the user is interested in, and is 

flooded through the network from the sink node. Each node that receives an interest 

constructs a gradient (specifying both data-rate and the route) back to the sink.  Data (named 

using an attribute-value pair, for example “temperature = 13; location = [13.2 , 1.7]”) from 

applicable nodes is returned from the sensor nodes along these gradients.  As data is returned 

to the sink, reinforcement is used to select and ‘reinforce’ the optimal route from many 

possibilities.  Aggregation may be performed along the route to reduce the energy 

consumption of the network.  While diffusion is not particularly energy-aware in itself, its 

popularity has resulted in a number of energy-aware algorithms being based upon it [135, 

136].  PRIMP [137] is such an algorithm which, when propagating interests throughout the 

network, marks the interest with a priority.  This priority will label the node as either high 

priority or low priority, determined by the node’s residual energy relative to a threshold.  

Upon returning data back along the gradients, a packet will be propagated via high priority 

nodes where possible, with the node with the fewest number of hops to the sink being 

selected first.  If no high priority nodes exist, low priority (energy constrained) nodes are 

selected, with the node with the highest residual energy being selected first.  PRIMP is also 
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able to increase reliability by transmitting packets along multiple routes, or to multiple sinks.  

Shah et al. [138] present EAR, which aims to distribute the energy consumed through 

routing over the network.  Unlike diffusion with which is shares many similarities, EAR 

reinforces multiple routes from the source to sink, each with an associated probability of 

being selected.  The probability is calculated by considering both the residual energy and the 

energy that is required to communicate using the route.  By occasionally routing via sub-

optimal routes, EAR spreads the energy cost over the network, minimising the variance in 

nodes’ residual energy levels.  Park et al. [139] extend EAR by overhearing (eavesdropping 

on other nodes’ communication) to keep route probabilities dynamically updated. 

Harvesting-aware routing algorithms have received limited research.  Voigt et al. [140] 

proposed a modified version of diffusion which takes the current state and availability of 

energy harvesting into account when selecting the next hop.  The authors have also proposed 

a similar modification to LEACH (a clustered multi-hop routing algorithm) which takes into 

account the availability of energy harvesting when selecting a node to become the next 

cluster head [141].  Research into predicting energy-harvesting availability by Kansal et al. 

[49] has demonstrated the possibility of implementing harvesting-aware routing by 

considering how much energy is currently being harvested, but also considering how much 

is likely to be harvested in the future.  For example, the authors propose a routing cost metric 

that considers both the residual energy on the node and the harvesting opportunity of the 

node (the amount of energy it is likely to harvest in the future). 

2.3.3 Discussion 

This section has provided an overview of communication protocols and algorithms for 

WSNs.  Protocol stacks provide an established method (which has been arguably 

fundamental to the success of the internet) to formally structure the tasks of a 

communication system.  These have evolved through time to suit different applications and 

technologies, but protocol stacks remain heavily targeted towards communication, with other 

node functions such as sensing and energy management being bundled into the application 

layer.  Current research is beginning to divert away from the strict rules enforced by protocol 

stacks, towards cross-layer protocols which merge layers, and allow the creation of 

interfaces between non-adjacent layers.  Operating systems for embedded nodes in WSNs 

provide event-driven or thread-driven execution, and a library of interfaces and functionality 

for ease of deployment.  Protocol stacks are implemented as part of the communication sub-

system of an operating system. 
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MAC protocols control and manage point-to-point communication between two nodes.  The 

major design challenges are involved with reducing energy wastage through idle-listening, 

overhearing and collisions.  LPL techniques transfer the energy cost of communicating from 

the receiver to the transmitter; this is particularly suited to low frequency event-driven 

networks.  A variety of research challenges are posed in order to obtain energy-efficient 

reactive MAC protocols that are able to operate in rapidly changing networks.  The prospect 

of ‘zero-power’ wakeup radios may provide novel and interesting solutions to this, and 

create a future range of MAC protocols functioning on new and untraditional concepts. 

NET protocols control and manage end-to-end communication between a source node and a 

sink node(s).  Research into routing algorithms for WSNs is a rapidly developing area, with 

hundreds of new algorithms being published every year.  This is due in part to the diversity 

of WSNs, and there is no single solution suitable for all applications.  Flooding algorithms 

are simplistic, reactive, reliable and have low latency.  However, they do not scale well for 

unicast communication as considerable redundancy (hence energy) is introduced through 

forwarding the packet to every node in the network; constrained flooding algorithms have 

been proposed to limit these effects.  Geographical routing algorithms are suitable for 

reactive routing in cases where nodes are aware of their own locations, but are susceptible to 

problems when routing holes are encountered.  A range of energy-aware routing algorithms 

have been developed, which consider a node’s residual energy when deciding which route a 

packet should be sent.  Also, a small number of harvesting-aware routing algorithms have 

been considered where, in addition to a node’s residual energy level, its ability to harvest 

energy also forms part of the routing decision. 

2.4 Simulation and Modelling 

There are three techniques for analysing networks: analytical methods [142], computer 

simulations, and practical implementations.  The constraints and complexity of WSNs often 

cause analytical methods to be unsuitable or inaccurate [143].  Additionally, the proportion 

of algorithms that are analysed through practical evaluation is comparatively low, possibly 

due to the relative infancy, deployment cost, broad diversity, and application dependence of 

WSNs.  As a result, simulation is currently the most widely adopted method of analysing 

WSNs, allowing the rapid evaluation, optimisation, and adjustment of proposed algorithms 

and protocols.  A summary of simulators for WSNs is provided in section 2.4.1. 
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Simulation allows certain areas of network operation to be left out or simplified; for example 

assuming that packet collisions, interference and noise do not occur, that nodes are always 

perfectly synchronised with one another, or that particular consumers do not consume any 

energy.  These simplifications often make the process of development and evaluation faster 

and easier, but can result in algorithms that are not realisable in practice; hence a simulation 

is only as realistic as the models and assumptions that it is based upon.  Existing 

environmental and physical models for WSN simulation are investigated in section 2.4.2. 

2.4.1 Wireless Sensor Network Simulation 

While simulation is reasonably well established for Mobile Ad Hoc Networks (MANETs), 

the simulation of WSNs not only requires the implementation of a radio channel, but also a 

physical environment and accurate energy models.  The design aims and strategies of 

different simulators result in them each having different strengths and weaknesses; an 

appreciation of this is essential in either selecting a simulator, or simulation creation.  

Simulators for use with WSNs can be classified into two predominant categories: those that 

have been developed as extensions to existing network simulators (such as the SensorSim 

[144] extension to ns2 [145]), and those that have been designed specifically for the WSNs 

simulation (such as J-Sim [146]).  The models that different simulators employ are often 

their distinguishing factors; these however are investigated in section 2.4.2.  This subsection 

provides an overview of the design and architecture of some of the major WSN simulators.  

Ns-2 [145] – probably the most popular simulation tool for sensor networks – is an object-

orientated discrete event network simulator based upon the Real network simulator (ns) that 

was released in 1989.  It is reportedly hard to make changes to and develop extensions for 

[143].  While this is not such a problem for traditional networks (protocols such as Ethernet 

and TCP do not require alterations as they are well established), it poses obstacles in the 

simulation of WSNs.  Though ns-2 is relatively complicated to use, researchers are often 

happy to invest the time in learning how to use it due to its popularity and user-base.  The 

extensibility of ns-2 has been a major contributor to its success, with protocol 

implementations being widely produced and developed by the research community.  

Additionally however, ns-2 is limited by its scalability (interdependencies between objects in 

the object-orientated design do not scale well) and the lack of an application model (sensor 

networks often require interactions between network and application layers).  SensorSim 

[144] is an extension of ns2 aimed at the simulation of WSNs.  SensorSim provides 

advanced models and the ability to interact with external applications (such as real sensor 
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network hardware).  SensorSim is currently withdrawn from release and, as it is built on top 

of ns-2, suffers from the same scalability problems.  Like ns-2, OMNeT++ [147] is a 

discrete-event general purpose network simulator. OMNeT++ is structured around a modular 

system:  simple modules (such as layers of a protocol stack) contain algorithms, making up 

the lowest level of hierarchy, while compound modules (such as a sensor node) contain 

simple modules that interact with each other using messages.  OMNeT++ has a versatile 

Graphical User Interface (GUI) allowing, for example, the user to inspect interconnections 

between modules and the messages being transferred between them.  SenSim [148] is a 

sensor network extension for OMNeT++.  Within the complex module of a node, modules 

are present to represent each protocol layer, the hardware, and a coordinator (responsible for 

passing messages around the node).  Additional modules outside of the nodes represent a 

sensor channel and a network channel.  However, use of SenSim requires a reasonably high 

learning curve, which is generally not popular with simulators that are not widely 

established.  Also, due to the lack of a significant user base, there are not many developed 

protocols available for it.  The Castalia [149] simulator is also built upon OMNeT++, and is 

a model-centric extension for WSNs, providing a range of accurate models  to the end-user.  

The GTSNetS simulator [150] is a sensor network extension to the GTNetS simulator, which 

aims to provide a scalable, highly extensible and customisable, model-centric simulator to 

WSN researchers, and also enables the simulation of sensor control networks. 

In order to overcome scalability issues inherent in object-orientated structures, J-Sim [146, 

151] is designed around a component structure.  While its component-oriented structure 

increases its scalability, the implementation choice of Java (which makes it truly cross-

platform) arguably reduces the possible efficiency of the simulator.  J-Sim is relatively 

complicated to use and, due to no real established user base, is not widely adopted.  SENSE 

(Sensor Network Simulator and Emulator) [143] improves on the efficiency of J-SIM by 

providing a component-orientated architecture programmed in C++, and improving on the 

inter-communication efficiency of J-Sim.  However, SENSE lacks developed extensibility, 

and does not include functionality such as sensing. 

TOSSIM [152] is both a simulator and an emulator for WSNs, in that it simulates TinyOS 

code for the Mica range of nodes.  All nodes in the network must run identical code and, 

while sensor hardware is modelled, the environment is not.  However, TOSSIM provides 

obvious advantages to projects that are to be implemented on the MICA nodes.  The SenQ 

simulator [153] (extending the GloMoSim and QualNet simulators) continues the concept of 

providing software emulation, and increases the efficiency, flexibility and modelling 

accuracy of code emulators such as TOSSIM.  ATEMU [154] increases accuracy by 
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providing emulation of the processor on the MICA2 node, and allowing cycle-level 

emulation of code.  This obtains simulation accuracy at the expense of scalability and speed.  

Avrora [155] also provides cycle-level emulation, but sacrifices continuous synchronisation 

between nodes in order to improve the scalability of ATEMU.   

Many other simulators have been created for investigating specific functions and attributes 

of WSNs, for example OLIMPO [156] (designed to allow the tracking of specific network 

traffic through multi-hops), SenSor [157] (a high-level top-down simulator, allowing 

applications to be incompletely specified), and Sensoria [158] (developed centrally around 

the GUI to enable easy network design, formation, alteration and simulation). 

2.4.2 Environmental and Physical Modelling 

To ensure correlation between simulation and practical results, accurate models representing 

the hardware, node, and surrounding environment are needed [159-161].  However, the level 

of detail required in order to consider a simulation ‘accurate’ is largely undefined and, 

intuitively, it can be seen that WSN simulation at the electron-level is overkill. As stated by 

Heidemann et al., “too little detail can produce simulations that are misleading or incorrect, 

but adding detail requires time to implement, debug, and later change, it slows down 

simulation, and it can distract from the research problem at hand” [162].  Algorithm 

development for WSNs is generally targeted at analysing, improving, or optimising specific 

performance criteria; hence realistic models should be used for the areas that affect these 

particular criteria. For example, energy-aware algorithms require realistic energy models in 

order to ensure close correlation with practical results.  Likewise, in order to evaluate 

information-aware algorithms, realistic sensor models are required.  Additionally, because 

information throughput depends upon dropped and corrupted packets, communication 

modelling is also required.  This section investigates such models for communication, 

energy, sensing, and timing.   

2.4.2.1 Modelling Communication Channels 

Radio communication over a wireless channel requires modelling in a WSN simulator in 

order to determine which nodes are considered to be a transmitting node’s neighbours, and 

to calculate the receipt success of packet transmissions.  Two elements should be considered 

to simulate radio communication: modelling the propagation of signals through the wireless 

channel, and modelling the effect that these propagation losses have on the link quality. 
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Channel and communication modelling has been heavily researched for wireless network 

simulation.  Wireless channel propagation can be simulated using the models shown in 

Appendix A.1, resulting in a received signal strength at the receiving node.  The realism and 

complexity of the propagation model used depends largely on the level of accuracy required 

by the simulator, and also the properties of the application and environment to be simulated.  

As such, assumptions and approximations (which can reduce simulation and development 

time) made by the simulator should be carefully considered for the impact that they will 

have on the simulation accuracy [162, 163].  Some simulators use simplistic free space 

propagation, while others implement advanced channel and fading models.  The SENS 

simulator [164] models the environment using a system of square tiles, where each tile can 

have different characteristics (representing different obstacles and surfaces) affecting the 

signals that propagate across or through them. 

To simulate wireless link quality and packet reliability, the simulator must interpret the 

received signal strength obtained from the propagation model in order to decide what data is 

received by a neighbouring node.  The nodes that are deemed to be neighbouring can be 

determined using either a disc model (where any node within a predefined radius of the 

transmitter are deemed to be neighbouring), or a complete model (all nodes in the network 

are considered to be potential neighbours). Obviously, the latter is more realistic but less 

efficient.  The communication model can provide data to neighbours at different levels of 

abstraction, including: 

Packet Level Communication: Data is transferred between nodes as packets; 

neighbouring nodes either receive the entire packet correctly, or not at all. 

Bit Level Communication: Data is transferred between nodes as individual bits; 

neighbouring nodes receive individual bits (which may have had bit errors applied). 

Different levels of abstraction can be applied to determining whether an error has occurred 

in the communicated bit or packet: 

100% Success (Bounded Signal Strength): If the received signal strength is greater 

than a predetermined value, the packet or bit is correctly received by the node. 

Bit Error Rate Calculation: Having determined the received signal strength using 

the propagation model, the Signal to Interference Noise Ration (SINR) can be 

calculated and the Bit Error Rate (BER) deduced, which is probabilistically applied to 

the bits (more information on SINR and BER is provided in Appendix A.2).  This 
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method is used in the recently proposed Castalia simulator [165]. If the simulator is 

using packet level communication, a single BER is calculated for the entire packet; 

this can be unrealistic as temporal variations in noise or interference are ignored, and 

low-probability extremities in shadowing are applied to packets as opposed to bits. 

Modulation Scheme Simulation: The simulation of modulation and encoding is 

performed.  Binary data is modulated, and analogue signal levels are propagated 

across the channel, being affected by noise and interference.  The signal levels are 

demodulated by the receiving node, and interpreted as binary signals (it is during this 

quantisation process that channel errors are introduced).  This method models the 

source of bit errors as opposed to relying on a probabilistic BER but, for the majority 

of simulations, this method is far more complex than required. 

Using the methods detailed in this section, neighbouring nodes are presented with either a 

packet or a series of bits.  The receiving nodes must then interpret (and possibly reconstruct) 

the packet in accordance with its communication protocol stack. 

2.4.2.2 Modelling Energy Components 

A comprehensive energy model generally consists of a model for an energy store (for 

example a battery), and energy consumers (for example the radio transceiver). 

Energy models to represent battery effects (such as those described in Appendix B.1) are 

becoming more widely adopted in WSN simulators.  However, many existing simulators fail 

to implement an energy model with anything more than an ‘ideal’ (or linear) battery model, 

which does not provide an accurate representation of practical hardware.  The simple battery 

model proposed in Park et al. [166] (also used in SenSim [148]) describes an ideal battery 

(2.5), where ܥ௥௘௦ [Ah] is the remaining capacity after discharging for a period Δݐௗ [s], ܥ௡ 

[Ah] is the rated capacity of the store (effective at time ݐ଴ [s]), and ܫ [A] is the current being 

drawn at time ݐ [s]. 

 
௥௘௦ܥ ൌ ௡ܥ െ න ሻݐሺܫ ݐ݀

௧బା୼௧೏

௧ୀ௧బ

 (2.5)

This can also be expressed in terms of energy as opposed to capacity, and this is widely used 

as a simple model in WSN simulation (2.6) [144, 150, 165], where ܧ௥௘௦ [J] is the remaining 

(or residual) energy in the battery, ܧ௠௔௫ [J] is the energy capacity of the store, ܲ [W] is the 
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consumed power, and ௌܸ [V] is the store voltage.  Note that in this non-integral form, (2.6) 

holds true only if the power or current drain remains constant. 

௥௘௦ܧ  ൌ ௠௔௫ܧ െ ܲΔݐௗ ൌ ௗ (2.6)ݐΔܸܫ

These simple battery models, as shown in Appendix B.1, do not accurately represent the 

discharge of a battery, and a range of analytical methods, electrical circuit models, stochastic 

models, and electro-chemical models have been proposed for modelling them [167-169].  

However, in WSN simulation, where a large number of nodes have current drains that 

change very frequently, many of these techniques are too computationally intense to be used 

and provide an unnecessary level of detail [162]. 

In order to provide a simple but more realistic representation of a battery, WSN simulators 

are beginning to model rate discharge and relaxation effects (discussed in Appendix B.1) 

[166].  The modelling of relaxation is difficult to implement due to its complex nature, being 

dependent on many device-dependant electrochemical and physical parameters.  In the 

SENSE simulator [143], rate discharge is modelled using (2.7), where ܧ௥௘௦
ᇱ  [J] is the residual 

energy Δݐௗ seconds ago, ߛ determines the relationship between the current and the discharge 

rate (this is dependent on the device and battery technology used). 

௥௘௦ܧ  ൌ
௥௘௦ܧ

ᇱ

1 ൅ ܫߛ െ ܲΔݐௗ (2.7)

Relaxation is also modelled in SENSE (2.8), where ߚ௥௥  is the recovery rate, and ߙ is the 

growth ratio that can eventually be reached).  Relaxation only occurs if the current is drawn 

from the battery for at least a predetermined period of time. 

௥௘௦ܧ  ൌ ௥௘௦ܧߙ
ᇱ ൫1 െ ݁ିఉೝೝሺ௧ି௧బሻ൯ (2.8)

J-Sim [151] provides models for rate discharge in both Coin-Cell and Li-NR cell types, and 

uses a lookup table to obtain the capacity that is seen for different discharge currents.  The 

SenQ simulator [153] provides an advanced battery model to represent both rate discharge 

and relaxation through the use of an optimised version (which obtains an increase in  

performance of four orders of magnitude) of that proposed by Rakhmatov et al. [170]. 

The energy model must also give consideration to the consumers of energy in a node.  A 

commonly quoted energy model is that proposed by Heinzelman et al. [171], which 

considers the energy cost incurred through transmitting a packet as being a direct function of 

the length of the packet ݈ [bits].  This model provides equations for the energy required to 

transmit (2.9) and receive (2.10) a packet, where ܧ௘௟௘௖  [J] is the energy required for the 
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circuitry to transmit or receive a single bit, ܧ௔௠௣ [J] is the energy required for the transmit 

amplifier to transmit a single bit a distance of one meter. 

,௧௫ሺ݈ܧ  ݀ሻ ൌ ௘௟௘௖݈ܧ ൅ ௔௠௣݈݀ଶ (2.9)ܧ

௥௫ሺ݈ሻܧ  ൌ ௘௟௘௖݈ (2.10)ܧ

While this system permits simplistic modelling, it is largely optimistic in terms of the energy 

consumption.  This is because it does not factor costs associated with having the transceiver 

enabled but not receiving or transmitting data (for example, the energy consumed through 

idle-listening, where the receiver is enabled but not receiving data).  Additionally, this model 

can make the developer assume that the energy cost per packet is equal to the energy per bit 

multiplied by the packet length, ignoring MAC layer overheads (such as acknowledgments, 

headers, and control packets), collisions, and overhearing [162].  Therefore, it is generally 

more realistic to consider the time that the radio transceiver is enabled for, and let the 

communication protocol layers handle how long this has to be in order to successfully 

communicate.  Wang et al. [172] propose a model for the transmit (2.11) and receive (2.12) 

power consumption of a radio transceiver, where ߳ is the drain efficiency of the transmit 

amplifier, ௧ܲ  [W] is the radiated transmit power, ௧ܲ଴  [W] is the power consumed by the 

transmit circuitry, and ௥ܲ଴  [W] is the power consumed by the receive circuitry.  

Alternatively, some simulators use a look-up-table for current or power consumptions of the 

radio in different states (for example, receiving, idle, transmitting, and sleeping) [143]. 

 
௧ܲ௫ ൌ ௧ܲ଴ ൅ ௧ܲ

߳  (2.11)

 ௥ܲ௫ ൌ ௥ܲ଴ (2.12)

While some simulators choose to consider the radio transceiver as the only energy consumer, 

this can be an unrealistic assumption to make in many situations [143].  In some scenarios 

where the radio transceiver spends a large proportion of its time in a sleep mode, the node’s 

microcontroller can use a significant proportion of its available energy.  Furthermore, if 

high-powered sensors or other peripherals are used, these can dominate consumption [9].  A 

number of simulators use look-up-tables in order to model the current consumption of the 

node’s hardware.  This includes considering the different power states of the radio 

transceiver and microcontroller [148, 151], and even sensing [164, 165].  The GTSnetS 

simulator [150] provides two models for calculating the sensor energy consumption that are 

not simply obtained from a look-up-table.  The first model considers that the energy cost 

incurred is directly proportional to the number of bits obtained from the sensor; hence the 
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number of bits obtained are multiplied by a predefined constant.  The second model 

considers that the sensor’s range can be traded with energy, and hence the energy per bit 

from the first model is scaled appropriately with distance. 

The TOSSIM and AVRORA emulators have each had energy consumer models developed 

for them, named PowerTOSSIM [173] and AEON [174] respectively.  Both of these models 

operate upon empirical measurements of the current consumptions of their emulated device 

hardware (including the radio transceiver, microcontroller, and sensors).  These current 

consumptions are used by the model, which inspects the emulated code for hardware state 

changes and uses this to calculate the overall power consumption. 

2.4.2.3 Modelling Sensing 

Accurate sensing and environmental parameter models are important to WSN simulation as 

it is the environmental phenomena and the sensors that sense them that drives operation, 

controls traffic, and affects the behaviour of algorithms such as data aggregation and fusion 

[153].  Despite this, sensing is often neglected in WSN simulation, and is often limited to 

feeding nodes with random numbers or giving each node a static value [165]. 

J-Sim [146] uses the SensorSim [144] architecture for sensing, providing a sensor channel in 

the environment and a sensor stack in the node.  The sensor channel, similar to the wireless 

propagation channel for communication, is used to supply data to the different sensor 

modules.  The sensor stack in the simulated nodes contains two layers: the physical layer and 

the sensor layer.  The physical layer detects stimuli in the sensor channel and uses a 

propagation model to detect the strength at which it was detected.  The sensor layer then 

extracts and computes application-relevant data, which are passed to the node’s application. 

The SenQ simulator [153] models two types of sensed phenomena: diffusive channels and 

mobility channels.  Diffusive channels model environmental parameters such as temperature, 

which diffuse throughout the environment.  Mobility channels model properties of discrete 

objects (detectable by parameters such as light intensity and acoustics) though considering 

wave-based propagation.  The SENS simulator [164] uses the environmental ‘tile’ concept 

(as used for its communication model) in order to model the sensing of wave-based objects 

such as acoustics.  Castalia [165] claims that diffusive parameters (such as temperature) can 

be modelled by mobility techniques, by considering a number of discrete sources that are 

diffused over space and additively applied to a sensor, as shown in (2.13), where ݏሺݐሻ is the 

value of the physical process at time ݐ [s], ݏௗሺݐሻ is the detected (or sensed) value at time ݐ 
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[s], ݀௡ሺݐሻ [m] is the separation distance from the ݊th source at time ݐ [s], and  ߩଵ and ߩଶ are 

source diffusion parameters.  Alternatively, Castalia allows a simpler representation whereby 

can a script file dictates the values that each sensor receives. 

ௗݏ  ൌ ෍
ሻݐሺݏ

ሺߩଵ݀௡ሺݐሻ ൅ 1ሻఘమ
௔௟௟ ௦௢௨௥௖௘௦ ௡

 (2.13)

Additionally, Castalia observes that “issues like sensing device noise or bias are rarely 

taken into account,” and applies to each sensor a normally distributed bias (representing 

difference in the manufacturing process), normally distributed noise, and the future 

implementation of drift.  The GTSnetS simulator [150] includes the modelling of errors and 

accuracy in sensed data by providing three different models.  First, the sensing process can 

be affected by a bounded random error as shown in (2.14), where ݏௗ is the sampled value, 

 .௠௔௫ߝ ௠௜௡ andߝ is a uniform random value bounded by ߝ is the real value, and ݏ

ௗݏ  ൌ ቀ1 ൅
ߝ

100ቁ ݏ , ݁ݎ݄݁ݓ ,௠௜௡ߝሺܷ~ߝ ௠௔௫ሻ (2.14)ߝ

Second, a distance dependent sensing accuracy can be incorporated; where instead of 

placing constant bounds on the random value ߝ, the bounds are a function of the distance 

(2.15). 

 െߝ௠௜௡ ൌ ௠௔௫ߝ ן ݀ఎ (2.15)

Third, the error value can be an additive normally distributed error ܺఙ with zero mean and 

variance ߪଶ, applied as shown in (2.16). 

ௗݏ  ൌ ݏ ൅ ܺఙ , ݁ݎ݄݁ݓ ܺఙ~ܰሺ0, ሻ (2.16)ߪ

2.4.2.4 Modelling Timing 

The modelling of timing is often overlooked in WSN simulation.  WSNs are usually 

temporally sensitive (delivering a spatial and temporal representation of the surrounding 

environment) and, due to the low-cost low-power nature of nodes, clock drift results in 

different nodes having a different appreciation of the ‘current time’.  Time modelling is 

important for simulating algorithms such as duty-cycled MAC layers (which require 

temporal synchronisation), and time-sensitive algorithms requiring data to be marked with 

accurate time-stamps [153].  A mathematical analysis of clock drift is presented by 

Symmetricom [175] which identifies the frequency of an oscillator as (2.17) where ݂ [Hz] is 

the oscillator frequency, ௡݂௢௠ [Hz] is the nominal frequency of the oscillator, Δ ଴݂ [Hz] is the 
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initial frequency error, ܽ is the aging rate, Δ ௡݂ [Hz] is the short-term frequency instability 

(due to noise) and Δ ௘݂  [Hz] is the environmental frequency variance (due to parameters such 

as temperature). 

 ݂ሺݐሻ ൌ ௡݂௢௠ ൅ Δ ଴݂ ൅ ܽሺݐ െ ଴ሻݐ ൅ Δ ௡݂ሺݐሻ ൅ Δ ௘݂ሺݐሻ (2.17)

Providing a consideration for time modelling is of importance to simulation; however, 

explicit timing models are virtually non-existent in WSN simulators.  The SENS simulator 

[164] provides delay modelling whereby signal delays (affecting both the propagation of 

radio waves and environmental signals that are sensed) vary depending on the environment 

that the signal is passed through.  The recently proposed SenQ simulator [153] implements 

both clock skew (error in the time when the clock was initially set) and clock drift (different 

nodes have different definitions for the length of a second), calculated using (2.17).  In 

addition, the recently proposed Castalia simulator [165] allows different nodes to ‘turn on’ at 

different times, hence implicitly introducing initial synchronisation errors between nodes. 

2.4.3 Discussion 

This section has addressed the modelling and simulation themes of this research.  Simulation 

is often used in the evaluation of WSNs, due to the ability to quickly and easily evaluate, 

optimise, and adjust proposed algorithms and protocols.  A wide range of simulators are 

available, both for generic networks, and those specific to WSNs.  These simulators all have 

strengths and weaknesses that tailor their use to different applications, platforms, simulation 

requirements, and design decisions.  The correlation between simulation and practice 

depends fundamentally on the realism and range of models implemented in the simulator.  

Communication models are heavily researched for traditional wired networks, wireless 

networks, and WSNs.  The required level of detail in the communication model needs to be 

considered to trade simulation accuracy with development and simulation time.  Due to the 

volume of research into energy-aware WSN algorithms, sufficient energy modelling is 

paramount to WSN simulation.  The modelling of energy stores has improved over recent 

years to include battery models which consider rate discharge and relaxation effects, but 

‘ideal’ stores and batteries are generally the only types offered.  The modelling of energy 

consumers varies considerably between simulators but, at best, is modelled empirically from 

measurements of the current drain for different devices and peripherals on the node.  Sources 

of energy harvesting are not explicitly considered in any of the WSN simulators 

investigated.  While the operation of sensors and the sensed phenomena have a major 
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influence on the operation of a WSN, they are often simulated with little consideration.  

Some simulators have modelled sensed phenomena through the implementation of a sensor 

channel, and the interpretation of these data through a limited sensor stack.  While some 

recently proposed simulators have suggested the modelling of sensor accuracy and error, 

these models are general noise models, or specific to tracking scenarios.  Recent simulators 

are also beginning to consider timing models, which consider the effect of clock drift on the 

operation of nodes.  Fundamentally, careful consideration should be given to all possible 

areas of a sensor node, in order to adequately model those that can affect the performance of 

the algorithm under evaluation, and hence offset the results that are being obtained. 

2.5 Summary 

This chapter has established the state-of-the-art in the energy-aware, information-aware, and 

modelled and simulation themes of this research.  Specific assumptions, limitations and 

capability have been identified, and these form the basis of this thesis. 

Due to the constraints imposed on nodes, energy efficiency is of paramount importance in 

WSNs.  Energy-aware algorithms should be considered at all aspects of hardware 

development and algorithm design.  The operation of the network should be controlled in 

order to maximise the lifetime (and hence minimise the collective energy consumption) of 

the network.  Such energy-aware algorithms should also consider the nodes energy 

resources, including the presence of any energy harvesting sources. 

The primary purpose of most WSNs is to disseminate information from and around the 

network.  To date, most networks consider all data to be of equal importance to the end-user.  

By considering the information content of a transmitted packet, its propagation through the 

network can be controlled.  This is the concept behind information-aware algorithms. 

Furthermore, the potential for information-aware event-based dissemination techniques in 

the operation of autonomous nodes has been highlighted.  The use of rule-based approaches 

to define event detection often proves to be the most accurate method. 

Protocol stacks are widely used in both practical implementations and network simulation.  

While protocol stacks give structured consideration to different tasks of the communication 

stack, other node functions such as energy management, intelligent sensing, actuation and 

locationing are often overlooked, and bundled into an overflowing application layer.  This 

chapter has provided an overview of MAC and NET layers, a background of which is 

relevant to the decisions made regarding network simulation in Chapter 5.  A wide variety of 
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simulators have been proposed for evaluating WSNs.  These are distinguished from each 

other by factors such as scalability, code emulation, and extensibility or, more often, through 

the range of models that they offer.  While the modelling of communication has received 

significant attention, aspects such as energy, sensing and timing are often neglected. 



 

 

Chapter 3  
 
IDEALS/RMR: Energy and 
Information Management 

In Chapter 2, the importance of both information- and energy-management in WSNs was 

presented, and the need for energy-aware information dissemination algorithms based upon 

non-predictive techniques highlighted.  This chapter presents IDEALS/RMR (Information 

manageD Energy-aware ALgorithm for Sensor networks with Rule Managed Reporting), 

which extends the lifetime of a WSN through a combination of information-management 

and energy-management.  Section 3.1 gives an overview of the IDEALS/RMR system as a 

whole, while sections 3.2 and 3.3 provide a detailed description of the operation of the RMR 

and IDEALS components respectively.  A set of guidelines for the configuration of 

IDEALS/RMR are given in section 3.4. 

3.1 Overview 

IDEALS/RMR is an application independent, localised technique to extend the lifetime of a 

WSN. IDEALS/RMR functions alongside the traditional wireless sensor node system 

architecture presented in Fig. 1-2 and offers significant energy savings and managed 

information throughput.  IDEALS makes independent decisions at each node, which follow 

a global network-wide energy policy.  The extension in the network lifetime is achieved at 

the possible sacrifice of low information packets as a result of a union between: 

Information Management: the process of discriminating between packets based 

upon their information content (the usefulness of communicated data).  Rule Managed 

Reporting (RMR) determines when events occur in the sampled environment, and the 

information contained in subsequently generated packets (described in section 3.2). 
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Energy Management: the process of discriminating between packets based upon the 

state of a node’s energy resources.  IDEALS balances a packet’s information content 

obtained from RMR with the state of the node’s energy stores (which are 

supplemented by, and lever the benefits of, energy harvesting) to control the node’s 

network involvement (described in detail in section 3.3). 

This union results in a node’s behaviour and operation being determined independently from 

its neighbouring nodes, as a function of its local energy state and the importance of events 

occurring in its sensed environment; this has not been explicitly considered before.  The 

primary concept of IDEALS/RMR is that a node with a high energy reserve acts for the good 

of the network by generating packets from all locally detected events, and by participating 

fully in packet routing.  However, a node with a near-depleted energy reserve acts selfishly, 

by only generating or routing packets that are deemed to have a high information content.  If 

a node does not wish to participate in the routing of a packet, it appears invisible by not 

responding to its neighbours’ requests.  By doing this, IDEALS/RMR extends the network 

lifetime for important packets, through the possible loss of low importance packets.  Under 

normal conditions, it is anticipated that a network should be designed to harvest as much as 

energy as it depletes, resulting in the transparent operation of IDEALS/RMR.  However, for 

short periods, a large influx of traffic can be witnessed as the network responds to significant 

events (known as an event shower [54]).  During these, IDEALS/RMR manages the decline 

of the network to maintain its usefulness and maximise information throughput. 

3.2 RMR: Detecting Events and Quantifying Information 

While a wide range of techniques for WSN information extraction exist that use predictive 

techniques (discussed in section 2.2), these are usually conducted with an aim of completely 

reconstructing the sampled parameter at the sink node to within a certain tolerance.  An 

example of this is the method proposed by Kho et al. [176], which evaluates the information 

in sampled data (through mathematically evaluating the uncertainty, and hence information, 

contained in a sample) in order to optimally adjust the sample rate and maintain an 

‘acceptable’ reconstruction at the sink.  However, it was noted through discussion with end-

users that, often, they are not concerned with obtaining a reconstruction of the data (which 

then has to be further processed on this sink node to detect notable events) but are instead 

interested in the occurrence of particular events [69].  Therefore, in this research RMR is 

proposed as a system providing event detection, implemented through the use of designer-

created rules.  The purpose of RMR is to determine when events have occurred in the sensed 
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environment, and to ascertain the respective information content of such data.  RMR is a 

local process occurring at each node, and requires no negotiation or knowledge about other 

nodes.  As such, RMR (and subsequently IDEALS) could be applied to a single wireless 

sensor, as a method of energy and bandwidth management through the discrimination of 

sensed data.  

The operation of RMR relies on the ability of the designer to decide upon a set of rules that 

describe the importance of different events that could occur during the operation of the 

network (guidelines for the creation of rules are given in section 3.4).  For each rule created 

by the designer, a packet priority (PP) is assigned, which relates to how important a 

subsequently generated packet is.  For example, in a scenario using five PPs (PP1-PP5), a 

high packet priority (PP1) relates to a high information packet (for example, a car tyre 

pressure sensor detecting a fast puncture requiring urgent action).  Conversely, a low packet 

priority (PP5) relates to a low information packet (for example, a routine ‘everything is ok’ 

packet).  Intermediate priorities PP2-PP4 are allocated to packets whose information content 

lies between these two extremes (for example, PP3 could relate to a slow puncture).  As 

justified in Chapter 2, it is a feasible assumption that events with differing importance and 

usefulness can be identified in many application scenarios.  Furthermore, high importance 

packets can often be used in order to identify specific ‘events’, while low importance 

packets can be used to ensure a reasonably up-to-date picture of the network is provided to 

the end-user when sufficient energy is available to support it. 

The RMR system is implemented in a node’s embedded firmware, located between the 

sensors and the communication stack in order to detect events (and quantify their 

importance) before packets are sent; the RMR system diagram is shown in Fig. 3-1.  The 

location and integration of RMR into a sensor node’s embedded firmware is discussed in 

greater detail in section 5.3.3 (and shown in Fig. 5-5).  In Fig. 3-1, data are periodically 

sampled from multiple sensors (monitoring parameters in the environment), and processed 

into ‘meaningful’ values (such as the temperature in degrees Celsius, or incident light level 

in lux).  These values are passed to the RMR controller to generate a packet payload (if it 

decides that an event has occurred) with an associated PP.  RMR performs this by using rule 

compliance to ascertain if any of the rules in the rule table have been triggered, using the 

history where necessary.  A list of triggered rules is returned to the RMR controller, which 

passes them to payload assembly to generate the packet payload.  A packet payload is 

returned to the RMR controller, which outputs the packet payload and PP to the next stage 

(in this case, IDEALS).  The individual components of RMR are considered below. 
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FIGURE 3-1 : The RMR system diagram 

3.2.1 The Rule Table 

RMR uses a rule table to describe what constitutes an event in the sensed environment, and 

the respective PP of a subsequently generated packet.  Each rule in the rule table consists of 

the following fields: 

Name: a descriptive and unique identifier for the rule. 

Sensor: the sensor or sensors to which the rule applies. 

Type: the action of the rule, selected from the list presented in this subsection (for 

example threshold, differential, periodic, routine, or feature). 

Value: the rule trigger value, such as the differential magnitude, or time period. 

Packet Priority: the packet priority (PP) that is allocated to a packet generated on 

fulfilment of this rule. 

Parameter: additional rule-specific parameter. 

Direction: specifies whether the rule applies to ‘rising’ or ‘falling’ signals (or ‘both’). 

The rule table is predefined by the designer, but there is obvious scope for allowing this to 

be updated during network operation by broadcasting control packets through the network.  

The number of rules that can be defined by the designer is limited only by the available 

program memory (each rule is small, consisting of only the fields shown above) and 
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execution time.  Rules describe differing events that can be detected in the sensed 

environment, including but not limited to threshold, differential, periodic, routine and feature 

rules, which are individually detailed for the remainder of this subsection. 

3.2.1.1 The Threshold Rule 

A threshold rule is triggered whenever the current and last values sampled from a sensor are 

on opposite sides of the threshold (therefore the threshold has been crossed).  An example of 

a threshold rule could be “if the temperature rises above or drops below 60 degrees”.  

Threshold breaches that occur as a result of local troughs and peaks occurring in the sensed 

parameter between samples will not be detected.  Threshold event detection can be used to 

detect useful events in a very wide range of practical scenarios including the monitoring of 

water depth, structural strain, office temperature, and transport embankment tilt [69]. For the 

fields in an RMR threshold rule, value represents the threshold level, parameter controls 

hysteresis, and direction is enabled.  The algorithm for threshold triggering is shown below: 

 ' identifies if a threshold rule has been triggered 

function threshold(rule, current_sample) 

 ' check to see if hysteresis is currently locking the rule triggering 

 trigger_locked = history.get_hysteresis_locked(rule) 

 if trigger_locked then 

  if absolute(current_sample - rule.value) > rule.parameter then 

   history.set_hysteresis_locked(rule, false) 

   trigger_locked = false 

 ' if rule triggering is not locked, check if the rule is triggered 

 rule_triggered = false 

 if not trigger_locked then 

  last_sample = history.get_last_sampled_value(rule.sensor) 

  if last_sample = nothing then 

   rule_triggered = true 

  if rule.direction != "falling" then 

   if (current_sample > rule.value) && (last_sample <= rule.value) then

    rule_triggered = true 

  if rule.direction != "rising" then 

   if (current_sample < rule.value) && (last_sample >= rule.value) then

    rule_triggered = true 

  if rule_triggered then history.set_hysteresis_locked(rule, true) 

 ' return whether or not the rule has been triggered 

 return rule_triggered 

 
Direction specifies if the rule will be triggered upon the sampled value ‘rising’ through the 

threshold, ‘falling’ through the threshold, or both. The direction that the sampled value is 
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moving in is included in reported packets, aiding in the reconstruction of data at the sink 

(and occupying only 1 bit). 

 

FIGURE 3-2 : Hysteresis in the threshold triggering mechanism. 

Parameter is used in order to introduce hysteresis into triggering operation (representing a 

required displacement from the threshold), and helps to suppress spurious packet 

transmissions due to noise-induced signal oscillations about the threshold.  If parameter is 

zero, no hysteresis will be used on threshold triggering, and hence the rule will be triggered 

whenever the sensed value cross value (subject to the state of direction).  If parameter is 

nonzero, after the rule is triggered, the sensed value will have to displace from the threshold 

by more than the value of parameter before it can be triggered again.  This is illustrated 

graphically in Fig. 3-2, where the dotted line represents the threshold level set by value, the 

crosses signify points where the rule is triggered, and the shaded areas (their height 

controlled by parameter) highlight where hysteresis is currently ‘locking’ rule triggering 

(hence the rule is not triggered even when the sensed data crosses the threshold).  In this 

example, direction is set to ‘both’, hence the rule is triggered when the sensed value crosses 

the threshold in either direction. 

3.2.1.2 The Differential Rule 

A differential rule is triggered whenever the current and last values sampled from a sensor 

differ by more than a certain amount.  An example of a differential rule could be “if the 

temperature changes by more than five degrees between samples”.  Local troughs and peaks 

(for which the gradient exceeds that of the differential) that occur in the sensed parameter 

between samples will not be detected.  Differential event detection is suggested to be useful 

in detecting long term trends such as the increase in office temperature or gradual eroding of 

transport embankments [69].  For the fields in a threshold rule, value represents the 

magnitude of the differential, parameter is unused, and direction is enabled.  As with the 

threshold rule, direction specifies if the rule will be triggered upon the sampled value 

‘rising’ by an amount greater than the differential, ‘falling’ by an amount greater than the 

threshold, or both. The direction that the sampled value is moving in is included in reported 
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packets, aiding in the reconstruction of data at the sink (and occupying only 1 bit). The 

algorithm for differential triggering is shown below: 

 ' identifies if a differential rule has been triggered 

function differential(rule, current_sample) 

 ' check (and return) if the rule is triggered 

 last_sample = history.get_last_sampled_value(rule.sensor)  

 if last_sample = nothing then 

  return true 

 if rule.direction != "falling" then 

  if (current_sample – last_sample) >= rule.value then 

   return true 

 if rule.direction != "rising" then 

  if (current_sample – last_sample) <= rule.value then 

   return true 

 return false 

 

3.2.1.3 The Periodic Rule 

A periodic rule is triggered when the rule has not triggered for a certain period of time.  An 

example of a periodic rule could be “every 10 minutes”.  For the fields in a periodic rule, 

value represents the required time period, and parameter and direction are unused.  The 

algorithm for periodic triggering is shown below:  

 ' identifies if a periodic rule has been triggered 

function periodic(rule) 

 ' check (and return) if the rule is triggered 

 time_last_periodic = history.get_time_last_periodic(rule.name)  

 if time_last_periodic = never then 

  history.set_time_last_periodic(current_time()) 

  return true 

 elseif absolute(time_last_periodic - current_time()) >= rule.value then  

  history.set_time_last_periodic(current_time())   

  return true 

 else 

  return false 

 
Periodic rules are required in order to satisfy an end-user desire to maintain a reasonably up-

to-date impression of the network.  The frequency and importance of the periodic allows the 

energy consumed to be traded with the disseminated temporal resolution. 
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3.2.1.4 The Routine Rule 

A routine rule is an alternative to the periodic rule, which is usually more energy and 

bandwidth efficient.  A rule is triggered if a packet of the rule’s PP or higher has not been 

reported for a certain period of time.  An example could be “if no packet of >PP3 has been 

sent for over 15 minutes”.  In a routine rule, value represents the required time period, and 

parameter and direction are unused.  The algorithm for routine triggering is shown below: 

 ' identifies if a routine rule has been triggered 

function routine(rule) 

 ' check (and return) if the rule is triggered 

 time_pp_last_passed = history.get_time_last_passed(rule.sensor, rule.pp)  

 if time_pp_last_passed = never then 

  history.set_time_last_passed(rule, current_time()) 

  return true 

 elseif time_diff(time_pp_last_passed, current_time()) >= rule.value then  

  return true 

 else 

  return false 

3.2.1.5 The Feature Rule 

A feature rule is a more advanced analysis of sampled data (for example using FFTs or 

pattern detection), and hence is strictly a family of rules as opposed to a specific rule.  

Feature rules are triggered when a particular pattern or feature is detected. 

3.2.2 The RMR History 

The RMR history object contains information on previously occurring events and data, for 

use by rule compliance in ascertaining if rules have been triggered.  For the majority of 

rules, only the ‘previous sample’ or ‘time since’ needs to be stored in memory; this requires 

very minimal overheads (feature rules may require additional storage and computation to 

detect complex patterns).  The history is required to provide the following information: 

Last Sampled Value – maintained for use by threshold and differential rules which, 

in order to calculate if the threshold has been crossed or the differential exceeded, 

require knowledge of the last value that was sampled by each sensor on the node.  

Therefore, a separate record is stored for each sensor. 
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Hysteresis Locked – maintained for use by threshold rules, which use it to implement 

the hysteresis feature discussed above by storing whether or not triggering is currently 

locked due to hysteresis.  A record of whether or not triggering is locked is stored for 

each threshold rule in the rule table. 

Time Last Period– maintained for use by periodic rules, which need to calculate the 

time difference between the current time and the last-triggered time.  A record of the 

last period time is stored for each periodic rule in the rule table. 

Time Last Passed– maintained for routine rules, which require knowledge of the time 

a rule of PP߯ or above was last triggered.  A record is stored for each sensor and PP. 

3.2.3 Rule Compliance 

Rule compliance checks samples received from a sensor against each rule in the rule 

database (using the RMR history for information about previous packets and samples).  The 

rule compliance algorithm in RMR is shown below: 

 ' identifies which rules have been triggered 

function rule_compliance(sensor, current_sample) 

 ' inspect each rule in the rule table 

 for each rule in rule_table 

  ' if this rule relates to the current sample... 

  if rule.sensor = sensor 

   rule_triggered = false 

   switch(rule.type) 

    case "threshold" 

     rule_triggered = threshold(rule, reading) 

    case "differential" 

     rule_triggered = differential(rule, reading) 

    case "periodic" 

     rule_triggered = periodic(rule) 

    case "routine" 

     rule_triggered = routine(rule) 

    case "feature" 

     rule_triggered = feature(rule, reading) 

   ' if the rule has been triggered, add it to the triggered rules list

   if rule_triggered then 

    triggered_rules.add(rule) 

 next 

 ' update the history with the current sample from the sensor 

 history.set_last_sampled_value(sensor, current_sample) 

 ' return the list of triggered rules 

 return triggered_rules 
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Any rules that are fulfilled are passed back to the RMR controller to determine the 

information content of the packet. 

3.2.4 Payload Assembly 

After rule compliance has identified which rules (if any) have been triggered, they are 

passed to payload assembly along with the data obtained from the sensor.  The purpose of 

payload assembly is to create the payload to be transmitted in a packet, and to assign a PP to 

the packet.  In the version of RMR that is presented later in this thesis, the following fields 

are assembled in the payload: 

Time Of Sample – The time at which the sample was made.  Four bytes allow years 

between  2000 to 2136 to be represented with a one second resolution. 

Sensor – An ID number that allows the sensor type to be identified.  One byte allows 

up to 256 different sensor types to be represented. 

Sample Confidence – A measure of the confidence in the sampled value (obtained 

from intelligent sensors).  One byte permits 0-127% confidence with 0.5% resolution. 

Signal Direction – A single bit that is used to denote whether the sampled parameter 

has increased or decreased since the last sample. 

Value Length – The length in bytes of the data value in the payload (which follows 

this field).  Seven bits allow data values of up to 128 bytes. 

Value – Contains the sample obtained from the sensor(s). 

Multiple rules can often be triggered by a data sample, resulting in rule compliance passing 

multiple rules to payload assembly.  This is handled by allocating the payload the highest PP 

out of all of those that have been triggered.  The PP is not integrated into the payload, and is 

passed separately to IDEALS. 

3.3 IDEALS: Balancing Energy with Information 

IDEALS works alongside RMR to form the IDEALS/RMR system (shown in Fig. 3-3), 

which receives data and its associated PP, and ascertains whether or not transmitting the 

packet is worth the energy cost incurred. 
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FIGURE 3-3 : The IDEALS/RMR system diagram 

In addition to receiving data from RMR, the IDEALS controller also receives information on 

the energy status (which is obtained from the energy source and energy stores through 

energy analysis).  The energy status is passed to energy priority allocation, which assigns 

the node’s energy state with an energy priority (EP).  The IDEALS controller passes the EP 

and PP to priority balancing, which decides whether or not the packet should be transmitted.  

If it should, the IDEALS controller passes the packet to the communication stack for 

transmission.  Additionally, packets that require routing are passed to IDEALS from the 

communication stack (the packet from the source node contains its PP), and are handled by 

the IDEALS controller in the same way as for new packets. 

3.3.1 Energy Priority Allocation 

The node’s energy resources are characterised by EP allocation, which assigns an EP based 

on the state of the energy resources.  For example, in a five EP scenario (EP1–EP5), nodes 

with high energy reserves are allocated a high energy priority (EP5), while near depleted 

energy stores are allocated a low energy priority (EP1). Intermediate priorities EP2–EP4 

relate to the energy levels which lie between these extremes. Additionally, a fraction of the 

energy is allocated to EP0, maintaining a reserve to manage the node when the energy store 

is heavily depleted.  In this state, no sensing or communications takes place. 

The relationship between the energy priority and the residual energy level is dictated by a 

number of energy thresholds, which map the EPs to different residual levels of the energy 

store.  These are specified as an energy priority (depicted ߯ܲܧ), and its lower threshold.  
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There are two methods for specifying thresholds in EP allocation, using a) relative 

thresholds, or b) absolute thresholds.  Relative thresholds (the lower relative threshold of 

 is depicted by ߮ఞ) specify the threshold as a fraction of the energy store’s total energy ߯ܲܧ

capacity.  In this way, if the nodes in the network have heterogeneous energy store 

capacities, their thresholds are located at different absolute positions (as shown in Fig. 3-4a).  

This results in all nodes originally being in the same energy priority, and hence the nodes 

with the smaller energy stores consuming a higher fraction of their energy. Therefore, the 

operation of IDEALS/RMR will affect each node differently, as opposed to being a network 

wide policy.  With relative thresholds, the EP that the node is currently assigned is given in 

(3.1), where Φ is the number of EPs (i.e. the maximum EP is ܲܧΦ). 

 

FIGURE 3-4 : Examples of the a) relative, or b) absolute energy threshold specification 

techniques in IDEALS. 

 ߮ఞିଵ ൑
௥௘௦ܧ

௠௔௫ܧ
൏ ߮ఞ , 0 ൑ ߯ ൑ Φ (3.1)

Absolute thresholds (the lower absolute threshold of ߯ܲܧ is depicted by ߰ఞ ) specify the 

threshold as an absolute energy value.  In this way, nodes with different capacity energy 

stores have their thresholds located at the same absolute positions (as shown in Fig. 3-4a).  

This might mean however, that nodes with lower energy capacities never participate in the 

communication of low-importance packets.  With absolute thresholds, the EP that the node 

is currently assigned is given by (3.2). 

 ߰ఞିଵ ൑ ௥௘௦ܧ ൏ ߰ఞห
టഖୀா೘ೌೣఝഖ

, 0 ൑ ߯ ൑ Φ (3.2)

The choice of relative or absolute thresholds is dependent on the application, network 

configuration, and node hardware, and hence the choice is left to the designer.  It should 

however  be consistent throughout the set of EP thresholds. 
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FIGURE 3-5 : Hysteresis in the IDEALS Energy Priority process. 

The EP thresholds ߮ఞ or ߰ఞ have hysteresis applied to them in order to reduce oscillations 

between EPs.  This is implemented by specifying a separation ߜ which is superimposed onto 

the EP threshold, as shown in Fig. 3-5.  For example, if the node is currently assigned EP3, 

in order to ‘fall out’ to EP2, the energy level must fall below ߮ఎ െ  Likewise, in order to  .ߜ

‘rise in’ to EP4, the energy level must rise above ߮ఎ ൅  Note, that due to the inclusion of .ߜ

hysteresis, equations (3.1) and (3.2) are only valid for the condition ߜ ൌ 0. 

3.3.2 Priority Balancing 

 

FIGURE 3-6 : Priority balancing in IDEALS 

Priority balancing in IDEALS is the process of trading the node’s available energy with a 

packet’s information content in order to determine whether or not the packet should be 

transmitted.  This is performed by comparing the packet priority (PP) obtained from RMR 

R
es

id
ua

l E
ne

rg
y

Inform
ation C

ontent



IDEALS/RMR: Energy and Information Management 68 

 

with the energy priority (EP) obtained from energy priority allocation, and decides whether 

or not the packet should be transmitted.  A packet will be sent if EP ൒ PP. Therefore, as the 

node’s energy resources deplete, packets will be selectively discarded in order of their 

deemed information content. The priority allocation and balancing process can be seen in 

Fig. 3-6. For example, if the energy store is full (EP5), packets with any information content 

(PP1–PP5) will be transmitted. However, if the energy store is near depleted (EP1), only 

packets with a high information content (PP1) will be transmitted. 

IDEALS is also used during the packet forwarding process.  When a sensor node receives a 

packet that requires forwarding, IDEALS makes the same comparison between the PP 

(embedded in the received packet), and the EP.  If the node does not have the required 

resources to forward the packet, it is simply discarded.  For routing protocols that require a 

handshaking process, the PP can be embedded in the handshake data.  In this way, the 

receiver node can decide whether or not to respond to the request. 

3.3.3 Energy Priority Sub-Networks (EPSNs) 

 

FIGURE 3-7 : Energy Priority Sub-Networks (EPSNs) inherently created through the 

use of IDEALS.  The network connectivity a) for a packet of importance PP1, b) for a 

packet of importance PP2, and c) for a packet of importance PP3, is shown by the 

connecting lines. 

Because IDEALS/RMR selectively discards packets during the routing process based upon 

the perceived information content, a number of energy priority sub-networks (EPSNs) are 
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inherently introduced; EPSNs are temporally dynamic sub networks that provide different 

levels of connectivity for different PPs.   For example, a packet of the highest priority will be 

handled by any node in the network (save those in EP0), and so packet routing can use a 

fully connected network.  However, a packet of low priority will generally only be handled 

by a small subset of the nodes in the network, and so packet routing will see a considerably 

smaller sub network.  This is depicted graphically in Fig. 3-7. 

The concept of EPSNs is central to the operation of, and the energy savings and information 

control associated with, IDEALS/RMR.  By having only a sub-set of the network available 

for the communication of less-important data, connectivity is maintained for important data. 

3.4 Guidelines for Configuring IDEALS/RMR 

This section provides generic guidelines to configure IDEALS/RMR for a monitoring 

application.  It is the author’s belief that it should be possible for an end-user or application 

designer to select a set of rules simply, provided that they have knowledge of the 

environment being sensed, and are aware of what constitutes important and useful data.  It 

can be argued that in many applications, even if it the designer is unaware of what the 

sampled data is usually likely to be, they are still be able identify the events that they are 

interested in knowing about. 

The guidelines are shown below: 

1) The Application, Environment and Scenario.  It is necessary that the designer 

has an understanding of the application, environment, and scenario.  The designer 

should have an appreciation of what it is that they are sensing, how this is likely to 

vary, and what is considered to be a noticeable event in such a scenario.  

2) Event Detection.  The designer must identify events that they (or the end-user) 

consider to be useful information.  Once they have been identified, their importance 

requires quantification through the allocation of a PP. 

a) What constitutes an event?  From an application perspective, a list of events 

should be collated that are of interest to the end-user, for example ‘pump 

overheating’, ‘subject moving’, or ‘sensor failure’. 

b) How important is each event?  Once the event list has been collated, the 

designer needs to quantify the usefulness of the data to the end-user by 

allocating a PP to each event.  Each event does not need to have a distinct PP, 
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for example both ‘pump overheating’ and ‘sensor failure’ may be quantified as 

being of equal importance to the end-user.  Through this, the designer has the 

option of creating any number of PPs.  At this stage, the designer has the ability 

to set the maximum number (Φ) of PPs and EPs.  Φ will at most equal the 

number of rules in the rule set (as more than this will include redundant EPs that 

serve no purpose and incur overheads).  At its simplest, Φ ൌ 1, and all events 

are deemed to be of equal importance to the end-user (IDEALS is disabled). 

c) How can the events be detected?  Now that the events and their deemed 

importance have been designed, thought needs to be given to how they can be 

detected using the nodes onboard sensors, and RMR’s threshold and differential 

rules.  If these rules cannot be used to detect the event, it is likely that a feature 

rule could be used; feature rules are not discussed further in this thesis. 

3) Dissemination Resolution.  In addition to detecting events in the environment, the 

designer must also give consideration to the creation of rules that are used to provide 

the end-user with a ‘reasonably’ up-to-date representation of the network.  This aids in 

remote signal reconstruction, and also gives the user the ‘reassurance’ that the network 

is still operational [63]. 

a) What is the desired dissemination resolution?  A trade-off exists between 

saving energy (by transmitting few packets) and the temporal resolution of 

disseminated data, and should be given consideration by the designer. 

b) What routine or periodic rules should be allocated?  Periodic rules are 

generally redundant (instead replaced by routine rules) except for when a fixed 

temporal periodic is required, or where the application requires backward 

compatibility with a previous systems.  Routine rules are more efficient and 

permit ‘energy-aware’ periodic reporting.  It is suggested that a range of 

periodic or routine rules with different PPs are allocated; an example of this is 

the creation of a high importance routine rule with a period of 24 hours, and a 

low importance routine rule with a period of 1 hour. 

c) An alternative to using periodic or routine rules to disseminate a reasonably up-

to-date network representation is to use differential rules with a low differential 

(as suggested in [63]).  This is not suggested though as it is susceptible to noise, 

and essentially introduces a random variable into this section of the rule set. 

d) In energy harvesting systems, the energy required to generate packets from all 

of the rules should be less than the ‘nominal’ energy harvested when the node is 

harvesting (for example the nominal energy available from a solar cell during 
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the day, or the nominal energy available from a vibration harvesting device 

while the machinery is vibrating).  It is recommended that, at least, PP1 does 

not contain any periodic or routine rules, so that this EP is dominated by events. 

4) Energy Profile.  RMR is now configured as the rule set has been created.  IDEALS 

must be configured by deciding upon the EP thresholds: 

a)  Should relative or absolute thresholds be used?  If the nodes in the network 

have homogeneous energy stores, this decision is trivial as both types will cause 

identical network operation.  If the nodes have heterogeneous energy stores, the 

two threshold types will cause differing operation, and the choice depends on 

application-specific parameters.  Use of relative thresholds provides a simple 

and transferable EP allocation, and is suited to most applications and networks.  

Absolute thresholds allow energy depletion to be uniform amongst nodes and 

provides more consistent operation, especially in energy harvesting networks.  

However, care needs to be given by the designer to make sure that the low 

importance packets are able to be disseminated, avoiding the case where nodes 

simply waste energy through needless redundant dissemination. 

b)  The maximum EP (ܲܧΦ) is equal to the maximum PP (ܲܲΦ) in order for 

priority balancing to operate correctly.  

c)  Where should EP thresholds be placed?  It is suggested that they are initially 

equally distributed throughout the range of the largest energy store.  Following 

this, inspection and consideration of the rule set may dictate adjustment.  

5) Feedback.  Once the network is operational, the data that is being disseminated 

should be monitored to ensure that it is successfully detecting the desired events, and 

effectively balancing energy with information.  If the network implementation allows 

the in-network update of the RMR rule table, this could be performed in order to tune 

the operation of the WSN. 

While these guidelines are generic, they can be followed for a wide range of implementation 

scenarios. 

3.5 Discussion and Summary 

This chapter has investigated the energy- and information-aware operation themes of this 

thesis through the proposal of IDEALS/RMR, an application independent, localised system 

to control and manage the degradation of a network through the positive discrimination of 
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packets.  This is achieved through the novel combination of information management 

(assessed through RMR) and energy management (controlled by IDEALS).  Packets that are 

deemed to not be important enough for delivery can be dropped at a number of stages: event 

generation, local priority balancing, and packet routing.  While it is not essential, the 

operation of IDEALS is enhanced in the presence of energy harvesting, using sources such 

as those outlined in section 2.1.1.  When nodes harvest energy, they have cyclic lifetimes 

whereby they come back to life after their energy stores deplete.  Therefore, it is possible to 

deviate from a traditional assumption that a WSN has a fixed lifetime after which nodes the 

dying from depleted energy stores cause the network to become useless.  The computational 

costs introduced by IDEALS/RMR are low, as the mathematical operations required are 

simple comparisons and increments.  Furthermore, when IDEALS is used in packet routing, 

the PP does not need to be re-evaluated as it is embedded in the received packet.  While 

IDEALS and RMR are presented as a single entity in this thesis, both IDEALS and RMR 

could be used as individual entities.  For example, IDEALS could be coupled with a 

predictive algorithm for quantifying information.  Concordantly, instead of controlling 

energy consumption and selective packet discarding, RMR could prioritise a queue of 

outgoing packets, or provide varying levels of service for packets of differing importance. 

It is the author’s belief that the union of information and energy management utilised by 

IDEALS/RMR has not been considered elsewhere, and is distinct from the algorithms 

presented in Chapter 2.  RMR can be classified as a rule-based information dissemination 

algorithm, due to its ability to detect events and quantify the contained information.  This is 

different to the predictive techniques highlighted in Chapter 2, which consider the 

information contained to be related to its unpredictability (disseminating data that enables 

better reconstruction of the sampled data) as opposed to what is useful to the end-user. 

The RMR rules could be construed as pre-defined queries of a system such as TinyDB [60]; 

however, by definition, queries are defined and posed at runtime.  RMR is an embedded, 

localised approach  to dissemination, where a minimal set of rules are stored on the node to 

autonomously ‘push’ information to the end-user(s).  Furthermore, RMR assigns events and 

subsequently generated packets with different priorities (the packet priority, or PP), which 

then allows IDEALS to adjust the node’s operation based upon its energy state.  While rules 

similar to RMR’s differential, threshold and routine rules are described in TEEN [62] and 

APTEEN [63] (under the names of ‘soft-threshold’, ‘hard-threshold’ and ‘adaptive periodic’ 

respectively), RMR is distinct in a number of ways.  In RMR, the designer is free to choose 

from any number of more diverse rules, and provides an infrastructure for simple future rule 

development.  Furthermore, TEEN’s hard-threshold operates by considering it as a greater 
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than operator as opposed to it detecting the crossing of the threshold.  This results in a very 

large number of packets being generated whenever a threshold is exceeded.  The most 

significant difference to, and improvement over, APTEEN is the association of a packet 

priority with each rule, which specifies the information content (and hence importance) of 

subsequently generated packets.  Such an information content can then be used by systems 

such as IDEALS to further exploit information management. 

While IDEALS influences the routing decisions made by a node, it does not perform any 

routing itself.  While it implicitly introduces a form of topology control through the 

introduction of EPSNs, this is a result of the nodes’ energy-aware operation and is not the 

primary control in IDEALS.  IDEALS can therefore be classified as a hybrid energy-aware 

and information-aware algorithm that enhances the packet routing process and topology 

control.  ReInForm [75] and Hull et al. [77] use an externally determined information metric 

to provide varying service levels by controlling packet success and managing bandwidth.  

While energy management is considered in PRIMP [137] (favouring nodes with less 

depleted energy stores), only a binary distinction is inferred, with no concept of packet 

differentiation (all packets are treated equal).  Dhanani et al. [59] propose algorithms to 

balance the utility of messages and energy resources (proposed after the publication of 

IDEALS/RMR); these are distinct from IDEALS/RMR in the methods and operation.   

Naturally, it must be possible to quantify differing levels of information or usefulness for 

different events detected by the node; the system is not suited to applications where all data 

are equally important such as systems that have a binary event trigger, for example a system 

where light switches in a building are replaced by a network of wireless switches.  However, 

it is the author’s belief that this is possible in the majority of applications.  The method of 

selective packet discarding used by IDEALS may seem inefficient in some scenarios.  For 

example, a packet being discarded when it is a single hop away from the sink node (even 

though it has travelled along ten hops) may seem counterintuitive.  In order to rectify this, it 

has been suggested that IDEALS is modified to not only consider the node’s energy 

resources, but also the energy that has been invested by the network in propagating it this 

far.  However this is essentially equivalent to ‘weighting’ information that is generated from 

nodes further away from the sink, and implicitly declaring that these data are more 

important.  However, this is clearly not the case, and hence such a modification deviates 

from the design aims of IDEALS/RMR. 

Chapter 6 presents the evaluation of IDEALS/RMR through the simulation of a network 

under controlled conditions, and a network representing a realistic scenario. 



 

 

Chapter 4  
 
Simulation Models for 
Wireless Sensor Networks 

Simulation results are only as realistic as the models that they are built around.  As 

investigated in Chapter 2, WSNs are often simulated using incomplete, inaccurate, or overly 

simplified models to represent the hardware, node operation, and surrounding environment.  

To ensure a close correlation between simulation and practical results, accurate models are 

needed; in particular, areas that directly affect the performance of the algorithm or protocol 

under evaluation should be modelled.  Of particular importance to this thesis are the areas of 

energy- and information-awareness; therefore, sufficient energy modelling is of obvious 

importance.  Information awareness and quantification depends upon the accuracy of sensed 

data, and so this should also receive adequate modelling.  Furthermore, the accuracy of the 

information conveyed through the network also depends on the successful reception of 

packets, hence communication needs to be adequately modelled which, in turn, requires 

timing to be considered.  Therefore, this research has developed communication, sensing, 

energy and timing models; these are presented individually in this chapter. In this thesis, 

other aspects such as location-awareness, device-level instruction accuracy and 

computation/memory resource utilisation are of lesser importance in obtaining comparative 

results and hence are not investigated. 

As discussed in section 2.4.2, the level of modelling (ranging from electron-level device 

models to abstract system-level models) can vary considerably.  Significant time and 

resources could be invested in modelling a device or parameter at a high level of detail, 

which never renders any differences in obtained results.  Conversely, models that are too 

simplistic can result in inaccurate and unrealistic results that are not practically realisable.  

The ‘required’ level of detail in models can often not be foreseen; in these cases it is 
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beneficial to include redundant detail and obtain realistic results rather than producing 

results that do not correlate with practical experiences.  In the models presented in this 

chapter, a level of detail based around either empirical results or quoted errors and tolerances 

has been used, and it is the author’s belief that this renders a sufficient and necessary level of 

detail to render the obtained simulation results useful.  The effect of the various models can 

be seen in the simulation results presented in Chapter 6. 

4.1 Modelling Wireless Communication 

A communication model is required to both model the propagation through a wireless 

channel and the reception of loss of packets at neighbouring nodes; these have received 

considerable attention.  In order to evaluate IDEALS/RMR the possibility of lost packets and 

collisions is important, while the perfect modelling of wireless communication is not.  Hence 

the communication model proposed in this research aims to model propagation in a 

reasonably generic environment, and consider packet reception in a way that enables the 

consideration of interference and packet loss.  Relating to the distinctions presented in 

section 2.4.2.1, the proposed communication model uses an empirical propagation model 

and communicates at the byte-level (allowing bytes to be transmitted at discrete intervals, 

and interference to be calculated for each) with BER calculation.  Further background 

information on wireless communication is provided in Appendix A. 

 

FIGURE 4-1 : The process of deciding if a byte was correctly received by a 

neighbouring node. 

While every node in the network could be considered as a potential receiver of 

communicated data, this is restricted in the model to only nodes within a radius ݀௠௔௫  [m] of 

the transmitting node in order to increase efficiency.  The value of ݀௠௔௫  is chosen to be 

large enough so that it only removes nodes that would be too far away to correctly receive 
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packets.  Each node where ݀ ൑ ݀௠௔௫ uses the process shown in Fig. 4-1 to determine if the 

byte was correctly received.  In this process, the propagation model proposed by the IEEE 

802.15.4 working group [177] (presented in Appendix A.1) is used to calculate the received 

signal strength at the node (4.1), (4.2), where ்ܲ  [dB] and ோܲ  [dB] are the transmit and 

receive powers respectively and ்ܩ  [dBi] and ܩோ  [dBi] are the transmitter and receiver 

antenna gains respectively. 

 
ோܲ ൌ ቐ

்ܲ ൅ ்ܩ ൅ ோܩ െ 50.2 , ݀ ൏ 0.5
்ܲ ൅ ்ܩ ൅ ோܩ െ 56.2 െ 20 logଵ଴ሺ݀ሻ ൅ ܺఙሺௗሻ , 0.5 ൑ ݀ ൑ 4
்ܲ ൅ ்ܩ ൅ ோܩ െ 56.2 െ 20 logଵ଴ሺ݀ሻ െ 0.7ሺ݀ െ 4ሻ ൅ ܺఙሺௗሻ , ݀ ൐ 4

(4.1)

 
ܺఙሺௗሻ~ܰ൫0, ሺ݀ሻ൯ߪ , ݁ݎ݄݁ݓ ሺ݀ሻߪ ൌ 2.5 ൅ 0.0065݀ (4.2)

The interference power is calculated by summing the total power received by a node that 

does not originate at the source node.  This is an approximation as, while the BER model 

used (4.4) assumes that any interference is Additive White Gaussian Noise (AWGN) [84], 

our interference model considers ‘interfering’ transmissions from other nodes as 

interference.  The noise power at the receiver is calculated using (4.3), where ܰ [dB] is the 

noise power, ݇  [J/K] is Boltzmann’s Constant, ܶ  [K] is the temperature, ܤ  [Hz] is the 

bandwidth, and ܰܨ [dB] is the receiver’s noise figure.  Using the received signal power, 

interference power, and noise power, the SINR can be calculated. 

 ܰ ൌ 10
௞்஻
ଵ଴ ൅ ோܩ ൅ (4.3) ܨܰ

The SINR is used to calculate the BER; the IEEE 802.15.4 model for the BER [84] is 

reasonably complex, expanding to contain fifteen exponential terms.  However, it was 

noticed that the IEEE 802.15.1 specification [178] provides a significantly simpler model, 

containing only a single exponential.  This model was adjusted to approximate the IEEE 

802.15.4 BER, with a linear term added to reduce the error in high-noise situations where the 

SINR < 0.19 (4.4).  The error in this approximated model is always within ±0.01 of the 

actual 802.15.4 model. 

ܴܧܤ  ൌ ൜െ1.7ܴܵܰܫ ൅ 0.5 , ܴܰܫܵ ൏ 0.19
0.9݁ି଼ௌூேோ , ܴܰܫܵ ൒ 0.19 (4.4)

 PER ൌ 1 െ ሺ1 െ BERሻ୪ (4.5)

Finally, the BER is applied to the received byte to introduce communication errors where 

appropriate.  The ability of the proposed model to introduce communication errors can be 

seen in Fig. 4-2, which shows a plot of the packet error rate against separation distance for 

two different models.  The PER is given by (4.5), where ݈ is the length of the packet.  The 
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simple model considers all transmissions within a preset distance to be perfectly received, 

and all transmissions greater than this distance to always be erroneous.  The BER model 

(described above) removes this binary acceptance method, the effect of which is furthered by 

the presence of path loss shadowing (represented by the cross in Fig. 4-2). 

 

FIGURE 4-2 : Effect of considering BERs in communication as opposed to assuming a 

simple disc model (whereby a node separation of greater than a predefined distance 

always results in incorrectly received packets).  The crosses show the variance in the 

Packet Error Rate (PER) as a result of log-normal shadowing.   

This communication model presented in this research shares many similarities with the 

channel model of the Castalia simulator [165] that has since been released.  This is 

encouraging, as one of the primary aims of the Castalia simulator is the provision of an 

advanced channel/radio model for WSNs. 

4.2 Modelling Sensing 

As discussed in Chapter 2, sensing models are required in order to describe how distant and 

distributed parameters are sensed by spatially distributed nodes, and the errors and 

inaccuracies that are introduced when these phenomena are subsequently sampled and 

converted into an electrical signal.  If sensing models are not implemented in simulation, it is 

assumed that the node is always in possession of a ‘perfect’ understanding of the 

environmental phenomena under inspection, which has a direct effect on the operation of 
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information-aware algorithms including those used for data dissemination, data fusion, and 

data reconstruction. 

In this section, a model for the environment is presented (section 4.2.1) which models the 

variation of physical parameters in the sensed environment; this model is queried by sensor 

models at each node.  It is proposed that sensor models should consider sensor hardware in 

order to model inaccuracies, tolerances, errors, saturation, and control.  As an example, two 

models are presented: a digital temperature sensor (section 4.2.2), and a light sensing circuit 

(section 4.2.3) featuring two software selectable sensitivity ranges.  In section 6.1, sensor 

nodes featuring the proposed temperature and light sensor models will be simulated, and the 

impact of their detail and granularity evaluated.  However, it is important to note that these 

specific models are only two examples of models for sensor devices, providing an overview 

of the way in which they are implemented.  The methods used for evaluating an individual 

sensor device or sensing circuit based upon quoted errors and inaccuracies can be transferred 

to other devices and circuits. 

4.2.1 The Environment 

The environment model models the variation of physical parameters in the environment, for 

example light, temperature or mechanical vibrations.  It is a simulation element responsible 

for representing the variation of a physical parameter, enabling spatially distributed 

simulated sensor nodes to their environment.  This should not be considered as the opposite 

of the practical reconstruction of a physical parameter based upon spatially discrete sensor 

readings, as this introduces a number of differing and additional challenges.  When a node 

samples its sensors, the sensor models in turn query the environment model to obtain the 

value of the parameter at their location and the current time.  Existing simulators (such as 

those presented in Chapter 2) often place heavy restrictions on the methods that can be used 

to model the parameter; for example by stipulating that every sensed parameter is modelled 

as a propagating wave.  The environment model proposed in this research simply provides 

an interface for obtaining a value when presented with a spatial location and time, allowing 

the individual physical parameters to be modelled using a number of different techniques: 

Continuous Field: A mathematical representation of a spatially and temporally 

distributed continuous field ݂ሺݔ, ,ݕ ,ݖ  ሻ is specified.  This is often a simple method ofݐ

implementing a correlated variation in a scenario where actual data does not exist.  

This is used to represent the environmental temperature and light distributions in the 

simulations presented in section 6.1. 
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Discrete Interpolation: A continuous field is empirically sampled at spatially and 

temporally discrete intervals.  These discrete samples are then interpolated to provide 

estimates of the parameter at any position and time.  This is a suitable method for 

implementing continuous fields (such as light and temperature) with sampled data. 

Source Diffusion: The physical parameter can be located to a limited number of point 

sources, and the parameter spatially diffuses from these.  This is suitable for 

parameters where the predominant sources are local and easily identifiable.  This is 

used to represent the pump temperature and vibration distributions in the simulations 

presented in section 6.2. 

The designer is free to model the variation of a physical parameter using any of the above 

techniques (or any other methods provided they interface correctly with the environment 

model), enabling a far less restrictive sensing model. 

The environment model is not used only by the sensing model.  The value of physical 

parameters has an effect on many other models, including solar energy harvesting 

(dependent on the incident light level), vibration energy harvesting (dependent on the level 

of vibration), and timing accuracy (dependent on the ambient temperature). 

4.2.2 Temperature Sensing 

Temperature sensors are commonly used in WSNs, largely due to their default inclusion on 

most node hardware, used in applications including industrial and environmental monitoring.  

The purpose of the temperature sensing model is to consider the range and accuracy of 

sampled data, and the conversion time and power consumption.  The proposed temperature 

sensor model is based upon the Analog Devices AD7415 digital temperature sensor [179], 

which communicates directly with the node’s microcontroller via an I2C interface.  A 

summary of the relevant specifications from the datasheet is given in Table 4-1. 

TABLE 4-1 : AD7415 digital temperature sensor specification (adapted from [179]). 

Parameter Value 
Temperature Range -40ºC to +125ºC 

Resolution 0.25ºC (10 bits) 

Accuracy 

±0.85ºC at +40ºC 
±1.5ºC at -40ºC to +70ºC 
±2.0ºC at +40ºC to +85ºC 

±3.0ºC at +40ºC to +125ºC 
Typical Conversion Time 29μs 

Typical Conversion Current 1.2mA 
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The datasheet also shows that the accuracy (at 40ºC) is normally distributed with ~99% of 

values falling within three standard deviations of the zero mean.  For the purposes of this 

model, it is assumed that this distribution holds true throughout the temperature range of the 

device.  The maximum temperature error is shown in Fig 4-3, where the points shown in 

Table 4-1 are modelled by a simple 2-line piecewise approximation (4.6). 

 

FIGURE 4-3 : The temperature dependence of the AD7415 [179]. 

 Δ ௠ܶ௔௫ሺܶሻ ൌ ൜0.85 െ 0.00813ሺܶ െ 313ሻ , ܶ ൏ 313
0.85 ൅ 0.02529ሺܶ െ 313ሻ , ܶ ൒ 313 (4.6)

In addition to being offset by a temperature dependent error, the output ܥܦܣ௢௨௧ of the digital 

temperature sensor is also quantised to a 0.25ºC resolution.  If the temperature exceeds the 

operating range of the sensor, it outputs a reading of zero.  The overall accuracy is given by 

(4.7), where ܺఙ  is a per-device constant that is normally distributed with zero mean and 

standard deviation 0.333. 

 
௢௨௧ሺܶሻܥܦܣ ൌ

උ4൫ܶ െ 273 ൅ ܺఙΔ ௠ܶ௔௫ሺܶሻ൯ඏ
4 , ܰ~ߙ ݁ݎ݄݁ݓ ൬0,

1
3൰ (4.7)

This section has proposed models considering errors and inaccuracies in the sensing process 

for a digital temperature sensor.  

4.2.3 Light Sensing 

Light sensors are used in a number of applications, including environmental monitoring, and 

as control sensors for MPPT in solar harvesting systems.  The light sensing circuit that is 

considered in this section has two (software controlled) sensitivity ranges, and could be 

easily expanded to handle a larger number of sensitivity ranges.  The purpose of this model 
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is to handle the various sensitivity ranges, and to provide consideration for the various 

inaccuracies and errors that are introduced through the sampling process.  The sensing 

circuit (shown in Fig. 4-4) uses a photodiode with an operational amplifier configured in a 

transimpedance configuration (which operates as a current to voltage amplifier).  For good 

operation, an operational amplifier with a high input impedance and low input bias current is 

required.  In this circuit, the voltage (marked ܸ [V] in Fig. 4-4) is the inverse of the product 

of the input current and the feedback resistance ܴி  [Ω].  The feedback resistance is 

controlled by the range input (which is connected to a port on the MCU and managed by the 

node’s embedded software).  The two ranges are tuneable through the selection of R1 and 

R2 (which are calculated by using the graph of ܫௌ஼  vs. ݈ݔ in the photodiode’s datasheet in 

combination with Ohm’s law); the values shown in Fig. 4-4 provide a low-range of 0-1000 

lx (corresponding to indoor lighting and overcast solar lighting) and a high-range of 0-

100000 lx (satisfying strong direct sunlight). 

A summary of the relevant specifications from the datasheets is given in Table 4-2. 

TABLE 4-2 : Light sensing circuit component specifications (adapted from [27, 180-

182]). 

Parameter Value 

Photodiode 
[180] 

Operating Temperature ܶ -20ºC to +85ºC 
ISC Typical ܫௌ஼ି௧௬௣  60μA at 100fc 
ISC Minimum ܫௌ஼ି௠௜௡  35μA at 100fc 
Peak Radiometric Sensitivity ܵோି௣௘௔௞   0.5 A/W 
TC ISC Typical ்ܫ஼ି௧௬௣  0.12 %/ºC 
TC ISC Maximum ்ܫ஼ି௠௔௫  0.23 %/ºC 
Noise Equivalent Power (NEP)  W/√Hz 14-10·2.40  ܲܧܰ

OpAmp [181] 
Power Consumption ைܲ௣஺௠௣  160μA 
Gain-Bandwidth Product ܤ 0.35MHz 

Analogue 
Switch [182] 

On Resistance ܴ௢௡  0.25Ω 
Off Resistance ܴ௢௙௙  15GΩ 

Resistors Tolerance Δܴ  ±1% 

ADC [27] 

Conversion Speed Δݐ௖௢௡௩  

20μs at ݈ ൌ 7bits 
36μs at ݈ ൌ 9bits 
68μs at ݈ ൌ 10bits 
132μs at ݈ ൌ 12bits 

Effective Number of Bits 
(ENOB) ݈ாேை஻  

6.5bits at ݈ ൌ 7bits 
8.3bits at ݈ ൌ 9bits 

10.0bits at ݈ ൌ 10bits 
11.5bits at ݈ ൌ 12bits 

Reference Voltage ௥ܸ௘௙  1.25V 
Power Consumption ஺ܲ஽஼   1.2mA 
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FIGURE 4-4 : Proposed light sensing circuit. 

The light sensing model considers the inaccuracies and errors introduced at various locations 

by considering the process of sampling in Fig. 4-4.  To do this, the model first ascertains the 

current through the photodiode at a particular light level at a particular node, following 

which the voltage at the output of the operational amplifier is calculated.  Finally, the output 

of the ADC is derived, and it is this value that is subsequently passed to the simulated node.  

The light sensing model outputs zero if the temperature is outside of its operating range. 

 

FIGURE 4-5 : Empirical values and the modelled relative short circuit current vs 

illuminence [180]. 

To ascertain the current through the photodiode, the relative short circuit current ܫௌ஼
ᇱ  (a 

normalised current that can be applied to different devices of the same technology) is 

calculated for the instantaneous illuminance level (obtained from the environment model), 

shown in Fig. 4-5.  From this, the short circuit current is calculated (4.8), where ܺఙ is a per-

device constant that is normally distributed with zero mean and standard deviation 0.333.  

The current produced by the photodiode is susceptible to noise and temperature dependence.  

0.01

0.1

1

10

100

1000

10000

100000

0.1 1 10 100 1000 10000 100000 1000000

R
el

at
iv

e 
I S

C

Illuminence (lx)

Model

Datasheet



Simulation Models for Wireless Sensor Networks 83 

 

The noise current ܫ௡ [A] is given by (4.9), where ߝ is a uniformly distributed random value 

between zero and one. 

ௌ஼ܫ  ൌ ௌ஼ܫ
ᇱ ቀܫௌ஼ି௧௬௣ ൅ ܺఙ൫ܫௌ஼ି௧௬௣ െ ௌ஼ି௠௜௡൯ቁܫ , ܰ~ఙܺ ݁ݎ݄݁ݓ ൬0,

1
3൰ (4.8)

 
௡ܫ ൌ ܤ√ோି௣௘௔௞ܵߝ · ܲܧܰ , ݁ݎ݄݁ݓ ሺ0,1ሻ (4.9)ܷ~ߝ

The photodiode’s temperature dependence is modelled using the ்ܫ஼ି௧௬௣  and ்ܫ஼ି௠௔௫ 

values shown in Table 4-2 (4.10), and the instantaneous temperature is obtained from the 

environment model. 

 
Δܫ௙௥௔௖ሺܶሻ ൌ ሺܶ െ 298ሻ

ܺఙ൫்ܫ஼ି௠௔௫ െ ஼ି௧௬௣൯்ܫ ൅ ஼ି௧௬௣்ܫ

100 , ܰ~ఙܺ ݁ݎ݄݁ݓ ൬0,
1
3൰ (4.10)

The current at the input to the operational amplifier is hence given by (4.11).  

ܫ  ൌ ሺܫௌ஼ ൅ ௡ሻ൫1ܫ ൅ Δܫ௙௥௔௖൯ (4.11)

 

 

FIGURE 4-6 : The resistor network created by the on and off resistance of the analogue 

switch, shown when it is in high range mode. 

In order to calculate the voltage at the output of the operational amplifier, the feedback 

resistance ܴி must be calculated.  This calculation should take the tolerance on the resistors’ 

rated value into account (the tolerance is multiplied by a normally distributed value with 

zero mean and standard deviation of 0.333).  Furthermore, the internal resistance in the 

analogue switch should be considered in the resistor network (as shown in Fig. 4-6). 

 ܸ ൌ ሺܴܫிሻ ൅ ௡ߥ , where ,௡~ܰ൫0ߥ ඥܴ݇ܶܤி൯ (4.12)

Once the feedback resistance ܴி  is known, the voltage at the output of the operation 

amplifier is given by (4.12) with superimposed Johnson (or thermal) noise in the resistors ݒ௡ 

[V]. 
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Following the calculation of the output voltage, it is quantised by the ADC and passed to the 

node as a sensor sample.  To account for error due to noise and distortion in the ADC’s 

amplifier, it is quoted with an ‘effective number of bits’ (ENOB) which is a measure of the 

actual ‘usable’ resolution that can be obtained.  This light sensing model uses the ENOB 

(often a non-integer value) in the quantisation process in order to model these sources of 

error (4.13).  Additionally, the output is clipped to the range of the ADC (4.14). 

 
௢௨௧ܥܦܣ ൌ ቤ

ܸ
2 כ ௥ܸ௘௙

2௟ಶಿೀಳቤ ·
2௟

2௟ಶಿೀಳ
 (4.13)

 
െ2௟

2 ൑ ௢௨௧ܥܦܣ ൑
2௟

2  (4.14)

This section has proposed models considering errors and inaccuracies in the sensing process 

for a light sensing circuit. 

4.3 Modelling Energy 

As discussed in Chapter 2, adequate energy modelling is required in order to obtain realistic 

energy-aware simulation results.  Failure to do this can result in unrealistic lifetime 

predictions, the unfaithful operation of energy-aware algorithms, and incorrect analysis of 

energy efficiency.  The energy subsystem of a node can usually be considered and modelled 

as having three distinct components (shown in Fig. 4-7), namely: 

Energy Store:  components that store energy; for example batteries or supercapacitors 

Energy Consumer:  components that consume energy from the energy store; for 

example the radio transceiver, microcontrollers, sensors, and other peripherals. 

Energy Source:  components that provide energy to an energy store; for example 

photovoltaics, vibration harvesters, and mains electricity. 

 

FIGURE 4-7 : The components of a node’s energy subsystem, where energy is created 

by sources, is buffered by stores, following which it is used by consumers. 

These components are considered in turn for the remainder of this subsection. 
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4.3.1 Energy Stores 

Energy stores play a crucial role in WSNs, receiving, storing and distributing energy in the 

node.  The energy store model is required to consider the behaviour of the energy store, with 

respect to its voltage profile, how much energy ܧ௨௦௘  [J] is removed when ܧ௖௢௡௦  [J] is 

dissipated by consumers, and how much energy ܧ௔ௗௗ  [J] is added when ܧ௛௔௥௩  [J] is 

provided by energy sources.  As many energy-aware algorithms require a knowledge of the 

node’s residual energy, the model should also consider the accuracy and operation of store 

monitoring.  The energy model used in the research considers three different energy stores: 

the ideal store, the battery and the supercapacitor.  For background information on energy 

stores, see Appendix B. 

4.3.1.1 ‘Ideal’ Store Model 

As described in Appendix B.1, an ideal energy store (a purely theoretical device) provides a 

constant voltage until the energy stored within it is depleted, at which time it provides 0V.  

Two intuitive rules define the operation of an ideal energy store, a) it is not able to store 

more energy than it has capacity to store, and b) once the store is depleted, no more energy is 

available until some is added; hence 0 ൑ ௥௘௦ܧ ൑  .௠௔௫ܧ

An ideal store is defined by its operating voltage, its maximum capacity, and its initial level 

(expressed as a percentage equal to ܧ௥௘௦ ⁄௠௔௫ܧ ).  Idealistically, it can be modelled by 

considering that energy usage and energy addition are perfectly efficient and hence lossless 

processes.  This is hence governed by (4.15) and (4.16), where ௛ܲ௔௥௩  [W] is the power 

harvested from an energy source. 

௨௦௘ܧ  ൌ ௖௢௡௦ܧ ൌ ܫ ௦ܸΔݐ ൌ න ܫ ௦ܸ (4.15) ݐ݀

௔ௗௗܧ  ൌ ௛௔௥௩ܧ ൌ ௛ܲ௔௥௩Δݐ ൌ න ௛ܲ௔௥௩ (4.16) ݐ݀

A node is able to monitor the residual energy in an ideal energy store without error, and with 

perfect accuracy. 

4.3.1.2 Battery Store Model 

While often used in WSN simulation, ideal stores are theoretical devices.  The most common 

energy store used on nodes is the battery, the effects of which are presented in Appendix 
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B.1.  The operation of the battery store is based upon the two rules of the ideal store, 

satisfying the inequality 0 ൑ ௥௘௦ܧ ൑  ௠௔௫.  The maximum capacity of the cell is calculatedܧ

using (B.1).  Unlike an ideal energy store, as the energy in a battery decreases its operating 

voltage also decreases (this is shown in Fig. B-1). 

The energy subtracted from the store is equal to the sum of the energy consumed by the 

circuit, energy leaked by the store since the last operation (ܧ௟௘௔௞  [J]), and energy lost and 

gained through the rate capacity (ܧ௥௔௧௘  [J]) and relaxation (ܧ௥௟௫ [J]) effects (4.17).  Further 

information on these dynamic effects is provided in Appendix B.1.  Batteries suffer from self 

discharge, with Ni-MH batteries losing around 13% of their capacity in the first 24 hours, 

and then 13% per month thereafter.  This leakage energy is considered in the battery energy 

store model. 

௨௦௘ܧ  ൌ ௖௢௡௦ܧሺߛ ൅ ௟௘௔௞ܧ െ ௥௟௫ሻ (4.17)ܧ

As presented in Chapter 2, simulators usually model the rate capacity effect by considering it 

to scale the available or remaining capacity of the battery.  However, in order to provide a 

simple and energy-based store model, the model used in this research considers it to effect 

the amount of energy removed from the cell.  When a cell is discharged at a low rate, the 

energy removed from the battery is virtually equal to the energy consumed by the node.  

However, when a cell is discharged at a high rate, more energy is removed from the battery 

than is consumed by the node.  The amount of additional energy that is removed from the 

battery is determined by the rate factor ߛ, and is a function of the C-rate.  The rate factor can 

be approximated for different battery technologies from the literature, an example of which 

is presented for Ni-MH and Li-ion batteries in Freeman et al. [183].  Using this energy-

based representation of the rate capacity effect not only allows for intuitive operation, but 

also allows for the simplistic, albeit approximated, modelling of the relaxation effect.   

The operation of the relaxation effect model is controlled by the discharge C-rate in relation 

to a preset relaxation threshold.  If the discharge current is higher than the relaxation 

threshold, a proportion of the energy ‘wasted’ as a result of the rate capacity effect is put into 

a ‘relaxation pot’.  When the discharge current drops below the relaxation threshold, the 

energy is given back to the cell using a temporally exponential relationship (approximating 

empirical data observed in the literature).  If the discharge current was to again rise above 

the threshold, any energy in the ‘relaxation pot’ is cleared. 

As summarised in Appendix B.1, the process of charging a battery is not an efficient 

operation, and the efficiency varies between battery technologies.  The energy added to the 
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store is equal to the energy provided by energy harvesting multiplied by the charging 

efficiency ߚ௖௘  for the specific technology. 

௔ௗௗܧ  ൌ ௛௔௥௩ܧ௖௘ߚ (4.18)

A node is able to monitor the energy residual in its battery energy store through the use of an 

ADC on the node’s microcontroller (modelled in the same way as the light sensing circuit in 

section 4.2.3).  The node’s microcontroller then approximates the energy remaining in the 

battery, using empirical measurements of the energy-voltage relationship and the 

instantaneous voltage sampled across the battery. 

4.3.1.3 Supercapacitor Store Model 

Supercapacitors (discussed in Appendix B.2) usually have low maximum operating voltages, 

typically 2.3V.  Hence, in order to obtain an operating voltage in the range 2.0-3.6V (as 

required by the Texas Instruments CC2430), two supercapacitors are required in series.  A 

supercapacitor energy store is defined by the capacitance of each capacitor (ܥ  [F]), the 

nominal store voltage ௡ܸ௢௠  [V], and the initial level (expressed as a percentage equal to 

௥௘௦ܧ ⁄௠௔௫ܧ ).  A normally distributed random value is applied to the rated capacitance in line 

with the tolerance specified in the datasheet; for the supercapacitors investigated, this is 

quoted as -20/+40% [184]. As with the ideal energy store, the energy added to the store is 

equal to the amount of energy provided by energy harvesting; this is shown in (4.15).  

However, as supercapacitors exhibit significant leakage, the energy subtracted from the store 

is the sum of the energy consumed by circuitry and the energy leaked by the store since the 

last operation; this is represented by (4.19). 

௨௦௘ܧ  ൌ ௖௢௡௦ܧ ൅ ௟௘௔௞ܧ (4.19)

The energy in the supercapacitor store is given by (4.20). Therefore, the energy stored in two 

4.7F supercapacitors in series with a store voltage of 3.6V is 15.228J (the tolerances on the 

rated capacitance relate to a considerable range of 12.2J-21.3J). 

௥௘௦ܧ  ൌ
1
4 ܥ ௦ܸ

ଶ (4.20)

Fig. 4-8 shows how the voltage across the supercapacitor store drops as the stored energy 

decreases (shown by the solid line).  As the CC2430 has a minimum operating voltage of 

2.0V, the energy store cannot power the sensor node once the store voltage drops below this 
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(shown by the shaded region).  Therefore, the ‘usable’ stored energy is lower than the actual 

stored energy (shown by the dotted line). 

 

FIGURE 4-8 : The voltage across a supercapacitor store as its stored energy decreases.  

The solid line represents the E-V relationship, while the shaded area shows the energy 

that is unusable by devices requiring a 2V minimum operating voltage (such as the 

CC2430).  The dashed line shows the stored ‘usable’ energy that is therefore available. 

As described in Appendix B.2, supercapacitors usually suffer from high levels of leakage.  

In order to quantify and model this, the self discharge characteristics of 4.7F, 10F and 50F 

supercapacitors [184] were obtained through experimentation.  By monitoring the voltage 

across the supercapacitors over a period of many days using a high impedance data logger, 

the energy leaked (and hence the leakage power) can be calculated. 

By inspecting the energy reduction due to leakage (shown in Fig. 4-9), it would seem that 

the 50F supercapacitor provides a node with the most energy; this would also seem intuitive.  

However, upon inspection of the voltage reduction due to leakage (shown in Fig. 4-10), it 

can be seen that the voltage of the 50F supercapacitor drops at a considerably faster rate than 

that of the 10F supercapacitor, and hence could stop a node operating sooner.  Hence, the 

lower leakage of the 10F supercapacitor may result in it outperforming the 50F 

supercapacitor.  The observation that the 10F supercapacitor exhibits leakage that is orders 

of magnitude lower that both the 4.7F and 50F supercapacitors (an observation that has been 

repeated and verified for multiple devices of the same type) interestingly go against the 

claim made by Jiang et al. [45] that “the larger the capacity, the greater the leakage 

current”.  While, in comparison, the 4.7F supercapacitor exhibits higher leakage, it is suited 

to energy harvesting nodes due to its smaller dimensions and faster charging ability (the 

greater the capacity, the more energy is required to charge it to a usable voltage).  Hence, the 

4.7F supercapacitor is considered for the energy model in this research. 



Simulation Models for Wireless Sensor Networks 89 

 

 

FIGURE 4-9 : The reduction in stored energy in a 4.7F, 10F and 50F supercapacitor 

[184] due solely to leakage (also known as self-discharge). 

 

FIGURE 4-10 : The reduction in voltage of a 4.7F, 10F and 50F supercapacitor [184] due 

solely to leakage (also known as self-discharge). 

Through experiments, it was found that the leakage of a supercapacitor is dependent on the 

period of time that it is held at its ‘start’ voltage; this can be seen in Fig. 4-11.  In these 

experiments, a 4.7F supercapacitor was charged (from fully depleted) to 2.3V and held there 

for 1 hour, 10 hours, and 100 hours.  It can be seen that the leakage power reduces as the 

hold time increases, and all three traces eventually converge to the same relationship.  This 

relationship was also found for the experiments on the 10F and 50F supercapacitors.  Due to 

the dynamic nature of WSNs, and the often intermittent and variable presence of energy 

harvesting, the shortest hold duration (one hour) was chosen for the leakage power model. 

In order to create an empirical model for the leakage power as a function of the residual 

energy ௟ܲ௘௔௞ሺܧ௥௘௦ሻ [W], a polynomial is fitted to the ‘1hr’ curve in Fig. 4-11.  Subsequently, 

the energy store model can use this function for the energy leaked over a period of time 

(4.21), where Δݐ [s] is the time period that has elapsed since the leakage was last calculated. 

0

20

40

60

80

100

120

140

00 01 02 03 04
Time (days)

St
or

ed
 E

ne
rg

y 
(J

)

4.7F Supercap at 2.3V

10F Supercap at 2.3V
50F Supercap at 2.3V

0.0

0.5

1.0

1.5

2.0

2.5

00 01 02 03 04
Time (days)

Su
pe

rc
ap

ac
ito

r V
ol

ta
ge

 (V

4.7F Supercap at 2.3V
10F Supercap at 2.3V
50F Supercap at 2.3V



Simulation Models for Wireless Sensor Networks 90 

 

,ݐ௟௘௔௞ሺΔܧ  ௥௘௦ሻܧ ൌ Δݐ ௟ܲ௘௔௞ሺܧ௥௘௦ሻ ൌ න ௟ܲ௘௔௞ሺܧ௥௘௦ሻ (4.21) ݐ݀

While the leakage power decreases with residual energy (and store voltage), once the voltage 

decreases past a certain point (2.0V for the CC2430), the store will be useless.  However, 

even once the store is unable to provide a high enough voltage to power the node, leakage 

will still be present; therefore when energy is later provided through energy harvesting, it 

will first need to return the store voltage to a usable voltage before the node can operate. 

 

FIGURE 4-11 : A plot of the leakage power against stored energy for a 4.7F 

supercapacitor, having been held at 2.3V for 1 hour, 10 hours and 100 hours. 

The process of monitoring the instantaneous voltage of supercapacitor energy store is 

modelled in the same way as for the battery energy store. 

4.3.2 Energy Consumers 

Energy consumers are components of a sensor node that require energy in order to operate.  

This section considers which consumers require modelling, and the properties of their 

consumer behaviour.  Chapter 2 reported that the way in which different simulators, 

simulations, and algorithm evaluations consider energy consumption varies considerably.  

Some assume that a node’s only energy consumer is the radio transceiver; some use only a 

simplistic model of this, considering only the energy cost incurred for the transfer of each bit 

of data.  Others provide additional consideration for the microcontroller, sensors, or 

additional peripherals. 

In the consumer model developed as part of this research, it is accepted that a sensor node 

has many energy consumers which can have a significant effect on simulation results with 

only a minor change in the simulation conditions. The energy consumptions of all major 

consumers are considered, even if it is only to find that under the specific simulation 
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conditions they have negligible effect. This is because, due to the ease of changing the 

simulation configuration and parameters, it is easy for a previously negligible consumer to 

become predominant. While this ‘multiple-consumer’ approach has been suggested 

elsewhere, this energy model is used in a higher level simulator (hence does not require 

machine or device-dependent code), and considers the behaviour of the energy consumers. 

To model the individual consumers, their current drain is considered (the energy 

consumption can be subsequently calculated by multiplying by the operating voltage and 

integrating through time).  The current drains are obtained from device datasheets, as shown 

in Table 4-3.  While some existing consumer models use experimental results to obtain the 

current drawn by different consumers, it is arguable that these data have already been 

measured by device manufacturers in datasheets.  Naturally, these data could be directly 

replaced with experimental results if available.  

TABLE 4-3 : Power consumption of various power modes, tasks and peripherals. 

 Task Current Drain 

Microcontroller 
[27] 

PM3 (full sleep) 0.3μA 
PM2 (slow wakeup sleep) 0.7μA 
PM1 (fast wakeup sleep) 190μA 
PM0 (medium activity, 32MHz XOSC) 10.5mA 

Radio Transceiver 
[27] 

Receive 16.2mA 
Transmit [172] 7.6mA + ௧ܲ ሺ ௦ܸ߳ሻ⁄  

Sensing 
(section 4.2) 

Temperature (section 4.2.2) 1.2mA 
Light (section 0) 1.36mA 

 Monitor Energy Store Voltage 1.2mA 
RTC 

(section 4.4) 
Standby 0.2μA 
Signal 0.4mA 

 

In Table 4-3, the radio transceiver’s transmit power consumption is based upon the drain 

efficiency model discussed in section 2.4.2.2.  In order to derive an expression for the 

transmit amplifier’s drain efficiency ߳, the transmit current drain ܫ௧௫ [A] and radiated power 

௧ܲ  [W] quoted for the Texas Instruments CC2430 [27] can be entered into the equation 

߳ ൌ ௧ܲሾ݉ܣሿ ௦ܸሺܫ௧௫ െ ⁄ሻܣ7.6݉ ,  and the resultant values plotted; this plot and an 

approximated  expression for the drain efficiency is shown in Fig. 4-12. 

As shown in Table 4-3, the energy consumer model considers the power consumed in 

different microcontroller power modes.  A benefit of incorporating this is that consideration 

has to be given to when the node can enter the sleep states; neglecting this can result in 

algorithms that cannot be practically implemented. 
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FIGURE 4-12 : The drain efficiency for the Texas Instruments CC2430 SoC across a 

range of radiated power levels (using data quoted in [27]). 

The energy model in this research also considers the behaviour of consumers.  Virtually all 

simulators consider energy consumers as constant-power drains, and hence are unaffected by 

changes in the instantaneous store voltage.  As the voltage changes considerably during 

discharge of a supercapacitor, consideration of the discharge behaviour is paramount.  

Investigations performed by Weddell et al. [35] on a CC2430 showed that the behaviour of 

the node is current dominated, exhibiting a variance of only 20% across the complete 

operating voltage range.  In contrast, the power consumed across this voltage range varies by 

over 100%.  Hence, for the CC2430, it is more realistic to model an energy consumer as a 

constant-current drain as opposed to a constant-power drain; this is the relationship assumed 

by this energy model. 

In the proposed energy model, the consumer model is notified when a peripheral is enabled 

or disabled, or when a device’s power state is changed.  Subsequently, the consumer model 

requests that the store model reduce its energy level (calculated by multiplying the 

instantaneous store voltage with the total current consumption and time period).  This 

operation is performed both periodically (to ensure that any change in store voltage tends to 

zero), and when consumers are turned off (meaning that the calculated total current drain is 

always temporally accurate). 

4.3.3 Energy Sources 

In the energy model used in this research, the source model calculates the energy harvested 

over a period of time (which is added to the energy store) based upon the variation of 

physical parameters in the environment model.  As energy harvesting has been virtually 

unconsidered in WSN simulation, algorithms that are dependent on it generally implement 
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only very simple models.  This may consider simply proportionately scaling the physical 

parameter in order to obtain the power output, for example assuming that the power 

provided by a photovoltaic cell is the illuminance multiplied by a factor ܨ௦௖௔௟௘ ; this is 

referred to hereon as the simple solar source model. 

 

FIGURE 4-13 : The normalised I-V (and resultant P-V) characteristics of a typical 

photovoltaic cell, with the MPP located at the voltage ெܸ௉௉ ைܸ஼ . 

As presented in Chapter 2, the output current (and hence output power) of a photovoltaic cell 

is dependent on the operating voltage.  If the photovoltaic is connected directly to a 

supercapacitor energy store via only a diode, the maximum power output will rarely be 

obtained.  In order to better model this voltage dependence, the improved solar source model 

considers the I-V characteristic of a typical photovoltaic cell.  Fig. 4-13 shows the 

normalised I-V (and the resultant P-V) characteristics of the modelled photovoltaic cell 

where ܫௌ஼  [A] is the short circuit current and ைܸ஼  [V] is the open circuit voltage; this 

relationship is approximated from the properties of a Schott indoor photovoltaic cell [185].  

It can be seen that the MPP is obtained when the cell voltage ܸ [V] (in this model, the cell 

voltage is equal to the store voltage minus the voltage drop across the diode) is 0.756 times 

the photovoltaic’s open circuit voltage. 

TABLE 4-4 : Parameter values used in the improved solar cell model. 

Parameter Value 
Reference illuminance ࢂࡱ

כ  100lx 
Short Circuit Current at an illuminance ࢂࡱ

כ ࡯ࡿࡵ  ,
כ  60μA 

Open Circuit Voltage 4.4 ࡯ࡻࢂV 
Scaling Factor 1.44 ࢋ࢒ࢇࢉ࢙ࡲ 
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Using the I-V relationship shown in Fig. 4-13, the reference short circuit current ܫௌ஼
כ  [A] can 

be obtained, which is the short circuit current produced under an illuminance of ܧ௏
כ  [lx].  

Through the inspecting of data obtained by Weddell et al. [35], a scaling factor ܨ௦௖௔௟௘  was 

found that represents how the short circuit current scales with illuminance; the operation of 

the model is based upon the assumption that the I-V characteristics (and hence the MPP) 

remain constant as the illuminance varies.  Hence, the power harvested from the 

photovoltaic ௛ܲ௔௥௩ [W] is given by (4.22), where the values used in this model are provided 

in Table 4-4 (calculated based upon empirical data obtained by Weddell et al. [35]). 

 
௛ܲ௔௥௩ሺܧ௩, ܸሻ ൌ

௩ܧ௦௖௔௟௘ܨ

௩ܧ
כ ௌ஼ܫ

כ ܸ ቆ1 െ ݁൬ ଼௏
௏ೀ಴

ି଼൰ቇ (4.22)

In addition to modelling solar energy harvesting, the energy source model considers 

vibration harvesting.  However this is reasonably simplistic, and considers the output power 

to be directly proportional to the level of vibration [186]. This outputted power is constant 

throughout the voltage range of the store; this is a reasonable approximation to make 

provided that the relevant interfacing circuitry is in place. 

4.3.4 Energy Models Outside of Simulation 

The previous subsections have presented energy models for use in WSN simulation.  Energy 

models are, however, also required in a node’s embedded firmware in order to permit 

energy-aware operation.  While this is not a central role of this thesis, it is briefly considered 

here for completeness. 

An energy-aware node (and the energy aware algorithms that they execute) usually requires 

a knowledge of the residual energy in its store(s).  As presented above, this is usually 

performed through obtaining a measurement of the store’s voltage.  In order to translate this 

voltage into a measure of the remaining energy, a store model is required.  In the example of 

a dual supercapacitor store, this can be simply performed using (4.20).  More complicated 

models are usually required for batteries, often being implemented as a piecewise 

approximation [35].  Additional models considering effects such as leakage and energy 

harvesting are required if an accurate prediction of the remaining lifetime is desired. 

The voltage across a supercapacitor store usually varies considerably through its operation.  

The behaviour of consumers has a considerable effect on the calculation of the remaining 

lifetime; the effect of consumer behaviour on simulation has already been discussed in 

section 4.3.2.  Consider the case where a dual supercapacitor store powers a node 
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(harvesting no energy) operating between 2-3.6V, and quoted as having an average power 

consumption of ܲ at 3.6V.  The node could be considered as one of three types of consumer: 

Constant-Power: The node consumes ܲ  regardless of the instantaneous operating 

voltage.  When the residual energy level is 50%, the node has used 50% of its lifetime. 

Constant-Current: The node consumes a constant current equal to ܲ 3.6⁄ ; therefore 

the power consumed is proportional to the operating voltage, and hence the 

consumption decreases with time.  When the residual energy level is 50%, the node 

has used only 43% of its lifetime. 

Constant-Resistance: The node has a constant resistance equal to 3.6ଶ ܲ⁄ ; therefore 

the power consumption is proportional to the square of the operating voltage, and 

hence the consumption decreases with time.  When the residual energy level is 50%, 

the node has used only 36% of its lifetime. 

This shows the importance of considering, and modelling, the energy consumer behaviour in 

a node’s firmware, if it is to provide realistic lifetime estimates.  This is shown by the results 

obtained by Weddell et al. [35] (discussed in section 4.3.2), which identified the CC2430 as 

being a current-dominated energy consumer. 

4.4 Modelling Timing 

As described in Chapter 2, the operation of WSNs is often time-sensitive, requiring 

synchronisation between nodes and a knowledge of ‘real’ time.  For example, in many 

applications it is necessary to transmit a timestamp alongside sensor data to aid in signal 

reconstruction.  If a node’s interpretation of time is inaccurate, the timestamps it appends 

will also be inaccurate and the reconstructed data offset.  It is unlikely that this inaccuracy 

will be consistent between nodes, causing timestamped data at different nodes to be 

uncorrelated.  Additionally, neighbouring nodes that utilise duty-cycled MAC protocols are 

usually required to wake up at the same time to communicate.  If nodes do not compensate 

or accommodate for clock drift, wakeup periods will become offset and MAC operation 

fails.  These effects can be overcome through the use of synchronised MAC [94] and time 

synchronization [187] algorithms, but should be considered in simulation to avoid 

potentially unseen effects rendering results unrealistic.  This section presents timing models 

required for simulating delays, clock drift, and real time clocks (RTCs). 
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4.4.1.1 Delays 

The process of performing operations and switching functionality (for example changing the 

processor or radio transceiver state, performing a computation, taking a sensor reading, or 

communicating) takes a period of time to undertake.  While emulators consider such delays, 

simulators (and the algorithms and protocols they simulate) often neglect them. 

 

FIGURE 4-14 : The impact of considering delays in a MAC LPL cycle, where transceiver 

and microcontroller state change delays are a) not considered, and b) considered. 

An example of the effect that delays can have on a simulation is that of transceiver state 

changing.  The Texas Instruments CC2430 specifies a 192µs transceiver turnaround period 

to change from transmitting to receiving, and a 120µs period to change from sleep mode to 

active mode.  Fig. 4-14a shows a node’s MAC receive cycle (waking up every 250ms to see 

if a neighbour wishes to communicate) where state change delays are not considered.  At the 

start of the cycle, the node enters active mode, briefly turns on its receiver, and then re-

enters the sleep mode for the remaining time; this consumes 68µJ during the cycle.  In Fig. 

4-14b, the state change delays have been considered.  At the start of the cycle, the node 

enters active mode, waits, turns on its radio receiver, waits, and then briefly listens after 

which time it re-enters the sleep mode; this consumes 91µJ during the cycle.  This equates to 

an energy increase of over 33%, which has a considerable bearing on simulation results.  

When additional delays are considered, this difference will increase. 

In the proposed timing model, the delays required for different tasks are stored in a lookup 

table, as shown in Table 4-5.  Note that delays due to the execution of instructions on the 

microcontroller are not considered, due primarily to the difficulty in implementing this in 
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simulation.  However, this is approximated by introducing a random delay for Service 

Access Point (SAP) communication (communication between adjacent layers of a protocol 

stack), which aids in the provision of execution delays. 

TABLE 4-5 : Delays required for various power modes, tasks and peripherals. 

Task Time Delay ઢ࢚ (μs) 
CPU/Transceiver PM3 Wakeup [27] 120 
CPU/Transceiver PM2 Wakeup [27] 120 
CPU/Transceiver PM1 Wakeup [27] 4 

Transceiver State Change [27] 192 
Sense Temperature (section 4.2.2) 29 

Sense Light (section 0) dependent on ADC resolution; 20 ൑ Δݐ ൑ 132
Monitor Store Voltage (section 4.3.1) dependent on ADC resolution; 20 ൑ Δݐ ൑ 132

RTC Signal (section 4.4.1.3) 150 
SAP Communication uniform random value; 1 ൑ Δݐ ൑ 5 

4.4.1.2 Clock Drift 

In practice the clocks used in WSNs are rarely accurate, which adds error to the duration of 

delays controlled by internal timers. The Texas Instruments CC2430 has a low-power 32kHz 

RC oscillator that is used as a clock while the device is in a sleep mode.  WSNs occupy sleep 

modes for the majority of their operation, hence the accuracy of this oscillator is the most 

significant in controlling the node’s appreciation of ‘real’ time.  The Texas Instruments 

CC2430 datasheet [27] quotes the RC oscillator as having a calibrated accuracy of ±0.2%, 

equating to a loss or gain of around one day per year (further extenuated by a 3%/V and 

0.4%/ ºC drift). 

 Δݐ ൌ Δݐ௘௫௣ ൈ ൬1 ൅
ܺఙ

߬ ൰ , ݁ݎ݄݁ݓ ܺఙ~ܰ ൬0,
1
3൰  (4.23)

The proposed timing model accounts for clock drift by considering it as a constant error at 

each node (the magnitude of the error is different for each node, but constant for the duration 

of the network).  Whenever a time delay is requested (either because hardware is switching 

or transitioning, or because a timer has been set), the timing model applies an error to the 

delay that is actually performed (4.23), where Δݐ is the time period that has actually elapsed, 

Δݐ௘௫௣ is the delay that is requested or expected, ܺఙ is a normally distributed random value 

that is fixed on run-time for each node (with mean 0 and standard deviation 0.333), and ߬ is 

the timing error in the node’s crystal oscillator (expressed as a ‘1 in ߬’ value).  The use of a 

normally distributed value with a standard deviation of 0.333 results in 99.7% of nodes 
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having clock drift within the rated tolerance  ߬.  The CC2430 quotes an accuracy of ±40ppm 

for the crystal oscillator, which equates to a  ߬ of 25000.   

4.4.1.3 Real Time Clock 

In addition to the onboard clock which provides the facility for implementing timers on a 

microprocessor, some nodes also contain a real time clocks (RTC) to keep track of the 

‘absolute’ time; this is used for implementing functions such as the time stamping of sensor 

data.  The proposed timing model includes the modelling of a RTC, while the model is 

generic, it has been implemented considering the properties of the Dallas/Maxim DS1302 

RTC [188].  When the time is requested from the simulated RTC, the model looks at the 

actual time (simulation time) elapsed since the RTC was last queried, applies an offset to 

this, and then adds it onto the last queried time.  This is shown in (4.24), where Δݐ௙௥௔௖ሺܶሻ is 

the additional error that is introduced at an operating temperature ܶ; the effect of which is 

specified in the datasheet, and shown in (4.25).  The datasheet also specifies a crystal 

tolerance of ±20ppm, which equates to a ߚ of 50000. 

 
Δݐ ൌ Δݐ௘௫௣ ൈ ቆ1 ൅

ܺఙ

߬ ൅ Δݐ௙௥௔௖ሺܶሻቇ , ݁ݎ݄݁ݓ ܺఙ~ܰ ൬0,
1
3൰ (4.24)

 
Δݐ௙௥௔௖ሺܶሻ ൌ

െ0.043ሺܶ െ 25ሻଶ

1 · 10଺  (4.25)

This method of discretely updating the accuracy (which considers only the temperature at 

the time that the time is requested) is valid provided that the temperature variation is at a low 

frequency compared with that of the RTC sampling rate. 

4.5 Discussion and Summary 

This chapter has presented research relevant to the modelling and simulation theme of this 

thesis.  Energy, sensing, communication and timing models have been highlighted as key 

areas that require adequate modelling in order to effectively simulate energy- and 

information- managed algorithms such as IDEALS/RMR.  A byte-level empirical 

communication model has been presented, which calculates packet reception through the 

modelling of BERs.  Sensing models have been proposed for a digital temperature sensor 

and a light sensing circuit.  Energy models have been presented for energy stores (with 

particular attention to supercapacitors), energy consumers, and energy sources.  Timing 

models have been proposed to consider the accuracy of oscillators, and the temperature 
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dependence of RTCs.  Furthermore, the importance of considering various time delays in 

WSN simulation has been expressed. 

While models specific to particular hardware have been proposed in this section (such as 

specific supercapacitors, microcontrollers, and sensors), the methods used in this section for 

sensing and timing models (which evaluate an individual device or circuit based upon 

quoted errors and inaccuracies) can be transferred to other devices and circuits.  This also 

applies to the developed empirical models (for energy sources, stores and consumers), 

whereby the ‘black box’ approach to considering sensor nodes and energy stores can be 

easily transferred to alternative hardware platforms and devices. 

The models presented in this section are used in the developed simulator, WSNsim 

(discussed in Chapter 5), which is used to obtain the simulation results presented in Chapter 

6.  The results presented in Chapter 6 evaluate and highlight the impact of the various 

models developed in this section. 

 

 



 

 

Chapter 5  
 
WSNsim: A Simulator for  
Wireless Sensor Networks 

A number of simulators have been proposed and developed for the evaluation of WSNs, an 

overview of which was given in Chapter 2.  As each of these has strengths and weaknesses 

in differing areas, the inclusion of IDEALS/RMR, environmental and physical models (in 

particular energy harvesting), and support for the required results is a nontrivial task 

requiring considerable modifications and extensions.  Hence, it was decided that while the 

use of an existing simulator could be used, this could not be appropriately accomplished in 

an effective and time efficient manner.  Therefore, WSNsim (Wireless Sensor Network 

Simulator) was developed to debug, evaluate and improve the algorithms developed as part 

of this research.  WSNsim is an in-house object orientated discrete-event simulator for 

WSNs, developed by the author using Microsoft Visual Studio .net 2005.  While the 

simulator is not the primary subject of this thesis, it is outlined here in order to show how the 

environmental and physical models are interacted with, how energy and information are 

handled, and to put the obtained results into context.  As it has been developed as an in-

house tool to evaluate only this research, providing it as an open source simulator to the 

wider research community would be premature as it was not designed to be general purpose, 

has limited documentation, and does not currently have the personnel required to support it.  

This will however be considered in the future, as it has received reasonable interest. 

5.1 Aims and Requirements 

At the outset of this research, an initial version of WSNsim was conceived in order to 

validate the concepts of the research.  However, the use and evaluation of this highlighted a 
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number of key issues that were fixed and improved in the second major version of the 

software.  The initial version was a procedural discrete event simulator, structured and 

operated with the GUI as the central control element.  The GUI was utilised by the user to 

define and manage the entire network simulation including node and event placement, 

energy resources, harvesting environments, and was also used to control simulation 

execution.  Furthermore, the simulation of each node’s embedded software was not 

implemented in a structured manner, resulting in the extensibility and customisation being 

inherently limited.  The simulator contained minimal environmental modelling in terms of 

communication, sensing, energy and timing; in addition, most areas of the simulator used 

arbitrary units, with energies specified relative to the capacity of the energy store, distances 

specified relative to the dimensions of the simulated environment, and times specified as 

‘timesteps’ (a unit of discrete time equivalent to a MAC or sensing cycle).  Following the 

initial validation of IDEALS/RMR, it was imperative to revise WSNsim in order to obtain 

more relevant results with a simulation environment that could be easily and adequately used 

to obtain them.  The primary aims of the revised (and current) version of WSNsim are: 

Design & Structure: WSNsim is an object orientated discrete event simulator with a 

rational structure, thus increasing extensibility.  As opposed to being GUI-centric, a 

simulation controller manages, coordinates and controls execution using a discrete 

packet scheduler to pass data between objects.  WSNsim uses standard units, for 

example distances are expressed in meters, energies in Joules, and times in seconds 

(although the discrete packet scheduler has a temporal resolution of 1μs). 

Simulated Node Structure:  The simulated nodes execute code of a similar structure 

in the simulator as they do in a real system (for example implementing communication 

functionality in a protocol stack formed of distinct layers); this simplifies the process 

of comparing experimental and simulation results.  WSN is able to accommodate 

heterogeneous nodes which operate using different protocols and hardware resources.   

Environmental Models:  WSNsim is built around the various environmental models, 

including all of those researched and presented in Chapter 4, covering communication, 

sensing, energy, and timing models. 

Network Specification: The network topology, simulation configuration, GUI 

selection, and node configuration is specified via a network setup file allowing for an 

emphasis on simulation as opposed to network design. This also enables the running 

of concurrent automated simulations. 
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GUI and Logging:  A wide range of different non-interactive GUIs can be enabled in 

WSNsim, each showing different aspects of the network.  Additionally, the logging 

system allows for easier extraction of key data. 

5.2 Structure, Operation and Functionality 

This section presents the organisational and operational structure of WSNsim, the methods 

by which it is configured, and the various visualisation and logging facilities that are made 

available to the user for evaluating a simulation’s performance.  

5.2.1 Simulator Structure 

The structure of WSNsim is shown in Fig. 5-1, which highlights the level of importance that 

is given to environmental modelling and the simulated node structure.  Operation is 

coordinated by a central controller, which uses a packet scheduler to manage the discrete 

event simulation.  The packet scheduler operates with a resolution of one microsecond and, 

below this, allows up to one million different packets to be queued for the same 

microsecond.  In this context, the term packet describes not only communication packets 

transmitted between simulated nodes, but also any data transferred between the layers in the 

simulated node’s embedded software, and the various objects of the simulator; any form of 

time delayed process is implemented via the packet scheduler. 

 

FIGURE 5-1 : The structure of WSNsim. 
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The packet scheduler also manages which objects can communicate with which other 

objects; for example, the physical layer of the communication stack is not allowed to 

communicate directly with the network layer.  The network controller uses the node 

collection (an array of node objects depicting every node in the network), logging objects, 

GUI objects, and the environment object in order to perform network simulation. 

5.2.2 The Network Description File 

When a simulation begins, the network model imports a network description file (NDF) that 

contains information regarding the simulation (including the simulation duration and 

environment dimensions), nodes, GUIs, and logging configurations.  After importing the 

NDF, the network model makes it easily available to the simulation controller on demand.  

The node parameters configurable for each node in the NDF include the MAC address, stack 

layer selection (each node can have one of three different implementations of each layer of 

the embedded software stack), position (this can be scripted in the NDF to change through 

time), power-on time (this can also be scripted in the NDF, including the ability to specify a 

random time within a certain range), and hardware properties for attached energy stores, 

sources, antennas and sensors.  Certain parameters related to the hardware attached to the 

node (such as the presence of energy sources and sensors) are indicated to the simulated 

embedded software of each node using a ‘memory bitline’ object on the node; this object 

represents a set of jumpers on the node signifying the hardware setup of each.   

TABLE 5-1 : The effect of enabling and disabling IDEALS, RMR and energy 

harvesting on the operation of the node. 

IDEALS RMR Harvesting The Effect on Node Operation 

 
 Periodic sampling without harvesting 

Periodic sampling with harvesting 

 

Event-based sampling without harvesting 
Event-based sampling with harvesting 

 Event-based sampling with IDEALS, but no harvesting
Event-based sampling with IDEALS and harvesting 

 

In order to effectively evaluate the system, IDEALS, RMR, and energy harvesting need to 

be independently enabled and disabled; these are also specified in the network description 

file.  The operation of the node as a result of these various settings is shown in Table 5-1. 
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5.2.3 Visualisation and Logging 

As mentioned above, the operation of the initial version of WSNsim was coordinated around 

an interactive GUI element (shown in Fig. 5-2a) providing network setup, configuration and 

simulation control.  However, through moving coordination to a separate controller element 

and defining the network configuration in a separate NDF, the revised version of WSNsim 

exhibits GUI elements (shown in Fig. 5-2b) with a sole purpose of conveying the operation 

of the network.  The types of GUIs available include communications (radio energy in the 

channel), sensing (variation of the environmental parameter or sensor output), and energy 

(residual, harvested, or dissipated).  Any number of GUI elements can be displayed during 

simulation, and are configured in the NDF file to describe their type, parameters, 

dimensions, resolution, colours, update frequencies, and whether or not the GUI should also 

be saved to a video file.  In addition to the ‘plan view’ of the network and the visualisation 

of the parameter in question, each element also contains an indication of current simulation 

time, a unique identifier, and a scale relating colours to practical values.  This allows a 

constructive understanding of the state of the network during or after execution. 

(a) (b) 

FIGURE 5-2 : Screenshots from the a) initial, and b) the current version of WSNsim. 
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In WSNsim, logging (recording statistics during simulation execution) to comma separated 

value (CSV) files provides the fundamental means for evaluating the operation of the 

network; the level of logging that is performed is configured in the NDF.  A number of 

different log files are created to record a wide range of different occurrences, including the 

activity of energy stores, sources and consumers, packet transmissions, sensor sampling, and 

IDEALS/RMR decisions.  After the simulation has completed, a separate application is used 

to extract and compute key data from the log files, and is subsequently displayed using a 

graphics package such as SigmaPlot.  A selection of the results that are obtainable can be 

seen in Chapter 6. 

One metric of use in evaluating the performance of IDEALS/RMR is ‘information 

throughput’ (a term coined as part of this research).  As this research considers the 

information content of data to be based upon a user’s perception of the importance of the 

data as opposed to the information theoretical value, the quantification of ‘information 

throughput’ is a non-trivial task.  However, the user quantifies the importance of data 

through the selection of PPs, where a large PP relates to low information content and a small 

PP relates to high information content.  Therefore, a measure of the information contained in 

a packet is the ‘inverse’ of the PP (5.1). 

݊݋݅ݐܽ݉ݎ݋݂݊ܫ  ൌ Φ െ ߯ (5.1)

Information can be measured at a variety of stages in the network.  Firstly, the ‘information 

generated’ can be calculated by considering all packets generated by RMR (packets that are 

generated, but not necessarily transmitted).  Secondly, the ‘information transmitted’ can be 

calculated by considering all packets that a node transmits.  Finally, the ‘information 

received’ is calculated by considering all packets that are received at the sink node. 

5.2.4 The Environmental Models 

The environment object in WSNsim contains the environmental and physical models for 

each node.  For efficiency and coding simplicity, each node’s modelled hardware (for 

example its energy store or sensors) are contained within the environment object as opposed 

to each node object.  The models proposed in Chapter 4 and implemented in the environment 

object are stochastic, and require the availability of normally distributed random variables; 

these are obtained using the Box-Muller method [189]. 
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5.3 An Architecture for a Node’s Embedded Software 

As specified in section 5.1, an aim of WSNsim is to provide a structured approach to 

algorithm design and network simulation.  Chapter 2 illustrated how protocol stacks form the 

basis of the majority of communication protocols and algorithms; the distinctions that were 

conceived by the OSI-BRM still dominate design, with algorithms developed for specific 

layers of the protocol stack such as the network layer (routing algorithms).  While protocol 

stacks formally structure the functionality of a communication subsystem through the use of 

layers, other aspects of a sensor node (and the interfaces between them) are left largely 

unstructured.  This is not ideal, as sensor processing and energy management are arguably as 

important as communication in the operation of a sensor node.  IDEALS/RMR requires 

aspects of both energy-management and information-management to operate; hence a 

method of structuring these additional interfaces in a node’s embedded software is required. 

This section proposes an architecture for specifying and structuring multiple interfaces in a 

node’s embedded software, a concept that is fundamental to the structure and operation of 

WSNsim.  This is performed by allowing sensor nodes to incorporate a number of distinct 

stacks.  Each of these stacks which implement distinct functionality such as communication, 

sensing, energy management, actuation or locationing, is derived from a basic template 

stack.  The individual stacks are combined into a ‘unified’ stack through a shared application 

layer which is the highest layer of each stack.  As discussed in Chapter 2, a range of 

variations to the communication stack (including cross-layer optimisations and additional 

‘planes’ for energy management), stacks specifying functionality such as locationing [190] 

and sensing [29], and simulation structures to specify energy channels and sensing channels 

have been reported. 

The use of this architecture translates the benefits of a communication stack across all major 

node tasks, including structuring functionality, permitting efficient code reuse, and 

promoting standardised, interchangeable protocol design. 

5.3.1 The Basic Template Stack 

Stacks complying with the proposed architecture are derived from the basic template stack 

shown in Fig. 5-3.  The layer boundaries are placed with the aim of accommodating a wide 

range of implementations, while retaining definite limits on the required functionality of 

each layer to permit the interchanging of individual layers.  The functions of the layers are: 
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Interface Layer: Interfaces directly with the appropriate hardware, and hides the 

complexity of the circuitry from the higher layers.  For communications, this layer 

represents the physical layer of the OSI-BRM. 

Medium Layer: Provides low-level processing such as error checking, and masks the 

complexity of the medium (such as the sensed phenomenon or wireless channel).  For 

communications, this layer represents the data link layer of the OSI-BRM. 

Management Layer: Provides high-level processing (such as event detection, 

network formation and maintenance), and masks the complexity of object groups (for 

example a network of nodes, number of energy sources, or collection of sensors) from 

the higher layers.  For communications, this layer represents the network, session, 

transport, and presentation layers of the OSI-BRM (the majority of which are often 

neglected in practice). 

Shared Application Layer: Contains cooperative functionality that passes data 

between stacks.  For communications, this layer represents the application layer of the 

OSI-BRM. 

The decision to use three layers (logically placed for interfacing, processing, and controlling) 

plus a shared application layer is a result of both the generic structure that this logic 

compartmentalisation provides, and also the observation of modern communication 

protocols such as ZigBee [83]. 

 

FIGURE 5-3 : The proposed architecture’s basic template stack for a) hardware 

interfaces, and b) software interfaces. 
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It is envisaged that the proposed architecture is not restricted to only structuring 

software/hardware interfaces.  Software/software interfaces can also be structured using the 

basic template stack shown in Fig. 5-3b.  In this, the raw data for processing is passed via the 

shared application layer from another stack, processed by the stack, and returned to the 

shared application layer.  The investigation of software stacks are outside the scope of this 

research, but are an interesting area of future research. 

5.3.2 Creating a ‘Unified’ Stack 

Once a number of individual stacks (each structuring a different node function or interface) 

have been derived from the basic template stack, a ‘unified’ stack is formed by combining 

these distinct stacks via the shared application layer.  Stacks use the shared application layer 

to communicate and pass data between each other.  The structure of a ‘unified’ stack 

specifying communications, energy management, and intelligent sensing is shown in Fig. 5-

4; this is the unified stack implemented in WSNsim (see Fig. 5-1).  The functionality and 

implementation of each layer of this ‘unified’ stack is presented in section 5.4. 

 

FIGURE 5-4 : The ‘unified’ stack implemented in the nodes in WSNsim to specify 

interfaces for communications, energy management, and intelligent sensing. 

5.3.3 Use of the Architecture 

The proposed architecture is particularly useful where a node has non-trivial functionality in 

areas other than communication;  IDEALS/RMR is a good example of such a case.  The 

incorporation of IDEALS/RMR into the ‘unified’ stack shown in Fig. 5-4 can be seen in Fig. 

5-5.  In this diagram, RMR is located solely within the intelligent sensing stack (which is 
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intuitive considering that RMR’s event detection and packet assembly techniques operate 

independently from the energy status of the node or its communication behaviour).  IDEALS 

however is split between the energy management stack and the communications stack (due 

to its interaction with both the energy state of the node, and the transmission and forwarding 

of packets).  The energy management stack (further information is provided in section 5.4.3) 

monitors the state of energy resources, and uses IDEALS to allocate the node an EP.  

Whenever this EP changes, the stack notifies the network layer of the communication stack 

via the shared application layer.  The intelligent sensing stack (further information is 

provided in section 5.4.2) samples the environment and uses RMR to detect events; any 

resulting data (and their associated PP) are passed to the network layer of the communication 

stack via the shared application layer.  Upon receiving data to transmit, the network layer 

uses IDEALS to perform priority balancing with to decide if a packet should be transmitted.  

Furthermore, if the network layer determines that a packet requires forwarding, it performs 

priority balancing using the PP embedded in the received packet. 

With certain devices, a number of the lower layers of a stack may become very lightweight 

as functionality is transferred into hardware.  An example of this could be a temperature 

sensor that performs event and fault detection, and provides a reading of the temperature in 

degrees Celsius (with an associated confidence) transmitted via a digital interface. 

 

FIGURE 5-5 : The location of IDEALS/RMR in a unified stack specifying interfaces for 

communications, intelligent sensing and energy management. 
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physical energy (interface) layer would perform the ADC readings to monitor the battery 
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and supercapacitor voltages, and control the switching circuitry to direct the flow of energy.  

The energy analysis (medium) layer would subsequently provide temperature compensation 

for the battery voltage, and perform any linearisation or scaling of the ADC output in order 

to convert the reading into a voltage.  Finally, the energy control (management) layer would 

make the high level decisions regarding whether to use the supercapacitor or battery to 

power the node, and whether or not to charge the battery.  Additionally, this layer could 

make decisions on the energy state of the node in order to control the duty cycle of sensing 

and reporting tasks. 

Use of the architecture has a number of limitations, restrictions, and costs.  While it can also 

be seen as a positive constraint, the designer is forced to consider their implementation 

within the bounds of a stack structure (although the presence of multiple stacks arguably 

makes this process more flexible).  The introduction of additional stacks into a node’s 

embedded software is likely to introduce overheads in terms of space, computational time, 

and power consumption.  This is an obvious cost incurred through the use of the 

architecture, but it is believed that the benefits listed in the previous sections outweigh these 

costs; numerical quantification will be considered as an area of future research.  Recently, 

cross-layer protocols and algorithms (which claim to improve efficiency through the 

merging of some or all layers of the OSI-BRM) have received considerable research interest.  

However, it is arguable that the modularity (lost through cross-layer design) that is gained 

for all interfaces on a node through our proposed architecture is worth the minor loss in 

efficiency.  Cross-layer optimization techniques could still be applied to the multiple stacks 

of the architecture as part of the protocol development phase. 

Under this PhD, the proposed architecture has been considered as a simulation entity, 

structuring the node’s simulated embedded software in WSNsim (as shown in Fig. 5-1).    

Through its use to structure sensor node simulation in this PhD, I have found that the 

proposed architecture provides a number of benefits.  Of most significant is the way in 

which the architecture modularises a problem, and encourages the designer to consider many 

different aspects of embedded software development that would otherwise either not be 

attempted, or else complicated to overcome.  It is likely that the advantages that I have 

witnessed through the architecture use in simulation are transferable to its use with real 

nodes; this is however outside the scope of this thesis.  Alex Weddell is however taking this 

research forward through the further development and implementation of ‘unified’ stacks for 

use in a practical node’s embedded firmware [191].  Though the implementations presented 

in the next section have been developed individually by me, the concept of the intelligent 

sensing and energy management stacks was conceived jointly with Alex Weddell. 
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5.4 Implemented Protocol Stacks 

Through the use of the architecture presented in the previous section, WSNsim allows 

different layers to be altered or replaced to change functionality.  As WSNsim has been 

designed as a tool specifically for the evaluation of IDEALS/RMR, it has been created to 

support the three-stack architecture shown in Fig. 5-4.  The contents of the individual layers 

in each stack (used in the simulations presented in Chapter 6), are discussed in this chapter. 

5.4.1 The Communication Stack 

As depicted in Fig. 5-6, the communication stack implemented in the simulated node’s 

embedded software consists of three layers: the PHY, MAC, and NET. 

 

FIGURE 5-6 : The communication stack used in the nodes in WSNsim. 

5.4.1.1 The Physical Layer 

The physical layer implemented in WSNsim is based upon the 2.4GHz air interface specified 

in IEEE 802.15.4-2006 [84], and implements the complete range of PD-SAP (physical layer 

data service access point) and PLME-SAP (physical layer management entity service access 

point) primitives, and the PHY-PIB (physical layer personal area network information base).  

Further information can be found in the IEEE 802.15.4-2006 specification.  The PHY has 

been extended with primitives to support long preambles in order to accommodate the LPL 

techniques that are required by Broad-MAC; this is discussed in the following subsection. 

Shared Application Layer

Medium Access Control
Channel access control, frame 
management, error detection

Network
Network related protocols: 

packet routing etc

Physical Communication
Controls comms hardware, 

channel coding, bit-level comms

Hardware
Communications circuitry for 

interfacing with physical medium



WSNsim: A Simulator for Wireless Sensor Networks 112 

 

5.4.1.2 The Media Access Control Layer 

The MAC implemented in WSNsim is a LPL carrier sense protocol based heavily on the 

concepts of B-MAC [99] and X-MAC [100] (discussed in section 2.3); it shall be referred to 

as Broad-MAC (Broadcast MAC).  Broad-MAC uses the same LPL technique proposed in 

B-MAC to transfer energy away from the receiver to the transmitter.  This is useful in 

scenarios where data is communicated infrequently; hence the reporting period is 

significantly lower than the MAC cycle period.  X-MAC improves this by embedding the 

destination address in the long preamble to reduce costs associated with idle-listening, and 

allows the receiving node to prematurely terminate the long preamble by ‘acknowledging’ it. 

TABLE 5-2 : The Broad-MAC long preamble frame structure. 

4 bytes 1 byte 1 byte 1 byte 1 byte 1 byte 1 byte 
Preamble SFD Length Type Remaining Count PP XSum 

 

As Broad-MAC is designed for use with broadcast routing algorithms (such as packet 

flooding), premature terminations and destination address embedding cannot be used to 

reduce idle-listening.  Instead, Broad-MAC embeds the packet’s PP in the long preamble so 

that nodes with a lower EP can ignore the preamble.  Additionally, the long preamble 

contains a count of the remaining number of preambles that are to be sent before packet 

transmission commences.  These can be seen in the frame structure shown in Table 5-2.  

Because the receiving node knows the length of a preamble frame, it can calculate the time 

that this process is going to take.  Hence, following the detection of a long preamble frame, a 

receiver node returns to a sleep state until just before the data packet is to be transmitted. 

Fig. 5-7a presents a flow diagram representing the operation of Broad-MAC.  At the 

beginning of the receive cycle, the node awakes, and enables its receiver for a period equal 

to Δݐ௜௡௦௣௘௖௧ [s].  If a long preamble sequence is not detected during this period (or if the PP 

embedded in the preamble is higher than the node’s EP), the node moves to the transmit 

cycle.  Otherwise, after sleeping for a period Δݐ௪௔௜௧ [s] (calculated from data in the long 

preamble), the node turns on its receiver and receives the packet (timing out if no data is 

received for a period Δݐ௟௜௦௧௘௡  [s]) and enters the transmit cycle.  If the node has data to 

transmit, it waits for a random period of time, following which it performs a Clear Channel 

Assessment (CCA).  If the channel is not clear, the wait-CCA process is repeated; otherwise 

the node transmits a long preamble for a period Δݐ௖௬௖௟௘  [s], following which the packet is 

transmitted.  The node then enters the sleep cycle for a period Δݐ௦௟௘௘௣ [s].  The time periods 

implemented in WSNsim (used for the simulations in Chapter 6) are shown in Table 5-3. 
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(a) 

 
(b) 

FIGURE 5-7 : a) The Broad-MAC flow diagram, and b) a timing diagram showing the 

packet communication process in Broad-MAC (obtained from WSNsim). 
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TABLE 5-3 : Broad-MAC timings used in WSNsim. 

Time Period Value 
Δݐ௜௡௦௣௘௖௧ 700μs 
Δݐ௟௜௦௧௘௡ 5ms 

min cca_backoff 1ms 
max cca_backoff 10ms 

Δݐ௦௟௘௘௣ 500ms 
Δݐ௖௬௖௟௘ 550ms 

 

The operation of Broad-MAC can be seen from the timing diagram shown in Fig. 5-7b, 

produced as an output from a simulation in WSNsim.  In this diagram, the bottom traces are 

those of the transmitting node, while the upper traces are those of the recipient. 

As shown in Fig. 5-7b, upon wanting to transmit data, the transmitting node first enters a 

CCA Sleep (or BackOff) state, following which it performs a CCA by enabling the radio 

receiver and performing a physical layer ‘energy detect’ operation.  Upon detecting that the 

channel is clear, the transmitting node enables its radio transmitter, and transmits the long 

preamble.  During the transmission of the long preamble, the receiving node awakes from its 

sleep state, enables its radio receiver, and detects the long preamble transmission.  The node 

decodes Δݐ௪௔௜௧ [s] from the preamble, and returns to sleep for this period of time.  Upon 

waking up again, the node enables its receiver at the same time as the transmitting node 

stops transmitting the preamble and transmits the packet.  Both nodes then return to sleep. 

5.4.1.3 The Network Layer 

The NET layer implemented in WSNsim performs packet routing.  Two different NET 

layers have been incorporated: packet flooding and ‘minimum cost’ routing.  The different 

layers can be easily integrated into WSNsim by developing them as separate layer 

implementations, and then selecting which one is desired in the simulation NDF. 

5.4.1.3.1 Packet Flooding 

As discussed in Chapter 2, packet flooding operates by a node broadcasting any packet that 

requires routing.  Through this technique, all of the nodes in the network that are in the same 

connected graph as the source node will receive the packet with the minimum latency.  Each 

receiving node maintains a small circular queue containing the source address and sequence 

number of each received packet; if a received packet matches any of those in this queue, it is 

not rebroadcast.  Packet flooding was chosen for use with this research for a number of 
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reasons.  First, flooding is a simplistic and flexible algorithm which allows for easy 

integration, understanding, and interpretation of results.  Furthermore, while flooding does 

not scale gracefully, this research is concerned primarily with relatively small networks.  If 

the use of IDEALS/RMR is required with considerably larger networks, the constraining of 

packet flooding using one of the techniques outlined in Chapter 2 may prove a valid option.  

The final and most significant reason for using packet flooding is due to its applicability to 

IDEALS.  IDEALS selectively discards packets based upon their deemed importance, which 

creates a set of EPSNs (Fig. 3-7). Reactive routing algorithms are necessary as these sub-

networks are very dynamic in nature, due to nodes in the network changing EPs as their 

energy levels fluctuate.  By using packet flooding, all of the possible routes in the network 

are made available to the packet, hence maximising packet throughput.  This therefore 

allows IDEALS to be evaluated (as the source of dropped packets) without being concerned 

with complications in single-path routing algorithms.  It is also interesting to note that 

through packet discrimination, IDEALS effectively ‘constrains’ the packet flooding process. 

5.4.1.3.2  ‘Minimum Cost’ Routing 

As packet flooding is an epidemic algorithm suffering from scalability issues, and widely 

considered to not be energy-efficient, the inclusion of an alternative routing algorithm in 

WSNsim is desirable in order to provide comparative results.  Due to the considerable range 

of different routing algorithms for WSNs, and no clear winner in terms of the most energy-

efficient for all scenarios, the selection of a best-case algorithm is outside the scope of this 

thesis.  However, in order to compare results with a single-path routing algorithm, a 

‘minimum cost’ routing (MCR) algorithm is also implemented in WSNsim.  MCR is not 

designed to be practically realisable, requiring a complete knowledge of the locations and 

states of all the nodes in the network and is hence implemented using knowledge that would 

not usually be present in a sensor node. 

Upon wishing to transmit a packet, MCR selects the next hop by recursively considering all 

of the possible routes to the sink node (possible routes are defined as those using nodes that 

will accept a packet of the current PP), and selecting the one with the smallest hop count.  If 

multiple routes with the same hop count exist, one is randomly selected in order to distribute 

energy consumption.  Only next hops that are within a preset distance are considered; a 

distance is selected that results in a good chance of successful receipt in order to minimise 

energy consumption due to retransmissions.  Because the algorithm uses a single-path, per-

hop acknowledgements are used. The use of acknowledgments requires the modification of 
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Broad-MAC in order to manage the transmission and receipt of acknowledgement packets, 

and the retransmission of data packets if no acknowledgement is received. 

5.4.2 The Sensing Stack 

As depicted in Fig. 5-8, the sensing stack implemented in the simulated node’s embedded 

software is formed of three layers: the physical sensing layer (PYS), sensor processing layer 

(SPR), and sensor evaluation layer (SEV).  As defined in Chapter 4, WSNsim contains 

environmental sensing models for both a digital temperature sensor and a light sensing 

circuit.  As such, these two sensors have been considered in the sensing stack. 

 

FIGURE 5-8 : The intelligent sensing stack used in the nodes in WSNsim. 

5.4.2.1 The Physical Sensing Layer 

The PYS layer interfaces with sensor hardware in order to energise sensors, and obtain raw 

readings from the node’s digital interface (in the case of the digital temperature sensor) or 

ADC (in the case of the light sensing circuit).  The implemented PYS layer handles two 

requests, sense and range, from the higher layer.   The sense request causes the parsed 

sensor to be sampled, and after the necessary sensing period has passed, the reading is 

passed to the higher layer.  The range request updates the current setting of the light sensor’s 

sensitivity range to the value parsed, and returns the new value to the higher layer. 
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5.4.2.2 The Sensor Processing Layer 

The purpose of the SPR layer is to convert raw sensor readings obtained from the PYS into 

high-level interpreted, error corrected values with associated error bounds where appropriate 

(of considerable use when performing multi-sensor fusion [192]).  This conversion process 

is performed through the use of embedded sensor models.  The implemented SPR layer 

handles one request, sense, from the higher layer, which is simply passed on to the lower 

layer.  In order to convert the raw values obtained from the PYS layer into meaningful 

values, temperature and light sensing models are implemented based upon the ‘inverse’ of 

the models presented in Chapter 4.  Obviously, the effects of the random variables in the 

sensor models cannot be reversed, and hence error exists in the sampled data.  The bounds of 

this error can be calculated through either inspection, or through analysis of the error 

sources.  Additionally, if the reading obtained from the light sensor is nearing saturation, the 

SPR layer sends a range request to the lower layer in order to change the sensitivity range.  

5.4.2.3 The Sensor Evaluation Layer 

The SEV layer is responsible for coordinating sensing, evaluating the significance of sensed 

data and performing event detection, and identifying faults in the sensor hardware.  Upon 

waking up from a sleep state (coinciding with the MAC’s sleep cycle), the shared 

application layer (APP) notifies the SEV layer.  The SEV sends a sense request to the SPR 

for each attached sensor; the sensors attached to a particular node are specified in the NDF, 

which are stored in each node’s bitline at runtime.  Upon waking, the shared APP also 

obtains the current time from the RTC hardware; this reading is provided to the SEV using 

the time command.  Upon receiving sensor data from the SPR layer, the SEV processes it 

using RMR (contained in the SEV layer) to provide event detection.  As specified in Chapter 

3, on the detection of an event RMR returns an assembled payload which, in addition to the 

sensed data, contains a timestamp, confidence, signal direction, and sensor descriptor.  A 

payload is then passed from the SEV to the shared APP, accompanied by a respective PP. 

5.4.3 The Energy Stack 

As depicted in Fig. 5-9, the simulated energy stack is formed of three layers: the physical 

energy layer (PYE), energy analysis layer (EAN), and energy control layer (ECO).  As 

defined in Chapter 4, WSNsim contains physical energy store models for ‘ideal’, dual 

supercapacitor, and secondary battery stores, and these are considered in the energy stack. 
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FIGURE 5-9 : The energy management stack used in the nodes in WSNsim. 

5.4.3.1 The Physical Energy Layer 

The PYE layer is responsible for monitoring and controlling a node’s energy hardware in 

order to manage the supply and demand of energy.  To monitor the residual energy in an 

energy store, the PYE layer uses the onboard ADC to obtain a reading of the voltage across 

the energy store; this is performed on receipt of a measure request from the higher layer and, 

when obtained, the resultant measurement is sent to the higher layer. 

5.4.3.2 The Energy Analysis Layer 

The EAN layer converts voltage measurements obtained by the PYE into meaningful 

statistics such as the residual energy, residual energy fraction, or remaining lifetime.  This is 

performed through the use of models for the dual-supercapacitor and battery (Ni-MH, Ni-

Cad, and Li-ion) stores that convert the voltage into the residual energy; these models are 

based upon the ‘inverse’ of the models presented in Chapter 4.  Once calculated, the residual 

energy level – expressed as both a relative and absolute value – is sent to the higher layer. 

5.4.3.3 The Energy Control Layer 

The ECO layer takes a high-level view of the energy subsystem, and controls the energy-

aware operation of the node.  This includes the determination of the node’s EP based upon 

the data received from the EAN layer.  Upon waking up from a sleep state (which coincides 
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with the MAC’s sleep cycle), the shared APP notifies the ECO layer which subsequently 

sends a measure request to the EAN layer to monitor the store voltage.  Upon receiving a 

measurement of the energy residual in the store, the ECO layer calculates an EP that is 

assigned to the node. 

5.5 Discussion and Summary 

This chapter has outlined research that has been central to the modelling and simulation 

themes of this thesis.  WSNsim has been presented as a simulator developed for the purpose 

of enabling the evaluation of IDEALS/RMR with the range of desired environmental and 

physical models.  Designed for the purpose of simulating relatively small networks, 

scalability was not an aim in the development of WSNsim; scalability is sacrificed through 

both the object-orientated structure, and the depth incorporated in some of the models.  

While certain aspects such as the ‘unified’ architecture are new and novel concepts, the 

development of WSNsim was not the primary purpose of this research.  Instead, the 

simulator is a means to both house the collection of developed environmental and physical 

models, and to provide a method for the analysis and development of IDEALS/RMR. 

This chapter has also discussed a ‘unified’ architecture suitable for independently structuring 

multiple functions on a senor node.  Use of the architecture enables the process of 

developing software and algorithms for sensor nodes to be better structured, and devolving 

the focus of algorithm development away from communication.  Descriptions of the 

implemented layers for the communications, intelligent sensing and energy management 

stacks have been provided in order to place the simulation results presented in Chapter 6 in 

context.  The communication stack uses a MAC layer optimised for use with IDEALS/RMR 

(based heavily upon the concepts of B-MAC and X-MAC), and network layers for both 

packet flooding and ‘minimum cost’ routing.  The sensing stack interfaces with the sensing 

models to process sensed data, control sensor hardware, and uses RMR to perform event 

detection, assign PPs, and assemble payloads.  Finally, the energy stack interfaces with the 

energy models in order to monitor store voltages, calculated residual energy levels, and 

assign EPs.  While in the context of this thesis, the ‘unified’ architecture has only been 

considered as a simulation structure, it has obvious applications to practical embedded 

systems, and this is being researched further by Alex Weddell [191]. 



 

 

Chapter 6  
 
Simulation Results 

Chapter 3 presented IDEALS/RMR, an energy- and information-managed algorithm for 

WSNs.  Subsequently, Chapter 4 investigated communication, energy, sensing and timing 

models which were integrated into WSNsim (presented in Chapter 5).  This chapter presents 

simulation results obtained from WSNsim which demonstrate the advantages that can 

obtained through the use of IDEALS/RMR.  Results from two different simulation scenarios 

are presented: a network operating under static conditions (section 6.1), and a scenario 

depicting a network monitoring temperature in a water pumping station (section 6.2). 

As highlighted in Chapter 2, the union of energy and information management in WSNs is a 

novel concept, thus restricting its comparative evaluation.  It will therefore be compared to 

the case where nodes transmit packets based only upon RMR controlled event detection. 

6.1 Static Conditions 

The static conditions network is simulated to ascertain the benefits of IDEALS under 

constant conditions, testing the network to destruction under controlled decay.  Additionally, 

this section evaluates the various simulation models proposed in Chapter 4. 

6.1.1 Simulation Scenario, Setup and Parameters 

In this simulation, a small WSN of nine nodes is organised in a regular 3x3 grid with a 

single sink node in the bottom left of the network that is the destination of all packets; a 

snapshot of this is shown in Fig. 6-1.  In this snapshot, the small dots represent sensor nodes, 

the lines between them represent links between nodes where the separation distance is under 
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20 meters, and the shading shows the amount of energy remaining in the node (as this 

snapshot is taken at zero seconds, all of the nodes have full energy stores). 

 

FIGURE 6-1 : A snapshot of the static conditions network under simulation in WSNsim. 

During simulation, the sink node turns on at zero seconds, while the remaining nodes turn on 

at random times within the first minute.  The simulations run for a period of 24 hours.  

During this period, the temperature sweeps linearly from -25ºC to 80ºC in order to evaluate 

the temperature dependence of the simulation models.  The node separation distance of 15m 

(21.2m across the diagonal) was selected in order to enforce multi-hop routing using the grid 

structure.  ‘Minimum cost’ routing was configured to consider only separation distances of 

under 20m, which was identified as providing a good chance of packet success.  Under 

packet flooding, some packets will be transmitted via diagonal neighbours (not shown in 

Fig. 6-1), but this will be achieved with a lower packet success rate. 

The energy stores used in these simulations have a maximum (and initial) nominal capacity 

of 15.228J (chosen to equal the capacity of a dual 4.7F supercapacitor store) operating at 

3.6V (the maximum operating voltage of the CC2430).  Three different energy stores (ideal, 

battery and dual supercapacitor) are individually simulated, each with a capacity (and initial 

energy level) of 15.228J.  This is a very limited energy store when compared with that 

provided by a traditional AA size battery, with the supercapacitor store providing only 

enough energy to power the node’s radio receiver for 140 seconds if left permanently on.  

When energy harvesting is enabled, a static level of 500μW is harvested (for example, from 

50
m
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an ‘always-on’ vibration energy harvester); this equates to 30mJ in a minute or 43.2J in a 

day.  Therefore, due to the very limited store capacity, the network relies heavily on the 

presence and management of energy harvesting.  The configuration of the EP thresholds 

(where IDEALS was enabled) is shown in Table 6-1. 

TABLE 6-1 : EP thresholds used in the simulation of the static conditions networks. 

Energy Priority Lower Bound Upper Bound Hysteresis 
EP0 0% 5% 

2% 

EP1 5% 30% 
EP2 30% 50% 
EP3 50% 70% 
EP4 70% 90% 
EP5 90% 100% 

 

The nodes in the network operate with a duty cycled MAC algorithm with a sleep period of 

500ms (the total length of the duty cycle depends on the activity of the node during the 

awake period).  The sampling of the temperature sensor, and inspection of the energy store 

are coordinated with this MAC duty cycle.  For the purposes of comparison, the timing 

model is configured to not reset the RTC when node runs out of energy (equivalent to 

assuming that the node has a separate backup battery to maintain the RTC).  This was 

implemented to allow the harvesting only network to be objectively compared (as when the 

RTC resets, the timestamp on the data packets also resets). Alternatively, the node could 

request the current time from other nodes when it turned back on, but this is beyond the 

scope of this work. 

When IDEALS/RMR is disabled, each node in the network reports data to the sink node 

every two minutes.  When IDEALS/RMR is enabled, the temporal resolution of the network 

is traded with the nodes energy; the rules used to achieve this are shown in Table 6-2, 

whereby the reporting frequency halves every time the EP drops.  Note that in this 

simulation, RMR controls only the reporting frequency of the network using routine rules.  

In the next section, considering an actual application scenario, complete event-based 

operation is considered. 

TABLE 6-2 : RMR rules used in the simulation of the static conditions network. 

Name Type PP Value Parameter 
R(2M)pp5 

Routine 

5 2 

mins n/a 
R(4M)pp4 4 4 
R(8M)pp3 3 8 
R(16M)pp2 2 16 
R(32M)pp1 1 32 
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The static conditions network was simulated under four configurations: 

i) no energy harvesting or IDEALS/RMR 

ii) IDEALS/RMR only 

iii) energy harvesting only 

iv) energy harvesting and IDEALS/RMR. 

The remainder of this section presents results using a variety of different metrics relevant to 

the investigated areas of energy and information. 

6.1.2 Energy 

This section presents an analysis of the developed algorithms and models from the 

perspective of energy. 

 

FIGURE 6-2 : Deterioration of the nodes’ energy levels during a) packet flooding, and 

b) ‘minimum cost’ routing.  The nodes in both simulations utilised energy harvesting 

and no IDEALS/RMR. 

Fig. 6-2 shows a sequence of snapshots during the simulation showing the energy state of the 

nodes using a) packet flooding, and b) ‘minimum cost’ routing.  In these snapshots, the small 

dots represents sensor nodes (a dark dot depicting that the node is turned on), and the colour 

0 mins 30 mins 60 mins 90 mins

0 mins 30 mins 60 mins 90 mins

(a)

(b)
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map represents the node’s residual energy (where green equals a full store, and red equals a 

depleted store).  When packet flooding is utilised (Fig. 6-2a), all nodes expend 

approximately the same energy except for the sink node that needs only to receive packets (it 

is the destination of all packets, and hence is not required make any transmissions).  

However, with ‘minimum cost’ routing, nodes closer to the sink node deplete their energy 

reserves first, as they must cooperate in the routing of all packets in the network.  

Furthermore, the sink node has to acknowledge receipt of every packet, and hence depletes 

its energy reserve quickly. 

 

FIGURE 6-3 : Mean residual energy levels for the nodes in the network utilising ideal 

energy stores and a) packet flooding, and b) ‘minimum cost’ routing. 

Fig. 6-3 shows the mean residual energy level for the different network configurations using 

ideal energy stores with a) packet flooding, and b) ‘minimum cost’ routing.  The mean 

residual energy for packet flooding does not include energy expended by the sink node as, 

due to the reasons mentioned above regarding its receive-only operation, it would provide a 

bias to the mean results.  It can be seen that the graphs for the different routing algorithms 

are very similar, with only minor differences (the most noticeable of which is that ‘minimum 

cost’ routing adds variability due to its less uniform operation.  As expected, networks that 

do not feature energy harvesting or IDEALS are the first to deplete their energy reserves 

(network ‘i’).  If energy harvesting is added (network ‘iii’), the rate of depletion is slightly 

reduced (as the nodes are obtaining a comparatively small energy increase).  Once the 

energy level of a node in network ‘iii’ drops below 5% (approximately 0.75J), it begins to 

locally oscillate as the nodes toggle between EP0 and EP1.  If IDEALS is enabled (network 

‘ii’), the rate of depletion decreases at specific points (determined by IDEALS’ EP 

thresholds) as the energy level drops, resulting in a network lifetime extension.  If energy 

harvesting is added to IDEALS (network ‘iv’), the effect is emphasised, and the network 
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lifetime is extended indefinitely, with the node settling to oscillate between EP1 and EP2 

(the boundary is at approximately 4.5J). 

The results shown in Fig. 6-3 were obtained from a single-run of WSNsim.  They are 

however a representative example of the results that are obtained for this simulation 

scenario, with repeated experiments expected to produce very similar results.  This is 

because there are no stochastic parts to the ideal energy store model, or the energy consumer 

and ‘simple’ energy source models.  The only variability that would affect these results 

through repeated simulation would be as a result of packet success in the communication 

model, which would have only minor affect on the results for ‘Minimum Cost’ Routing (by 

requiring retransmissions due to lost packets).  Variability in the sensing models will not 

have an effect on residual energy levels in this simulation scenario, as nodes are configured 

to report packets every two minutes regardless of the data sensed. 

Due to the concept of deliberately discarding packets, the energy gained by energy 

harvesting (network ‘iii’) increases the network lifetime considerably more if coupled with 

IDEALS (network ‘iv’).  To explain this, consider that at the beginning of the simulation 

(when the node is in EP5), an average of 4.5 packets are transmitted through the network 

every minute, with a fixed amount of energy being harvested.  However, when the nodes are 

in EP1, an average of only 0.3 packets are transmitted through the network every minute, 

while the same amount of energy is harvested.  These results also show that for networks of 

this size, flooding is not particularly inefficient, and provides benefits including minimum 

latency and good reliability. 

 

FIGURE 6-4 : Residual energy levels for the nodes in the network using various energy 

stores with packet flooding. 
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The results presented in Fig. 6-3 are for nodes using ideal energy stores.  Fig. 6-4 compares 

different energy store models for nodes using packet flooding with energy harvesting and 

IDEALS/RMR (network ‘iv’), and demonstrates the importance of store modelling.  In this 

figure, both the residual energy level of the sink node and the mean residual energy level in 

the remaining nodes can be observed.  The sink nodes using ideal energy stores and Ni-MH 

batteries are able to remain fully charged by using harvested energy to overcome the energy 

requirements of the MAC cycle, receiving data, powering peripherals, and any leakage.  The 

leakage present in the sink node using the supercapacitor store is, however, too great to be 

countered by energy harvesting, and hence the residual energy drops until the leakage is 

balanced by energy harvesting.  As seen in Fig. 6-3, the non-sink nodes in network ‘iv’ 

achieve energy-neutral operation after approximately seven hours.  However, the nodes with 

a Ni-MH energy store are not able to achieve this, as their charging efficiency reduces the 

effective energy harvested (shown in Fig. 6-4).  It should be remembered that while the 

supercapacitor energy store seems to be more efficient than the ideal energy store in Fig. 6-

4, the node is not able to use 5J of the energy in the store, as it is available at a voltage below 

the operating voltage of the node.  When this is subtracted, it can be seen that the nodes are 

tending towards just achieving energy-neutral operating, albeit operating in the lowest EP; 

this is primarily a result of the leakage present in the supercapacitors. 

 

FIGURE 6-5 : Mean residual energy levels for the nodes in the network utilising dual 

supercapacitor energy stores and a) packet flooding, and b) ‘minimum cost’ routing. 

Due to the obvious differences between the ideal energy store and the practical energy 

stores, the supercapacitor energy store will be considered for the remaining results in this 

section.  The mean residual energy level for the different network configurations using 

supercapacitor energy stores with a) packet flooding, and b) ‘minimum cost’ routing are 

given in Fig. 6-5.  In these figures, the presence of energy harvesting can be seen retaining 
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the node above its usable residual energy level, while on the two non-harvesting networks, 

the energy store continues to leak after the node has turned off due to an insufficient store 

voltage.  While intuitive, it is interesting to note that if energy harvesting later provided 

energy to the store, the node would require enough energy to return the store to >2V (at a 

residual level of 5J) before the node would begin to operate.  As shown in the previous 

results, IDEALS/RMR controls the degradation of the network (networks ‘ii’ and ‘iv’). 

Fig. 6-5 shows only the mean residual energy level, hence the deviation of individual nodes 

about the mean cannot be seen.  Observing Fig. 6-2, it can be seen that, especially with 

‘minimum cost’ routing, the variation in energy is quite considerable.  Through inspection, it 

is found that IDEALS/RMR manages the state of the entire network through independent 

and locally greedy decisions, spreading the energy cost over the network and maintaining 

usability. 

 

FIGURE 6-6 : The mean distribution of energy consumption for nodes using packet 

flooding with energy harvesting and IDEALS/RMR (network ‘iv’). 

In addition to providing information on the residual energy level of nodes, WSNsim also 

produces statistics regarding where energy is consumed within nodes, as shown in Fig. 6-6.  

It can be seen that in this simulation, the radio transceiver dominates the consumption of the 

node (constituting almost two thirds of the energy consumption).  However, it is also 

interesting to note that the receive power constitutes a large part of this, and hence if only the 

transmit power were considered, significantly longer (and unrealistic) lifetime predictions 

would be produced.  Although a LPL MAC is used (designed to shift the energy 

consumption from the radio receiver to the transmitter), transmissions are only occurring 

approximately once every two minutes, whereas the receiver is listening (albeit for a 

considerably shorter period of time) twice a second.  If a non LPL MAC was used, receiving 

would constitute a considerably larger portion of the energy consumption.  Additionally, the 

microcontroller in a non-sleep mode is shown to be a predominant consumer, consuming 

around a third of the energy.  In this simulation, other consumers constitute a negligible 

proportion of the energy consumption.  However, as proposed in Chapter 4, the distribution 
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of energy consumption is able to change considerably with a small change in the network 

setup.  To illustrate this, the same simulation setup is used but with the nodes adopting 

different reporting frequencies (reporting every 30 seconds, or every two hours).  The energy 

consumed by various consumers for these two reporting frequencies is shown in Fig. 6-7.  

These simulations use unconstrained energy stores in order to highlight only the difference 

in consumption.  It is important to consider that the pie charts provide relative and not 

absolute values; in fact, the nodes in ‘a’ use an average of 20J, whereas those in ‘b’ use an 

average of 1kJ.  When the reporting frequency is increased from two hours to 30 seconds, 

the percentage of energy used in receiving is reduced, as the node is transmitting 

considerably more often.  Furthermore, the proportion of energy consumed by ‘other’ 

consumers reduces by two orders of magnitude, as these remain constant as the energy 

budget is heavily increased.  By comparing the charts in Fig. 6-7, the effect on energy 

consumption as a result of a simple change in the network configuration can be seen, and 

hence the importance of modelling all consumers appreciated. 

 

FIGURE 6-7 : A comparison of energy consumption with networks utilising 1) 120 

minute, and b) 0.5 minute reporting frequencies (both simulations were run without 

energy harvesting or IDEALS/RMR, but with unlimited energy reserves). 

In addition to providing information on how much energy each consumer has used, WSNsim 

also outputs statistics on how long each consumer was enabled for.  Fig. 6-8 shows this for 

the simulation of network ‘iv’.  Of particular interest are the times spent communicating and 

processing.  The CC2430 is a System-on-Chip solution integrating a microcontroller and 

radio transceiver.  In the conducted simulations, the energy consumption for the 

microcontroller was separated from that of the transceiver (often quoted and simulated as 

combined figures), as it is not necessary for the transceiver to be enabled while the 

microcontroller is.  Reinforcing this decision, it can be seen that in this simulation the radio 

transceiver is on for a total of 419 seconds, whereas the microcontroller is active for 446 
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seconds.  This means that for 6% of the time, the microcontroller is on without the radio 

transceiver, and causing an increase in the energy consumption of the node.   

 

FIGURE 6-8 : The time periods for which different energy consumers remained active. 

 

FIGURE 6-9 : Residual energy levels for the nodes in a network utilising solar energy 

harvesting with an ideal energy stores, simulated with a) the ‘simple’ solar harvesting 

model, and b) the ‘improved’ solar harvesting model. 

When energy harvesting has been enabled in the above results, a continuous and static power 

has been provided to the nodes.  To complete the energy results in this section, the effects 

and differences between the two solar harvesting models is considered.  In these results, the 

environmental light level varies between one lx and 2000 lx four times a day (in order to 

demonstrate the operation).  The nodes are powered from supercapacitor energy stores, and 

operate using packet flooding and IDEALS/RMR.  As explained in detail in Chapter 4, the 

major difference between the two solar harvesting models is that the simple model considers 

the photovoltaic to provide a output power directly related to the incident light level, while 
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the ‘improved’ model considers also the I-V characteristics of the photovoltaic, resulting in 

the power obtained to be dependent on the store voltage.  These results are presented in Fig. 

6-9, showing the residual energy in the sink node and the mean residual energy in the 

remaining nodes for both the ‘simple’ and ‘improved’ solar harvesting models. 

 

FIGURE 6-10 : Energy harvested by the nodes in a network utilising solar energy 

harvesting with an ideal energy stores, simulated with a) the ‘simple’ solar harvesting 

model, and b) the ‘improved’ solar harvesting model. 

From Fig. 6-9, it can be seen that the energy level of the sink node is similar in both models, 

as the store voltage is near maximum and hence the I-V characteristics of the photovoltaic 

are not limiting the energy harvested.  However, considering the energy in the non-sink 

nodes, it can be seen that a significant reduction in harvested energy is obtained with the 

‘improved’ model due to the nodes operating at a considerably lower store voltage of 

approximately 2V.  This can also be seen in Fig. 6-10, which shows the harvested energy 

that is successfully stored in the energy store.  Both the sink node and the non-sink nodes 

using the simple source model (Fig. 6-10a) harvest energy at the same rate; this is seen as 

both traces overlap until the sink node’s store becomes saturated, at which time only enough 

energy to sustain operation is harvested.  However, in the ‘improved’ model, the sink node 

harvests energy at a faster rate than the non-sink nodes (the two traces do not overlap), as the 

lower operating voltage means that a lower power is harvested.  It can also be seen that the 

individual curves are asymmetric, due to the store voltage increasing during harvesting. 

6.1.3 Information 

This section presents an analysis of the developed algorithms and models from the 

perspective of information. 
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Fig. 6-11 shows the results for packet (plots ‘a’ and ‘c’) and information (plots ‘b’ and ‘d’) 

throughput from the simulations featuring packet flooding and no energy harvesting.  

Comparing graphs ‘a’ and ‘b’ with ‘c’ and ‘d’, it can be seen that IDEALS/RMR enables the 

network to survive and hence report packets for a long period of time (extending the lifetime 

by a factor of four).  This supports the residual energy results presented in Fig. 6-5 and, also 

explains the non-linear energy depletion that could be seen in these results, a result of 

IDEALS/RMR reducing packet transmissions as the nodes’ energy reserves deplete. 

 

FIGURE 6-11 : Packet and information throughput for networks not featuring energy 

harvesting. 

The network featuring IDEALS/RMR (plot ‘c’) communicates fewer packets to the sink 

node than that not featuring IDEALS/RMR (plot ‘a’) before the nodes’ energy stores are 

depleted (115 packets as opposed to 184).  This is because the nodes featuring 

IDEALS/RMR have a longer lifetime; therefore, they expend a greater proportion of their 

energy budget on static energy consumers such as the MAC cycle and energising of 

peripheral devices.  However, it is important to note that although fewer packets are 

throughput, IDEALS/RMR allows the transfer of greater information (plot ‘d’ compared to 

plot ‘b’) communicating 425 ‘units’ of information as opposed to 356.  The loss of packets 

(packets that are transmitted but not received, highlighted in red in Fig. 6-11) are due to the 

nodes in the network turning on at random times during the first minute of network 

simulation; therefore, a route to the sink node is not necessarily present during this time. 
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Fig. 6-12 shows the results for packet (plots ‘a’ and ‘c’) and information (plots ‘b’ and ‘d’) 

throughput for the simulations featuring packet flooding and energy harvesting.  Comparing 

graphs ‘a’ and ‘b’ with ‘c’ and ‘d’, it can be seen that IDEALS/RMR causes considerably 

fewer packets (only 449 as opposed to 1329) and information (2035 as opposed to 2807) to 

be throughput.  This is because IDEALS/RMR is using a defined ‘policy’ to control the 

operation of the node and the network in order to strategically save energy while still 

communicating a high level of information.  Conversely, the network not featuring 

IDEALS/RMR is transmitting packets at a high rate whenever the node has energy.  

Therefore, when a path is not present between the source and sink nodes (due to nodes not 

being instantaneously operational), packets are not successfully received (shown by the 

packet success rate of 59% as opposed to IDEALS/RMR’s 96%).  Furthermore, if the 

average information per packet is considered, IDEALS/RMR transfers an average of 4.5, as 

opposed to 2.1, hence making better use of the available energy.  The operation and benefits 

of this are more obvious in the application-based results presented in section 6.2. 

 

FIGURE 6-12 : Packet and information throughput for networks featuring energy 

harvesting. 

Fig. 6-13 shows the possible reconstruction of light level data at the sink node from two 

nodes in the network, node 01 (only one hop from the sink node) and node 08 (furthest 

distance from the sink node).  Energy harvesting is present in each simulation.  A scaling 

difference can be observed in every plot between the reconstructed traces and the actual 

(environmental) variation; this is because the stochastic sensor model is providing different 
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values on the different simulation runs, resulting in the traces being scaled (shown below in 

Fig. 6-14).  Furthermore, it can be seen that the reported data is zero for the first hour of 

operation; this is due to the environmental temperature sweep that is in operation during this 

simulation to test the sensor models causing operation outside the temperature bounds of the 

sensor models.  These properties however do not affect the analysis of the results in this 

section. 

 

FIGURE 6-13 : Data reconstruction performed at the sink node for a node one hop from 

the sink node (node 01) and a node four hops from the sink node (node 08). 

In Fig. 6-13a, the reconstruction of the sensed data can be seen when no IDEALS/RMR is 

present.  Node 01 is able to sustain operation and intermittently report to the sink node when 

enough energy is harvested (this can be seen by the ‘groups’ of reports)  However, due to no 

coordination between nodes, the reconstruction of data from node 08 is limited, due to large 

periods of missed data points when a route didn’t exist across the network.  With ‘minimum 

cost’ routing (Fig. 6-13b) this effect is extenuated, with few packets making it across the 

network from node 08.  In Fig. 6-13c, IDEALS/RMR manages reporting and permits good 

data reconstruction.  The operation of IDEALS/RMR can be seen by the gradual reduction in 

reported packets during the first few hours of operation, and also the removal of the groups 

of reports, instead spreading the energy over a greater period of time.  These benefits of 

IDEALS/RMR can also be transferred to ‘minimum cost’ routing, as shown in Fig. 6-13d. 
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Finally, Fig. 6-14 provides a plot of the environmental light level against the sensed light 

level; this is shown for all nine nodes in a single simulation, and shows the effect of the light 

sensing model on the accuracy of sensed data.  In this figure, if the modelled sensor 

contained no error, a linear trace with unity gradient would be plotted for all nine traces on 

the graph.  However, due to the stochastic model used for the light sensor circuitry, and the 

quantisation performed by the node’s ADC, this behaviour is not observed.  This highlights 

the result of the many sources of error introduced by the model (as discussed in Chapter 4). 

The modelling of these errors are particularly relevant in WSNs, where often cheap and 

uncalibrated sensors are deployed in order to reduce size, cost and time. 

 

FIGURE 6-14 : Relationship between the environmental light level, and that detected by 

the sensor node. 

In Fig. 6-14, the stochastic nature of the light sensor circuit can be seen by the variation in 

slope on the various traces (each trace represents the response of a different node’s light 

sensing circuit).  Additionally from this graph, it can be seen that there are two output 

(sensed) results for every input (environmental) value; this demonstrates the temperature 

dependence of the model as a result of the temperature sweep that was simulated across the 

simulated environment (each input value is sampled twice, as shown in 6-13).  Furthermore, 

the switching of the light sensing circuit’s sensitivity range when it reaches 1000lx can also 

be seen by the increase in spacing (a result of the ADC’s digital quantisation). 

6.1.4 Discussion 

These simulation results have shown that a significant extension in the network lifetime can 

be obtained for important packets at the possible expense of less important packets.  

Obviously, the numerical results obtained in this section are only correct for this specific 
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simulation.  However, the general trends and observations are common for the majority of 

applications and, with careful planning, and parameter selection, it is believed that it is 

possible to retain a connected and operational network of 100% for the most important 

packets. 

This section has also allowed a comparison between the packet flooding and ‘minimum cost’ 

routing algorithms.  The obtained results show that, for networks of this scale, packet 

flooding is not too inefficient.  This is because, with flooding, all nodes incur one packet 

transmission per packet communicated through the network.  MCR however has 

approximately two nodes (on average) transmitting two packets per packet communicated 

through the network (plus any retransmissions).  ‘Minimum cost’ routing also depletes the 

energy reserves of nodes that are closest to the sink faster than outlying nodes.  Furthermore, 

packet flooding offers minimum latency communication and introduces redundancy.  Due to 

the nature of IDEALS/RMR, it operates more effectively in this scenario with packet 

flooding. 

6.2 Realistic Scenario: 

Temperature Monitoring at a Water Pumping Station 

The simulations of the static network conditions shown above allowed a controlled and 

comparable investigation of IDEALS/RMR.  However, to investigate the operational 

functionality of IDEALS/RMR with event-based reporting, a more realistic scenario is 

required.  For this reason, this section presents the results from a realistic [186, 193], 

simulated scenario of temperature monitoring in a water pumping station. 

6.2.1 Simulation Scenario, Setup and Parameters 

In this industrial scenario, a WSN is used to monitor the temperature of 20 water pumps (a 

relatively small network).  The locations of the nodes were fixed for all simulations after 

being initially randomly generated, and the nodes in the network turn on at random times 

during the first minute of simulation.  A snapshot of the network under simulation is shown 

in Fig. 6-15.  In this snapshot, the small dots represent sensor nodes, the dotted lines 

represent links between nodes where the separation distance is less than 20m (this is the 

distance considered by the ‘minimum cost’ routing algorithm, and the colour map depicts the 

energy residual in the nodes’ energy stores (all nodes have full energy reserves in this 

snapshot as it was taken at zero seconds).  Hops across distances further than 20m may be 
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possible when using packet flooding, but will be obtained with a lower packet success rate 

(due to a higher PER).  An environment with dimensions of 70m square was chosen to 

enforce multi-hop routing throughout the network (when using the propagation model 

proposed in Appendix A).  Naturally, this effect could have been obtained using smaller 

dimensions and scaling the transmit power accordingly.  In an industrial monitoring scenario 

such as this, it could be thought that ~100% reliability in packet transmissions is important; 

hence, the deliberate discarding of packets may cause concern.  However, no locally 

powered system is capable of meeting this requirement under all conditions and, by 

selectively discarding low importance packets, it is hoped that IDEALS/RMR increases the 

reliability of these packets that are deemed to be important. 

 

FIGURE 6-15 : A snapshot of the water pumping station network under simulation. 

All nodes report packets to a single sink node (node 0), which is labelled in Fig. 6-15.  In 

addition to considering the mean behaviour of the network, some of the results in this section 

also consider the operation of nodes 18 and 19 in order to evaluate a node a single hop from 

the sink node and at the network extreme respectively.   

In the simulated scenario, every pump in the station operates once daily for a random period 

of time (between one and 12 hours), with an ambient temperature of 25ºC and a normal 

operating temperature of 50ºC.  It takes around two hours for the sensed temperature of the 

pump to change from ambient temperature to within 10% of the normal operating 

temperature.  Sensors are duty-cycled, following the same cycle as the MAC algorithm, and 
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are hence sampling with a temporal resolution of around one second.  The simulation is run 

over a period of six days.  During pump operation, mechanical vibrations occur locally at a 

fixed frequency, allowing a maximum of 4.5mW of harvested power to supplement the 

nodes’ energy stores.  This is calculated from a pump vibrating at 0.1‘g’ (where g is 

9.81m/s2), which equates to a harvested power of around 4.5mW [31, 186].  While the pump 

is inactive, no vibrations occur, and no energy can be harvested (this consumes negligible 

energy).  This means that a node could harvest a maximum of 194J in a day; however due to 

the random nature of the pump duration it may only harvest 9.7J, and then nothing for a 

subsequent period of nearly 48 hours.  This variation allows the investigation of the 

operation of the network while it operates for intermittent periods with little harvesting. 

The simulated nodes contain two 50F supercapacitors in series, equating to an energy 

capacity of 162J; this is considerably smaller than the capacity of a standard AA size battery.  

The 50F dual supercapacitor store was selected as nodes must operate for up to 48 hours 

without being recharged.  The 4.7F supercapacitor store was unsuitable as it leaks to below a 

usable 2V within a 24 hour period.  The 10F supercapacitor store was not used as through 

the empirical experiments made it did not demonstrate supercapacitor leakage and would not 

highlight the ability of IDEALS/RMR to manage this (leakage is usually apparent). 

TABLE 6-3 : RMR rules used in the water pumping station scenario. 

Function Name Type PP Value Parameter 

R
ou

tin
e 

R
ul

es
 

R(10M)pp7 

Routine 

7 10 mins 

n/a 
R(1H)pp6 6 1 

hrs R(3H)pp5 5 3 
R(6H)pp4 4 6 
R(12H)pp3 3 12 

O
pe

ra
tio

na
l 

Ev
en

t 
D

et
ec

tio
n 

T(37.5)pp3 

Threshold 

3 37.5 

ºC 1.0ºC 
T(27.5)pp2 

2 

27.5 
T(47.5)pp2 47.5 
T(20)pp2 20 
T(55)pp2 55 

D
ev

ia
tio

n 
Ev

en
t 

D
et

ec
tio

n 

T(10)pp1 

Threshold 1 

10 

ºC 1.0ºC 
T(70)pp1 70 
T(80)pp1 80 
T(90)pp1 90 

T(100)pp1 100 
D(5)pp1 Differential ±5 n/a 

 

As the data reporting frequency is reduced in this network compared to the static network 

conditions, the MAC duty cycle is also reduced to a sleep period of one second (the active 

time, and hence total MAC cycle time, is dependent on the node’s activity).  While this has 
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an effect on the latency of the network, it should remain in the order of seconds assuming 

good channel utilisation.  Considering latency as a metric is outside the scope of this 

research.  It is important to note that communications and sensing are duty cycled whilst 

energy harvesting occurs continuously when the pump is operating; hence although the 

harvested power is less than the power consumption of the node, it equates to a greater 

energy over a period of time. 

Reporting rules are defined as shown in Table 6-3.  These rules were created by inspecting 

the normal operating conditions of the pump, and anticipating various possible faults of 

varying importance.  The rules are segregated into three functions to provide varying levels 

of operation depending on the energy state of the node.  Routine rules (with the lowest 

importance, PP7-3) aim to provide a reasonably up-to-date and accurate picture of the 

network when abundant energy is available (these are chosen so that as the node’s EP 

decreases the period of the routine rules increases, hence reducing the load on the node as 

it’s residual energy decreases).  Operation events are detected by threshold rules (with 

medium importance, PP2-3) to capture events that are expected to occur during normal 

operation of the pump.  Finally, deviation events are detected by threshold and differential 

rules (with maximum importance, PP1) to capture faults and errors in the pumps and sensors 

of which the user requires notification.  Temperature thresholds are given 1ºC hysteresis in 

order to suppress spurious detected events due to noise.  While successful operation relies on 

the careful selection of parameters such as reporting rules and PP/EP threshold, it is believed 

that it should be a simple process to a designer having knowledge of the target application. 

TABLE 6-4 : EP thresholds used in the simulation of the water pumping station. 

Function Energy Priority Lower Bound Upper Bound Hysteresis
Node Maintenance EP0 0% 5% 

2% 

Emergency Operation EP1 5% 25% 

Normal Operation EP2 25% 50% 
EP3 50% 60% 

Routine Operation 

EP4 60% 70% 
EP5 70% 80% 
EP6 80% 90% 
EP7 90% 100% 

 

The EP thresholds are defined as shown in Table 6-4.  These are designed to operate with the 

RMR rules shown in Table 6-3 to provide varying classifications of operation.  Four EPs 

(EP4-7) represent the upper 40% of the node’s energy reserve, which is used to cater for 

routine operation (operation when the node has an abundance of energy).  EP2-3 use the 

subsequent 35% of the node’s energy reserve to allow normal operation (operation that it is 
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hoped can be sustained).  Finally, the next 20% of the node’s energy is used for emergency 

operation (operation to communicate problems with the network), and the final 5% for 

performing node maintenance in order to allow it to return to a higher EP. As in the static 

condition simulations (section 6.1), four configurations were simulated: 

i) No energy harvesting or IDEALS/RMR 

ii) IDEALS/RMR only 

iii) Energy harvesting only 

iv) Energy harvesting and IDEALS/RMR. 

As the benefits of using event detection in this situation are obvious, RMR is enabled in all 

simulations; hence, rules will be triggered when events occur in all simulation.  However, 

when IDEALS is disabled, the importance of the sensed data is ignored.  The environmental 

and pump data were designed to reflect expected conditions in the scenario.  Two different 

sets of data were simulated for the pumping station (outlined in sections 6.2.1.1and 6.2.1.2): 

Normal Operating Conditions: Representing the normal and expected operating 

conditions and the pumping station, operating with no faults. 

Fault Conditions: A range of faults occur in the pumping station. 

6.2.1.1 Normal Operating Conditions Data 

The normal operating conditions data represent the case where all of the pumps and nodes 

are operating correctly.  The data were generated using random pump on times and durations 

(generated between bounds of one and 12 hours), with exponential growth and decay.  

Uniform noise with a maximum amplitude of 0.5ºC was added to the sensed temperature to 

represent temperature fluctuations.  The data generated for a node for the duration of the 

simulation can be seen in Fig. 6-16, where the shaded areas represent the occurrence of 

vibration energy harvesting at the node (when enabled). 

 

FIGURE 6-16 : Generated pump data for a node under normal operating conditions. 
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These data were simulated to investigate the magnitude of the network lifetime extension 

possible through the use of IDEALS/RMR under normal (no fault) conditions.   

6.2.1.2 Fault Operation Data 

The fault operation data includes multiple pump and sensor faults occurring during the 

simulation.  The data were generated in the same way as for the normal operating conditions.  

However, faults (detailed in Table 6-5) were added to investigate how the network reacts to 

influxes of packets (and IDEALS/RMR’s ability to maintain a controlled degradation of the 

network), and to see if RMR portrayed an accurate representation of the events at the sink. 

TABLE 6-5 : Faults occurring in the water pumping station ‘fault condition’ 

simulations. 

Node/Pump Fault Observed As Time Span (hrs)
Node 03 Sensor Failure Reads 0ºC 21-49 
Node 06 Rapid Sensor Drift Reading Decreases 25-49 
Node 08 Sensor Failure Reads 0ºC 58-71 
Pump 10 Bearing Failure Temperature Rise of 8ºC 32-55 
Node 13 Rapid Sensor Drift Reading Increases 72-90 

All Pumps Fire Temperature Rise of 50ºC 100-110 
 

Fig. 6-17 shows fault data generated for a) node 08 (showing sensor failure and 

overheating), and b) node 13 (showing sensor drift and overheating). 

 

FIGURE 6-17 : Generated pump data for a) node08, and b) node13, for fault conditions. 

The remainder of this section presents results using a variety of different metrics relevant to 

the investigated areas of energy and information. 
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6.2.2 Energy 

This section presents an analysis of IDEALS/RMR from the perspective of energy. 

6.2.2.1 Normal Operating Conditions 

In order to understand the behaviour of the network, this section first presents pictorial 

graphics depicting the decline of the network under different conditions.  These graphics 

(such as those shown in Fig. 6-18) show a plan view of the network at different times during 

simulation.  The colour map shows the nodes’ residual energies (green depicts full energy 

stores, while red depicts no energy), and node state (a dark dot represents a node that is 

turned on, while a light dot represents a node that has turned off). 

 

FIGURE 6-18 : Deterioration of nodes’ energy levels at different stages in the network’s 

operation using packet flooding and no energy harvesting with a) no IDEALS/RMR, 

and b) IDEALS/RMR. 

In Fig. 6-18, it can be seen that all the nodes in the network (except the sink node, which 

does not incur any energy consumption due to packet transmissions) decline at a similar rate 

regardless of the presence of IDEALS/RMR; this is due to the inherent nature of packet 

flooding which means that every node is forwarding every packet.  In Fig. 6-18a, all of the 

nodes in the network except the sink have depleted their energy stores (the store voltage has 

dropped below 2V) by two days and have turned off, although the supercapacitor energy 

0 hrs 4 hrs 2 days 5 days

0 hrs 6 hrs 2 days 5 days

(a)

(b)
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store continues to leak.  However, with IDEALS/RMR (Fig. 6-18b), the decline of the 

network has been managed, and all nodes remain operational at two days; this is achieved by 

‘dropping’ less important packets, which are, in this case, ‘routine’ packets. 

 

FIGURE 6-19 : Deterioration of nodes’ energy levels at different stages in the network’s 

operation using ‘minimum cost’ routing and no energy harvesting with a) no 

IDEALS/RMR, and b) IDEALS/RMR. 

In Fig. 6-19a, it can be seen that ‘minimum cost’ routing results in the nodes around the sink 

node depleting their energy reserves quickly; indeed the sink node and the majority of its 

neighbours (that provide routes to the rest of the network) have all turned off.  However, 

with the inclusion of IDEALS/RMR (Fig. 6-19b), this effect is controlled, and all nodes in 

the network are still operational after 2 days of operation. 

Fig. 6-20 shows the mean residual energy level in the network under both packet flooding 

(neglecting the energy in the sink node due to the reasons previously mentioned) and 

‘minimum cost’ routing.  It can be seen that in case i), where nodes are not harvesting of 

using IDEALS/RMR, the network lifetime is under half a day using packet flooding and 

under quarter of a day using ‘minimum cost’ routing.  Nodes in the network using ‘minimum 

cost’ routing deplete their energy stores quicker through loss of connectivity due to nodes 

closest to the sink consuming more energy than outlying nodes.  With IDEALS/RMR 

enabled, the lifetime using either routing algorithm is extended to around three days as a 

result of the controlled degradation of the network.  Likewise, with the presence of 
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intermittent energy harvesting, after around half a day (or quarter of a day in the case of 

‘minimum cost’ routing), operation becomes intermittent in line with the presence of 

harvesting.  Although it looks as though these nodes have around 75J in their energy stores, 

this is the average and, in fact, some nodes have full reserves (150J) while others have 

‘depleted’ reserves (<50J). 

 

FIGURE 6-20 : Mean residual energy levels for the nodes in the network utilising a) 

packet flooding, and b) ‘minimum cost’ routing under normal operating conditions. 

6.2.2.2 Fault Conditions 

 

FIGURE 6-21 : Mean residual energy levels for the nodes in the network utilising packet 

flooding under fault conditions. 

Fig. 6-21 shows the mean residual energy level in the network  for the network featuring 

packet flooding (again neglecting the energy in the sink node), and simulated with the fault 

conditions dataset.  When compared to Fig. 6-20, it is virtually identical (as would be 

expected), although most noticeable is the sharp drop in trace ‘iv’ on Wednesday morning.  
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This is due to the influx of packets that are transmitted as a result of the simulated fire that 

all nodes in the network are reporting.  This occurrence demonstrates that, not only is the 

network able to respond to and report this fault but, also, IDEALS/RMR handles the 

subsequent operation of the nodes in order to regain the state of the network; this can be seen 

by the similarity in energy levels in Figs. 6-20 and 6-21 during Thursday. 

6.2.3 Information 

This section presents an analysis of IDEALS/RMR from the perspective of information. 

6.2.3.1 Normal Operating Conditions 

In order to visualise the usefulness of the data, or the ‘information’ transmitted through the 

network, this section presents the packet success under different network configurations.  In 

these graphics (such as Fig. 6-22), the black line shows the actual variation of the 

temperature in the environment.  The vertical red lines (and the crosses at the top of them) 

represent values that are received from this node at the sink node.  Finally, the shaded areas 

represent areas where the pump is active (and hence energy harvesting is possible when 

enabled). 

 

FIGURE 6-22 : Success of packets transmitted from node 19 in a ‘normal operating 

conditions’ network utilising packet flooding with no IDEALS or energy harvesting. 

In Fig. 6-22, packets are sent every 10 minutes (through routine rule “R(10M)pp7”) until the 

node has depleted its energy store.  As the node is transmitting at high frequency without 

harvesting energy or managing energy, it depletes its energy store without reporting 

anything of real interest to the sink node.  In Fig. 6-23, the network features IDEALS/RMR, 

and hence is able to manage the node’s energy.  A number of packets are sent during the first 

hour of operation as the energy in the nodes’ stores deplete.  The normal operation rules then 

come into effect to allow the monitoring of event operation (through various threshold 

rules).  This allows two days of useful data to be communicated to the sink node before the 

network dies. 
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FIGURE 6-23 : Success of packets transmitted from node 19 in a ‘normal operating 

conditions’ network utilising packet flooding with IDEALS, but no energy harvesting. 

The above results (packet success for networks not featuring energy harvesting) are not 

included for the other network configurations shown in this section, as the energy budget is 

insufficient to adequately visualise operation.  However, it should be mentioned that similar 

results are obtained in each case, where the node transmits continuously and depletes before 

the pump starts (in the case of no IDEALS/RMR), or successfully detects the first two days 

of pump operation with declining resolution before depleting (in the case of IDEALS/RMR). 

 

FIGURE 6-24 : Success of packets transmitted from a) node 18 (close to sink), and b) 

node 19 (distant), in a ‘normal operating conditions’ network utilising packet flooding 

with energy harvesting but no IDEALS. 

In Fig. 6-24, the nodes are continuously sending packets every 10 minutes (through routine 

rule “R(10M)pp7”), though this is happening intermittently as and when nodes harvest 

energy through energy harvesting.  It can be seen that, while node 18 (only one hop from the 

sink node) successfully communicates all packets to the sink node, node 19 (a distant node) 

drops packets as they are not able to find a route through the network.  Furthermore, an 

undetected packet error (one that does not result in an invalid checksum) can be noticed just 

before Wednesday.  In Fig. 6-25, IDEALS manages the network operation.  Node 18 (Fig. 6-

25a) successfully reports pump operation for the entire simulation and, when there is 
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abundant energy due to energy harvesting, reports expends more energy in reporting.  Node 

19 (Fig. 6-25b) is able to successfully communicate as many packets, as the connectivity is 

not present in the network to send low importance packets on demand.  However, the 

network is still able to successfully report pump operation for the entire simulation with 

good resolution. 

 

FIGURE 6-25 : Success of packets transmitted from a) node 18 (close to sink), and b) 

node 19 (distant), in a ‘normal operating conditions’ network utilising packet flooding 

with IDEALS and energy harvesting. 

 

FIGURE 6-26 : Success of packets transmitted from a) node 18 (close to sink), and b) 

node 19 (distant), in a ‘normal operating conditions’ network utilising ‘minimum cost’ 

routing with energy harvesting but no IDEALS. 

Fig. 6-26 shows the packet success of a network featuring energy harvesting but not 

IDEALS with ‘minimum cost’ routing.  Comparing this with Fig. 6-24, it can be seen that 

packet success is considerably reduced.  This is due to ‘minimum cost’ routing losing 
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connectivity quicker than packet flooding by depleting the energy stores of nodes closest to 

the sink node first.  Fig. 6-27, however, shows the improvement that can be obtained through 

the use of IDEALS, which manages the energy of all nodes in the network.  It can be seen 

that the addition of IDEALS results in ‘minimum cost’ routing successfully reporting pump 

operation for the entire simulation period, and the behaviour is similar to that of packet 

flooding (shown in Fig. 6-25). 

 

FIGURE 6-27 : Success of packets transmitted from a) node 18 (close to sink), and b) 

node 19 (distant), in a ‘normal operating conditions’ network utilising ‘minimum cost’ 

routing with IDEALS and energy harvesting. 

 

FIGURE 6-28 : Cumulative packet throughput under ‘normal operating conditions’ with 

packet flooding. 
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Fig. 6-28 shows the cumulative packet throughput of the ‘normal operating’ conditions 

under packet flooding for the four network configurations.  These graphics show the total 

number of packets that have been sent and received by the sink node during the simulation. 

It can be seen that when no energy harvesting or IDEALS is present (Fig. 6-28a), 1040 

packets are received before the network dies.  When IDEALS is enabled (Fig. 6-28b), a 

considerable extension in the lifetime of the network is achieved, but this is at the expense of 

only 387 packets being communicated.  The operation and benefit of this reduction can be 

seen in Fig. 6-29, which shows the average information that is transmitted per packet.  

Comparing traces ‘i’ and ‘ii’ in Fig. 6-29, it can be seen that while only a third of the number 

of packets are transmitted, those that are contain considerably higher information content.   

 

FIGURE 6-29 : Average information per packet under ‘normal operating conditions’ with 

packet flooding. 

When energy harvesting is present but IDEALS is not enabled, 5685 packets are 

successfully received by the sink node during the simulation.  However, when IDEALS is 

enabled, only 2328 packets are communicated.  Again, by comparing traces ‘iii’ and ‘iv’ in 

Fig. 6-29, it can be seen that while under half the number of packets are transmitted, those 

that are transmitted contain a higher information content. 

6.2.3.2 Fault Conditions 

Under fault conditions, the network featuring energy harvesting but no IDEALS (6-30) 

achieves only intermittent and sporadic reporting of pump operation.  Many operational 

features, and faults (in this case the simulated fire) go undetected and unreported.  This is as 

expected when the results are compared with 6-24, which exhibited identical results under 

normal operating conditions. 
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FIGURE 6-30 : Success of packets transmitted from a) node 18 (close to sink), and b) 

node 19 (distant), in a ‘fault condition’ network utilising packet flooding with energy 

harvesting but no IDEALS. 

When IDEALS and energy harvesting are present in the network (6-31), the operation of the 

network is coordinated in such a way that all operational events and faults of interest and 

relevance to the end-user are successfully reported.  Again, as expected (when comparing 

results to those presented in 6-25), the node closest to the sink achieves a greater temporal 

reporting resolution as it does not rely on the availability of intermediate nodes.  However, 

the distant node reports all occurring pump state changes and faults, highlighting the ability 

of IDEALS/RMR to successfully manage a node’s energy and information resources. 

 

FIGURE 6-31 : Success of packets transmitted from a) node 18 (close to sink), and b) 

node 19 (distant), in a ‘fault condition’ network utilising packet flooding with energy 

harvesting and IDEALS. 
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FIGURE 6-32 : Average information per packet under ‘fault conditions’ with packet 

flooding. 

Fig. 6-32 shows the mean information per packet that is transmitted under the fault 

conditions network.  Comparing these results with Fig. 6-29, the most notable difference is 

the peak that occurs for the energy harvesting networks (and therefore the networks that are 

still operational) at the time of the simulated fire occurring on Wednesday.  This, and other 

spikes that are clearly visible in network ‘ii’, are due to faults occurring in the environment 

causing the generation of high importance packets. 

6.2.4 Discussion 

This section has presented the results obtained for the water pumping station scenario.  In 

agreement with the results obtained in section 6.1, these results have shown that 

IDEALS/RMR permits a significant extension in the network lifetime for important packets 

at the possible expense of less important packets.  Furthermore, these results have reiterated 

that applicability and benefits of packet flooding to network operation, in particular its 

ability to evenly distribute the energy cost while providing redundancy and reduced latency.   

IDEALS/RMR is able to manage the reporting activities of the node in order to conserve 

energy and expend it on conveying information that is off particular use to the end-user.  

This has been demonstrated in this section, which has highlighted the ability of 

IDEALS/RMR to report only specific events and, as a result, extend the network lifetime.  

When coupled with energy harvesting, IDEALS/RMR manages these additional energy 

resources, and controls the operation of the network to sustain the requirements of the end-

user. 
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Chapter 7  
 
Conclusions 

7.1 Summary of Work 

Wireless Sensor Networks typically consist of a number of small, inexpensive, locally 

powered sensor nodes that communicate detected events wirelessly via multi-hop routing. 

WSNs are continuing to receive increasing research interest, largely due to the wide range of 

applications to which they are suited. A key research area is concerned with extending the 

limited network lifetime, inherent to the sensor nodes, which is being attempted from all 

areas of WSN development.  This thesis has addressed the issue of energy-efficient 

operation by considering both energy-management and information-management, and the 

developed algorithms have been simulated using a custom simulator that is structured around 

environmental and physical models. 

Chapter 3 investigated the energy- and information-aware operation themes of this thesis 

through the proposal of IDEALS/RMR, an application independent, localised system to 

control and manage the degradation of a network through the positive discrimination of 

packets.  IDEALS/RMR achieves this through the novel combination of information 

management (assessed through RMR) and energy management (controlled by IDEALS), 

which increases the network lifetime at the expense of the possible sacrifice of low 

information packets.  The IDEALS/RMR system is particularly suited to applications where 

sensor nodes are small, energy constrained (particularly those that feature one or more 

sources of energy harvesting) embedded devices that are required to report data in an 

unassisted fashion.  It is envisaged that under normal conditions, the network will harvest as 

much energy as it depletes, and so IDEALS will appear transparent.  However, if an influx 

of packets occurs as a result of a significant event, IDEALS/RMR will manage the decline of 



Conclusions 152 

 

the network to maintain its usefulness, and return it to full functionality once the event has 

passed. 

Chapter 4 investigated environmental and physical models for WSN simulation, considering 

communication, energy, sensing and timing models.  While communication models have 

received significant research interest, the proposed model in this research pays particular 

attention to packet receipt in order to consider packet losses that affect the node’s reporting 

performance.  Energy models have been proposed for energy stores (in particular, the 

supercapacitor energy store has received little consideration elsewhere for WSN simulation), 

energy consumers, and energy sources.  Sensing models have been developed for a digital 

temperature sensor and a light sensing circuit, and consider errors and inaccuracies in the 

sensing process.  Finally, the developed timing model addresses issues associated with 

timing delays, oscillator error and temperature dependence.  These four areas of modelling 

have been considered in order to address and evaluate the areas of energy-aware and 

information-aware operation; if alternative metrics were being considered, it is likely that 

other models would be required in order to provide accurate and realistic results. 

Chapter 5 has outlined WSNsim, a simulator for WSNs that has been developed to evaluate 

IDEALS/RMR using the environmental and physical models developed in Chapter 4.  

WSNsim is structured around a novel embedded architecture for sensor nodes, which uses 

multiple layered stacks to structure the node’s functionality.  This architecture, which can be 

translated from simulation to deployment, aims to permit efficient code reuse, and promote 

the design of standardised, interchangeable protocols for all aspects of a sensor node. 

Chapter 6 has presented results obtained from WSNsim to evaluate IDEALS/RMR under 

both controlled conditions and as a realistic simulated scenario (temperature monitoring in a 

water pumping station).  These results have shown that IDEALS/RMR provides a 

considerable extension to the network lifetime and, when coupled with energy harvesting, 

can permit perpetual operation.  IDEALS/RMR has received interest external to this 

research, and it is encouraging that their practical evaluation has confirmed its ability to 

provide an increase in the network lifetime [194, 195]. 

This thesis has highlighted the importance of information management in the energy-aware 

operation of a sensor network.  Through IDEALS/RMR, a method for reducing the energy 

consumption of a WSN has been investigated and proposed, using a novel combination of 

information-management and energy-management.  This thesis has also considered the 

effect and highlighted the importance that various environmental and physical aspects of 

WSNs, including energy components (stores, sources and consumers), sensing devices, 
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timing and wireless communication, can have on the operation of sensor nodes and 

networks.  The effect of these aspects is evaluated and quantified through simulation, using a 

simulator (WSNsim) that has been developed as part of this research to integrate 

environmental and physical models, and a novel node architecture.  The developed 

algorithms have been evaluated through simulation, and the obtained results demonstrate 

that significant energy-savings and beneficial energy-management can be obtained by 

considering the value of information. 

7.2 Future Work 

The research that has been undertaken for this thesis has successfully met the research aims 

proposed in section 1.3.  However, the investigated research area of energy- and 

information-managed algorithms has been highlighted as an interesting and diverse aspect of 

WSNs, and there are many avenues along which additional research could be conducted to 

further this research.  This section outlines some of these areas of future work. 

7.2.1 Energy-Aware Operation 

In IDEALS, the process of allocating energy priorities is currently performed by 

thresholding the residual energy level of the energy store(s).  It is likely that the energy-

aware operation of the node could be enhanced by also considering the amount of energy 

that is likely to be available (or not available) in the near future due to the dynamics of the 

energy harvesting environment.  For example, if the energy store is depleting but the node 

predicts that it will shortly be harvesting plentiful energy, the node could adjust the EP 

thresholds in order to invest greater resources in current operation.  This would extend the 

concept of environmental energy prediction techniques proposed by Kansal et al. [36, 49] 

(discussed in Chapter 2) by developing general purpose resource-light algorithms that 

intelligently influence the EP allocation process.  The implementation of such functionality 

would be located within the energy management stack of a ‘unified’ stack, with the ECO 

layer performing harvesting prediction and dynamic EP allocation. 

In this thesis, EPs have been used only to control the process of packet generation and 

forwarding.  The energy-aware operation of the nodes could be further enhanced by using 

the EP to control other operational aspects, such as the sampling rates of energy-intensive 

sensors, or the duty cycles and sleep periods of MAC algorithms, essentially extending the 

concept of offering differing service levels to different EPSNs.  Furthermore, it would 
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provide the application designer with control and management over the energy consumption 

that is not related to packet transmissions and data reporting. 

While the development of IDEALS originally aimed to remain largely application and 

algorithm independent, a number of requirements and constraints are introduced due to the 

inherent nature of the algorithm.  IDEALS’ combination of localised operation and 

dynamically changing EPSNs results in a demand for communication protocols that are 

completely reactive.  The behaviour of the EPSNs is operationally similar to a highly mobile 

or faulty network, whereby nodes continuously disappear and reappear from the EPSN as 

they change EP.  As such, dissemination routes must be calculated reactively and on 

demand, requiring highly reactive energy-aware routing algorithms.  Additionally, MAC 

protocols that can provide varying levels of service to different EPSNs (as described in the 

previous paragraph) are required.  Alternatively, the use of wakeup radios removes the need 

for idle listening; hence reducing both transmit and receive power consumptions.  Further 

research should also evaluate the operation of IDEALS/RMR with a wider range of 

applications, routing algorithms and MAC layers. 

7.2.2 Information-Aware Operation 

In order to extend and develop RMR, investigation is required into extending the range and 

capability of the available rules.  Many possibilities for this can be learnt from query-based 

systems, for example by allowing a rule to depend on the combined outcome of other rules; 

for example, a high priority rule that is triggered when two other rules of a lower priority are 

triggered.  The operation and implementation of the feature rule also requires investigation, 

which is required to provide advanced pattern detection through a computationally 

inexpensive algorithm (a key attribute of the IDEALS/RMR system). 

As an alternative to the rule-based RMR system which requires an understanding of the 

environment and setup by the end-user, alternative methods of information quantification 

could be used with IDEALS.  An overview of these predictive techniques is presented in 

Chapter 2.  Furthermore, the use of these techniques would allow an information theoretic 

evaluation of the algorithms, whereby the true transfer of information could be analysed in 

simulation. 

Information-aware operation could be extended through the investigation of appending data 

onto packets.  If it is assumed that the length of a transmitted packet is not directly 

proportional to the consumed energy (for example, transmitting ten packets of ten bytes is 
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more expensive than five packets of 20 bytes), the information throughput can be increased 

at little energy cost by appending many sampled data into a single packet.  When IDEALS 

authorises a packet for transmission, data from every sensor on the node could be appended 

into the subsequently generated packet. Furthermore, instead of just adding the most recent 

data for each sensor, multiple history values could be reported per sensor; this creates a 

trade-off between the history length and the energy consumed.  IDEALS could also append 

previously dropped packets onto transmitted packets; this could operate as a local process 

(whereby only packets generated at the node are buffered) or a network-wide process 

(whereby the node also buffers packets that IDEALS rejects forwarding for). 

7.2.3 Modelling and Simulation 

This thesis has highlighted the modelling of supercapacitor energy stores as a non-trivial 

operation, due primarily to their complex leakage characteristics and the variation between 

devices.  Due to both the considerable differences between the operation of supercapacitors 

and batteries, and the increasing number of deployments that are using supercapacitors, the 

further modelling of supercapacitor energy stores is paramount in obtaining useful and 

dependable simulation results.  Additionally, the behaviour of various consumers as the store 

voltage drops is needed, due to its particular relevance to supercapacitor powered nodes. 

Furthermore, a more detailed and generalised modelling of energy sources will allow 

simulation to evaluate and utilise the advances that are being made in source interfacing.   

This thesis has considered the modelling of communications, sensing, energy (stores, 

sources and consumers) and timing, due to the influence that these had on the metrics that 

were being evaluated.  Different simulations and scenarios however require the modelling of 

additional interfaces and parameters in order to effectively evaluate them; these could 

include locationing hardware, memory and computational resource limitations, and other 

physical phenomenon (such as those experienced in harsh environmental conditions). 

WSNsim has provided an invaluable in-house tool for the evaluation of IDEALS/RMR and 

the developed environmental models.  Following a number of enquiries regarding the public 

availability of WSNsim, its development and refinement in order to make it available as an 

open-source research platform is a future task; this would also help to highlight to end users 

the benefits of the proposed ‘unified’ architecture in algorithm design and implementation. 



 

 

Appendix A  
 
Principles of 
Wireless Communication 

A.1 Modelling Radio Frequency Propagation 

As its name would suggest, radio frequency communication between nodes requires the use 

of a wireless channel.  Therefore wireless channel modelling must be, at the very least, 

rudimentarily understood in order to design, simulate or implement a WSN.  Compared to 

their wired counterparts, propagation through wireless communication channels are 

notoriously difficult to predict and model because of their apparent randomness.  This is due 

largely to objects in the environment causing obstructions, reflections, refraction and 

scattering [196]; for example, it is reported in Kumagai et al. [197] that the propagation 

distance improved by a factor of ten from the lab environment to the outdoor deployment 

location.  Propagation models are often tailored for a specific environment and protocol, and 

are generated largely from experimental results and statistical modelling. 

Signals propagating across a communication channel are affected by a distance dependant 

loss of power, referred to as the path loss.  Path loss is defined as the ratio of the radiated 

power (the power radiated from the radio transmitter) to the received power [92].  This 

relationship is shown in (A.1), where ܲܮ is the path loss, ்ܲ [dB] is the radiated power, ோܲ  

[dB] is the received power, and ݀ [m] is the separation distance. 

ሺ݀ሻܮܲ  ൌ ்ܲ െ ோܲሺ݀ሻ (A.1)

In (A.1), ܲܮ, ்ܲ  and ோܲ  are all expressed in decibels.   Decibels are logarithmic units of 

relative measurement, that allow values to be added and subtracted in place of multiplying 

and dividing [198].  In this document, parameters expressed in decibels are denoted by an 
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uppercase subscript (for example the radiated power ்ܲ), while parameters in linear units 

have lowercase subscripts ( ௧ܲ ).  Decibel values can be either ‘relative’ or ‘absolute’.  

‘Relative’ decibel values are dimensionless; the path loss (ܲܮ) is a ‘relative’ decibel value, 

specifying the ratio between the transmit and receive powers.  ‘Absolute’ decibel values are 

relative to a fixed reference; the transmit and receive powers ( ்ܲ and ோܲ respectively) are 

‘absolute’ decibel values, specifying powers relative to a reference power of 1mW (depicted 

by units of dBm).  Values can be easily converted between W and dB using (A.2). 

 ܲሾ݀ܤሿ ൌ 10 · logଵ଴ሺܲሾܹሿሻ (A.2)

It can be seen that the maximum separation distance between two communicating nodes is 

limited by the maximum radiated power that can be transmitted by the transmitting node, 

and the minimum received power that can be successfully decoded by the receiving node.  

The maximum transmit power of a device is usually limited by the nominal output power of 

the radio transceiver, and by regulations (the maximum radiated power is limited in order to 

reduce interference with other devices and control associated health risks) made by national 

or international bodies such as the FCC.  The receiver sensitivity and saturation power of the 

radio transceiver specifies the smallest and largest signal strengths respectively that can be 

received at the receiver to achieve a specific performance (normally related to a minimum 

acceptable bit error rate).  Bit Error Rates (BER) are discussed further in section A.2.3.  

Once the nominal output power and receiver sensitivity are known, the maximum 

transmission distance between two nodes can be calculated using the path loss equation from 

an appropriate propagation model. 

The remainder of this section investigates the modelling of radio propagation using Friis free 

space propagation, log-distance propagation, and two path loss equations tailored for 

modelling the propagation of IEEE 802.15.4 signals. 

A.1.1 Free Space Propagation 

In 1946, Harald T. Friis published his findings on the power transfer between two antennas 

in free space [199].  Friis’ free-space equation is derived from Maxwell’s equations, and 

describes electromagnetic propagation in free space; this therefore assumes line-of-sight 

(LOS) propagation and no reflections or obstructions [200].  The Friis free-space equation is 

given in (A.3), ݂ [Hz] is the carrier frequency, ܿ [m/s] is the speed of light in a vacuum, and 

௧ܩ  and ܩ௥  are the transmitted and receiver antenna gains respectively [92].  Generally, 

antenna gains are measured with reference to an isotropic radiator (an ideal antenna that 
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radiates uniformly with unity gain).  ܮ is the system loss factor (representing losses in the 

transceiver circuitry [201]), and is always greater than or equal to unity. 

 
௥ܲ ൌ ௧ܲܩ௧ܩ௥

ܮ ൬
ܿ

൰݂݀ߨ4
ଶ
 (A.3)

Alternatively, and often of more use, the received power can be expressed with decibel units 

(A.4). 

 ோܲ ൌ ்ܲ ൅ ்ܩ ൅ ோܩ െ 20 logଵ଴ ݂ െ 20 logଵ଴ ݀ ൅ 147.55 െ (A.4) ܮ

Using (A.4) and (A.1), the path loss under free-space propagation can be calculated as (A.5). 

ܮܲ  ൌ െ்ܩ െ ோܩ ൅ 20 logଵ଴ ݂ ൅ 20 logଵ଴ ݀ െ 147.55 ൅ (A.5) ܮ

The Friis free-space equation is only valid for distances greater than the Fraunhofer distance 

[196].  The Fraunhofer distance ݀௙ [m] marks the minimum distance from the antenna to the 

far-field region (the area at which antenna effects can be neglected, and the propagating 

electromagnetic field behaves like an electromagnetic wave [202]).  The Fraunhofer distance 

is given by (A.6), where ܦ [m] is the largest linear dimension of the transmitter antenna, and 

 is the wavelength of the electromagnetic wave. From (A.6), it should be noted that for [m] ߣ

a given wavelength, the Fraunhofer distance (and hence the near-field radius) increases 

quadratically with the antenna dimension. 

 
݀௙ ൌ

ଶܦ2

ߣ , ݀௙ ب ܦ , ݀௙ ب (A.6) ߣ

In general, the Friis free-space propagation model is too simplistic for general use where 

obstructions and reflections dramatically effect propagation.  However, more advanced 

models – such as the log-distance model (section A.1.2) – are often fundamentally based on 

the Friis free-space model. 

A.1.2 The Log-Distance Model 

Theoretical and experimental propagation models have shown that the transmitted signals 

decrease logarithmically with distance.  A widely used and adapted propagation model is the 

log-distance model (A.7), where ܲܮതതതത is the mean path loss, ݀଴ [m] is a reference distance in 

the far-field of the transmitting antenna, and η is the path loss exponent. 

The reference path loss ܲܮതതതതሺ݀଴ሻ is usually obtained via measurements, or by using the Friis 

free space model (section A.1.1) [196].  The path loss exponent ߟ represents the rate at 
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which the path loss increases with distance.  Constructive interference can result in a path 

loss exponent that is smaller than that in free-space (2 > ߟ) [92]. 

ሺ݀ሻܮܲ  ן ߟ10 logଵ଴ ൬
݀
݀଴

൰

ൌ ሺ݀଴ሻܮܲ ൅ ߟ10 logଵ଴ ൬
݀
݀଴

൰ , ݀ ൒ ݀଴ 
(A.7)

Due to channel fading, the path loss between two points will fluctuate around the mean path 

loss.  This can be accommodated for in the log-distance model by using log-normal 

shadowing [196].  This is included through the introduction of a shadowing variance, a 

normally distributed random variable ܺఙ with variance ߪଶ (A.8). 

ሺ݀ሻܮܲ  ൌ ሺ݀ሻܮܲ ൅ ܺఙ

ൌ ሺ݀଴ሻܮܲ ൅ ߟ10 logଵ଴ ൬
݀
݀଴

൰ ൅ ܺఙ , ݀ ൒ ݀଴ 
(A.8)

Experimental measurements for both the path loss exponent and standard deviation for a 

variety of environments are given in Table A-1 [196]. 

TABLE A-1 : Path loss exponent and standard deviation measurements for various 

propagation environments (adapted from Rappaport et al. [196]). 

Environment Freq (MHz) η σ 

Office 
Hard Partitions 1500 3.0 7.0 

Soft Partitions 900 2.4 9.6 
1900 2.6 14.1 

Factory (Line Of Sight) Textile/Chemical 1300 2.0 3.0 
4000 2.1 7.0 

Metalworking 1300 1.6 5.8 

Factory (Obstructed) Textile/Chemical 4000 2.1 9.7 
Metalworking 1300 3.3 6.8 

 

This model can be extended to model wireless propagation through floors of buildings.  This 

can be included by providing values for ߟ and ߪ that are a function of the number of floors, 

or by using a set of floor attenuation factors (FAF) that are added to the path loss [203, 204]. 

A.1.3 IEEE 802.15.4 Path Loss Models 

As previously discussed, the IEEE 802.15.4 standard [84] is particularly relevant to WSNs.  

This section outlines two different path loss models for IEEE 802.15.4 at 2.4GHz, both of 

which are based upon the log-distance path loss model. 
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A.1.3.1 Path Loss Model 1 

The IEEE 802.15.4 specification [84] specifies a path loss model for communication at 

2.4GHz (A.9).  The lower bound of 0.5m is added from the IEEE 802.15.2 specification 

[205] (upon which the model is derived).  Through inspection this model can be seen to 

specify free space LOS propagation for the first eight meters (using Friis free-space 

propagation), and the log-distance path loss model with ݀଴ = 8m and 3.3 = ߟ (with no log-

normal shadowing) for distances greater than this. 

 
ሺ݀ሻܮܲ ൌ ቐ

െ்ܩ െ ோܩ ൅ 40.2 ൅ 20 logଵ଴ሺ݀ሻ , 0.5݉ ൑ ݀ ൑ 8݉

െ்ܩ െ ோܩ ൅ 58.5 ൅ 33 logଵ଴ ൬
݀
8൰ , ݀ ൐ 8݉

 (A.9)

A.1.3.2 Path Loss Model 2 

Alternatively, a report from the IEEE 802.15.4 working group suggests an indoor 

propagation model for IEEE 802.15.4 at 2.4GHz [177].  This model specifies free space 

LOS propagation for the first four meters, with additional loses of 0.7dB/m for distances 

greater than this.  Additionally, a fading margin of 16dB is specified, and log-normal 

shadowing with 3 = ߪdB and 9dB at 8m and 100m respectively.  The path loss equation is 

shown mathematically in (A.10); ߪ is derived through linear interpolation to the expression  

ሺ݀ሻߪ  ൌ 0.065݀ ൅ 2.48. 

 
ሺ݀ሻܮܲ ൌ ቐ

െ்ܩ െ ோܩ ൅ 56.2 ൅ 20 logଵ଴ሺ݀ሻ ൅ ܺఙሺௗሻ , 0.5݉ ൑ ݀ ൑ 4݉

െ்ܩ െ ோܩ ൅ 56.2 ൅ 20 logଵ଴ሺ݀ሻ ൅ 0.7ሺ݀ െ 4ሻ ൅ ܺఙሺௗሻ , ݀ ൐ 4݉
 (A.10)

A.1.3.3 IEEE 802.15.4 Path Loss Model Comparison 

Both models are plotted in Fig A-1, and log-normal shadowing with a variance of 8 = ߪdB 

(chosen to represent 2.4GHz in an office environment, inferred from Table A-1).  It can be 

seen through inspection that the indoor model (A.10) predicts a higher path loss than that 

specified in IEEE 802.15.4 (A.9). 

By inspecting both models and considering results that have been empirically observed 

through practical experimentation, the second path loss model seems more reasonable for an 

indoor environment (giving a mean transmission distance of around 15m when used with a 

receiver sensitivity of -90dBm). 
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FIGURE A-1 : Comparison of the two IEEE 802.15.4 2.4GHz propagation models 

(model 1: specified in IEEE 802.15.4-2006 [84], and model 2: indoor model proposed in 

[177]) with ்ܲ = 0dBm, ܩோ = 0 = ்ܩdBi. 

A.2 Radio Frequency Communication 

As a signal propagates through a communication channel, its power reduces due to 

attenuation factors that were discussed in the previous section.  However, receiving these 

signals would be possible at infinite separation distances (through amplification of the 

signal) if it were not for the presence of noise and interference in the system [198].  This 

section provides a discussion of signal to noise ratios, interference, noise, and bit error rates. 

A.2.1 Signal to Noise Ratios and Interference 

The Signal to Noise Ratio (SNR) is a convenient measure of the ratio between the average 

signal power and noise power at a particular point in a communication link [198].  The 

signal to noise ratio is given by (A.11), where ܰ [W] is the noise power, ܧ௕ [J] is the energy 

per bit, ݎ  [bits/s] is the communication bit rate, ଴ܰ  [W/Hz] is the noise-power spectral 

density (the noise power in one Hz of bandwidth), and ܤ  [Hz] is the communication 

bandwidth. 

 ܴܵܰ ൌ ௥ܲ

ܰ ൌ
ݎ௕ܧ

଴ܰܤ (A.11)
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The signal to interference plus noise ratio (SINR) is given by (A.12), where ܬ [W] is the total 

interference power, and ܬ௡ [W] is the interference power from interferer ݊ [92]. 

ܴܰܫܵ  ൌ ௥ܲ

ܰ ൅ ܬ ൌ ௥ܲ

ܰ ൅ ∑ ሺܬ௡ሻ௡
 (A.12)

In these definitions, noise is defined as Additive White Gaussian Noise (AWGN), and is 

discussed further in section A.2.2.  The signal refers to the signal of interest being 

communicated between the transmitter and receiver.  An interferer is an unwanted signal 

from an external source (that contain meaningful information, and hence are not random 

noise) that obstructs or masks the signal of interest [92].  However, in the IEEE 802.15.4 

standard, interference is defined as “AWGN in the same bandwidth” [84], explaining why 

SINR and SNR are used interchangeably in this specification. 

A.2.2 Communication Noise 

Thermal noise is a result of the thermal motions of electrons present in conducting materials 

[92].  The thermal noise power spectral density is given in (A.13), where ݄ [Js] is Planck’s 

constant, ݇ [J/K] is Boltzmann’s constant, and ܶ [K] is the temperature [198]. 

 
଴ܰ ൌ

݄݂

exp ൬݄݂
݇ܶ൰ െ 1

 (A.13)

At radio frequencies, we can say that ݇ܶ ൐൐  ݄݂, and so (A.13) can be reduced to (A.14). 

 ଴ܰ ൌ ݇ܶ , ݇ܶ ب ݄݂ (A.14)

Using the relationship between the noise power and the noise power spectral density, the 

equation for the noise power can be derived (A.15). 

 ܰ ൌ ଴ܰܤ ൌ ܤܶ݇ (A.15)

Using (A.15), we can see that for an IEEE 802.15.4 network operating at 2.4GHz (having a 

bandwidth of 2MHz [84]), the thermal noise present is -111dBm at room temperature.  

However, to find the noise floor of the receiver, the internal noise in the receiver must also 

be accounted for.  The sources and flow of noise in the receiver are shown in Fig. A-2, 

where ܴܵܰ௜௡ , ௜ܵ௡  [W], and ௜ܰ௡  [W] are the signal to noise ratio, signal power and noise 

power at the input of the receiver respectively, ܴܵܰ௢௨௧ , ܵ௢௨௧  [W], and ௢ܰ௨௧  [W] are the 

signal to noise ratio, signal power and noise power at the output of the receiver respectively, 

G is the receiver system gain, and ௜ܰ௡௧  [W] is the power of the internal noise in the receiver. 
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FIGURE A-2 : Sources of noise present in a receiver (adapted from Pearson et al. [206]). 

The noise figure is a measure of the noise added to the signal by the receiver [206]; in this 

document, ܰܨ  and ݂݊  are used to represent the noise figure in decibel and linear units 

respectively.  The noise figure is a ratio between the noise power output of the receiver, and 

the noise power output of the receiver if it was noiseless (A.16). 

 ݂݊ ൌ ௢ܰ௨௧

௜ܰ௡ܩ (A.16)

Using (A.16) and Fig. A-2, an absolute value for the internal noise added by the receiver 

௜ܰ௡௧ can be derived (A.17). 

 ݂݊ ൌ ௜ܰ௡ܩ ൅ ௜ܰ௡௧

௜ܰ௡ܩ ൌ 1 ൅ ௜ܰ௡௧

௜ܰ௡ܩ (A.17)

Interestingly, (A.16) can also be rearranged to show the noise figure equal to the ratio of the 

input and output SNRs (A.18). 

 ݂݊ ൌ ௢ܰ௨௧

௜ܰ௡ܩ ൌ ௢ܰ௨௧ܵ௢௨௧

௜ܰ௡ ௜ܵ௡
ൌ

ܴܵܰ௜௡

ܴܵܰ௢௨௧
 (A.18)

A.2.3 Bit Error Rates 

The bit error rate (BER) gives the probability of a single bit being incorrectly transmitted 

across a communication channel.  BERs are usually quoted or graphed against the SNR.  

Usually, as the SNR decreases (that is, the noise component becomes more influential), the 

BER increases.   

 
ܴܧܤ ൌ

8
15 ·

1
16 ෍ሺെ1ሻ௞ ቀ16

݇ ቁ eଶ଴·ௌூேோ·ቀଵ
୩ିଵቁ

ଵ଺

௞ୀଶ

 (A.19)



Principles of Wireless Communication 164 

 

The IEEE 802.15.4 specification [84] gives the BER for 2.4GHz operation as shown in 

(A.19), where ൫ଵ଺
௞ ൯ is the binomial coefficient (also notated as 16Ck). 

 

FIGURE A-3 : Bit Error Rate (BER) against Signal to Noise Interference Ratio (SINR) 

specified for IEEE 802.15.4 [84]. 

The BER defined in (A.19) is plotted in Fig. A-3.  In Fig. A-3, it can be seen that IEEE 

802.15.4 performs well in noisy environments, as even with equal noise and signal powers 

(SINR of 0dB) the resulting error rate is less than one bit error in 6000. 
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Appendix B  
 
Battery and 
Supercapacitor Effects 

B.1 Battery Effects 

Batteries are classified into two categories; primary batteries (such as zinc-carbon and 

alkaline) are non-rechargeable, while secondary batteries (such as nickel cadmium [Ni-Cd], 

nickel-metal hydride [Ni-MH], and lithium-ion [Li-ion]) are rechargeable but with 

comparatively lower energy densities [207].  In this thesis, only secondary batteries are 

considered as primary batteries are of little use in energy-harvesting systems.  Ni-MH cells 

have a higher energy density than Ni-Cd cells and are less toxic (containing no Cadmium), 

but are not as intolerant to repeated cycling.  Li-ion cells have higher energy densities and 

are more efficient than Ni-MH cells.  However, Li-ion cells require complex charging 

circuitry and contain potentially unsafe materials (the transport of lithium-based batteries is 

now subjected to heavy restrictions on airlines).  A comparison of the properties of different 

secondary battery technologies is given in Table B-1. 

TABLE B-1 : Properties of secondary battery technologies [207]. 

Battery Technology Ni-Cd Ni-MH Li-ion 
Energy Density (Wh/kg) 30-37 75 150 

Operating Voltage 1.25-1.00 1.25-1.00 4.0-3.0 
Self Discharge Rate 

(% loss/month at 20ºC) 10 15-25 2 

Charging Efficiency (Ah, %) 65-70 65-70 99 
Cycle Life 500-2000 300-600 1000+ 

 

It is often assumed that energy stores such as batteries discharge with ‘ideal’ characteristics, 

providing the nominal voltage until all of the energy within the cell is depleted, at which 
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time the voltage drops to zero (shown the ideal curve in Fig. B-1) [207].  In practice, the cell 

voltage drops as the energy in them becomes depleted (shown by Curve 1 in Fig. B-1).  In 

order to calculate the usable energy stored in the battery, (B.1) is often used [208], where 

௠௔௫ܧ  [J] and ௡ܸ௢௠  [V] are the maximum capacity and nominal voltage of the battery 

respectively, ܥ௡ [Ah] is the rated capacity, which is rated for a discharge over ݊ hours.   

௠௔௫ܧ  ൌ ௡ܥ · ௡ܸ௢௠ · 3600݊ (B.1)

This relationship is however only an approximation, as it assumes that the battery is able to 

operate at the maximum voltage for the entire operation, and that the energy from it is usable 

by the load up until the rated cut-off voltage.  In many applications, the load (such as the 

microprocessor) does not operate up to this voltage, resulting in either a reduction of the 

usable capacity, or requiring DC-DC step-up conversion [208]. 

 

FIGURE B-1 : Characteristics of battery discharge, showing both the ideal and actual 

characteristics.  Curve 2 is discharged at a higher current (hence a higher C-rate) than 

that of Curve 1 (reproduced from [207]). 

While a battery may have a rated capacity ܥ௡ of 1500mAh, this does not mean that it could 

supply 1500mA for one hour.  Instead, battery manufacturers usually specify a ‘standard’ 

discharge rate, specified as a ‘C-rate’.  The ‘C-rate’ is a charge/discharge rate relative to the 

rated capacity of the battery, and is generally expressed as ܯ [h-1] in (B.2), where ܫ [A] is 

the discharge current, and ܯ is the multiple or fraction of ܥ௡.   

ܫ  ൌ ௡ܥܯ (B.2)

For example, GP batteries state that the rated capacity of their Ni-MH batteries is obtained 

through “discharging at 0.2C to an end-voltage of 1.0V after fully charging at 0.1C” [209].  

The reason for quoting battery capacities like this is because, for batteries designed for 

lifetimes of many years at low discharge currents, the battery would deplete very quickly 

over a period of one hour due to the rate capacity effect.  The rate capacity effect (also 
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known as rate discharge) is the dependence of the battery’s effective capacity being a 

function of the discharge current.  If a battery is discharged at a current higher than its rated 

discharge current leads to a significant reduction in its lifetime, seen as a reduction in 

capacity [10, 167, 210].  This is because of the diffusion of active material (chemicals which 

give rise to electro-chemical reactions to generate electrical energy) through the battery.  

When discharging at low currents, active material is able to diffuse through the electrolyte at 

a sufficient rate.  However, when the discharge current is high, the active ingredients are 

unable to diffuse through the electrolyte at the same rate as that of which they are being 

consumed at the cathode (Fig. B-2b).  If the high discharge rate is sustained, the battery 

becomes exhausted even though active material remains in the cell (Fig. B-2d).  If the high 

discharge rate is stopped or reduced, the active material is able to diffuse through the 

electrolyte allowing the battery to recover a proportion of it lost capacity.  This effect is 

known as relaxation (seen in the progression from Fig. B-2b to B-2d). 

 

FIGURE B-2 : The rate-discharge and recovery effects seen in batteries: a) charged state, 

b) before recovery, c) after recovery, and d) discharged state (adapted from [170]). 

All batteries suffer from self-discharge (or leakage) to a certain extent.  Nickel based 

batteries tend to suffer from relatively high levels of self discharge, losing around 10% of its 

capacity in the 24 hours after charging, dropping to around 10% per month after this.  Self-

discharge is particularly sensitive to temperature (increasing with increased temperature), as 

shown for Ni-MH batteries in Fig. B-3. 
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FIGURE B-3 : Temperature dependence of self-discharge in Ni-MH batteries 

(reproduced from [211]). 

Battery cycle-life (the number of times a battery can be recharged before it is considered to 

have reached the end of its usable life) is an important factor, with Ni-MH batteries lasting 

for 500 cycles under 100% depth-of-discharge (DOD).  However, the cycle-life increases as 

the DOD decreases, reducing it to 10% extends the cycle-life to around 5000 cycles [212]. 

The memory effect (experienced by Ni-Cd batteries) is the apparent drop in capacity if a 

battery is repeatedly used with a shallow discharge pattern [209].  The memory effect is not 

exhibited in Ni-MH and Li-ion cells.  Batteries are not charged with perfect efficiency (that 

is, not all of the energy that is put into the cell is stored), as shown in Table B-1.  For further 

information on batteries, their effects and technologies can be found in Buchmann [213] and 

Linden et al. [207]. 

B.2 Supercapacitor Effects 

Unlike most batteries, capacitors are not affected by over charging or over discharging, and 

hence complicated charging and interface circuitry is not required.  Additionally, capacitors 

are able to absorb and dissipate energy very quickly, and can sustain a virtually infinite 

number of recharge cycles [45].  The nature of most Wireless Sensor Network (WSN) 

applications dictate an intermittent energy consumption, and many energy harvesting 

sources used on sensor nodes inherently introduce a daily charging cycle.  This makes 

capacitors attractive for use as energy stores on sensor nodes.  However, the capacitance of 

most readily available conventional aluminium electrolytic capacitors is under 4700μF, 

equating to a stored energy of around 20mJ at 3V.  Clearly this is not comparable to a 

battery, resulting in such capacitors not being suitable to supply the energy demands of 

sensor nodes. 
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Supercapacitors (also known as ultracapacitors or electrochemical dual-layer capacitors) 

[214, 215] differ from aluminium electrolytic capacitors by, in place of a dielectric, using a 

physical mechanism to generate a double electric field [184].  Supercapacitors share many of 

the benefits of aluminium electrolytic capacitors (such as those previously mentioned) [216] 

but have considerably higher energy densities, hence achieving capacities ranging from 

millifarads to hundreds of farads [45].  The energy stored in a capacitor (also applicable to 

supercapacitors [214]) is given by (B.3), where ܧ௥௘௦ [J] is the residual energy stored in the 

capacitor, ܥ [F] is the rated capacitance, and ௦ܸ [V] is the instantaneous store voltage (the 

voltage across the capacitor).  Using this, the capacity of a 100F supercapacitor with a 

maximum voltage of 2.5V (such as that used in [217]) is 313J, providing a feasible and 

attractive alternative to secondary batteries in implementing a sensor node’s energy store. 

௥௘௦ܧ  ൌ
1
2 ܥ ௦ܸ

ଶ (B.3)

Supercapacitors are often believed to be ideal, non-degrading energy stores, exhibiting only 

the effects specified above; however, while their characteristics are generally more 

favourable than most secondary batteries, supercapacitors exhibit a number of usually 

undesirable properties and effects.  They are not able to operate indefinitely, and have a 

limited lifetime after which time they display a significant drop in capacitance.  The actual 

lifetime is heavily dependent on temperature, humidity and operating voltage, but by 

operating at a reduced voltage and at room temperature, the lifetime can be considerably 

longer than ten years [35].  Supercapacitors are usually specified with wide tolerances on 

their rated capacitance (for example -20/40%) and a low maximum voltage rating (2.3V) 

[184].  Additionally, the supercapacitor’s quadratic energy/voltage relationship shown in 

(B.3) causes the voltage to drop significantly as the stored energy depletes.  This means that 

before the capacitor is fully depleted, it will be unable to provide the voltage required by 

external circuitry.  One of the most significant problems with supercapacitors is the high 

leakage (or self-discharge) that they exhibit.  This leakage is difficult to determine [184], and 

is generally only crudely specified in datasheets [45].  The leakage of a supercapacitor is 

dependent on the length of time that it was charged for [184].  The leakage is heavily 

reduced as the voltage across the supercapacitor drops, and so it is recommended that two 

supercapacitors are combined in parallel (halving the voltage of each) [45, 216].  This also 

increases the life of the supercapacitor, as the lifetime doubles for every 0.1V reduction in 

operating voltage [35]. 



 

 

Appendix C   
 
The Mountbatten Cleanroom 
Wireless Sensor Network 

The old Mountbatten cleanroom at the University of Southampton (destroyed by fire in 

2005) did not interface well with its surroundings.  Staff and students would leave the 

University with little or no idea of what was inside the cleanroom, and what work was being 

undertaken.  Users of the cleanroom would often waste time going to the cleanroom and 

getting gowned, only to find that the machinery they required was in use.  One of the 

architectural design aims of the new Mountbatten complex is to ‘open up’ the cleanroom, to 

show staff, students and visitors what is undertaken inside.  In order to further evaluate the 

performance of IDEALS/RMR and the accuracy of the developed simulation models, a 

practical implementation has been proposed that, at the time of writing, is in the early stages 

of development. 

 

FIGURE C-1 : Prototype public display for the Mountbatten cleanroom WSN. 
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This implementation proposes a WSN for implementation into the new Mountbatten 

cleanroom; the primary aims of the cleanroom WSN are: 

Publicity and Awareness: The WSN will help to show what is happening inside the 

cleanroom, presenting information that could not be seen though existing methods.  

This will publicise what happens in the cleanroom to visitors, prospective personnel, 

and existing personnel.  The information will be made readily available, via displays 

outside the cleanroom, and via the intranet/internet.  

Tool for Staff and Students: Users of the cleanroom will be able to see which 

machines are in use prior to visiting the cleanroom and getting changed.  Therefore, 

making information on machine usage available over the intranet has the potential to 

increase productivity.  Additionally, the WSN will help to remove further barriers by 

providing messaging service, whereby personnel outside the cleanroom can send short 

messages to colleagues inside the cleanroom via the intranet. 

Assisting and Providing Infrastructure: Automated long-term analysis of machine 

usage statistics will allow technicians to identify machines that are not often used, and 

turn them off (saving resources) or ultimately replace them. 

WSN Research Platform: The WSN will provide an effective research platform for 

energy-aware WSNs, allowing further development once the initial project is installed. 

The majority of these aims can be seen graphically in the display screen (located outside the 

cleanroom) prototype shown in Fig. C-1.  The currently active panel (top right of the screen) 

shows a list of the people that are currently using the cleanroom.  The plan panel (top left of 

the screen) is a graphical bird’s eye view of the cleanroom, showing who is working where, 

which machines are in use (depicted by the bench/machine colour), and parameter 

distribution across the cleanroom.  The information panel (bottom of the screen) shows 

information about the currently selected person (highlighted in the currently active and plan 

panels), including their photograph, position, and research interests (drawn from publically 

available information).  This information brings a personal element to cleanroom usage. 

The network will be a mesh network with all nodes participating in multi-hop packet 

routing; the network architecture is shown in Fig. C-2.  The network consists of a number of 

Mobile Tracker Nodes (MTNs) which are associated with users of the cleanroom (the 

association process takes places when the users pick up a node from a Registration Device 

[RD] in the gowning areas).  The MTNs trilaterate their own position using packets or 
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signals emitted from static nodes  located on machinery and benches.  The static nodes also 

implement machine usage statistics (using a switch on the nodes) and distributed parameter 

sampling (such as temperature).  Network operation is coordinated from an out-of-

cleanroom Network Controller (NC), which provides user-MTN association and data 

management (displays, intranet and internet interfaces are all controlled by the NC). 

 

FIGURE C-2 : The architecture of the Mountbatten cleanroom WSN. 

IDEALS/RMR will be used to make nodes’ network involvement dependent on their local 

resources.  A primary challenge of the cleanroom project is the ability of the network to be 

energy-efficient, while providing an up-to-date and accurate impression of its monitored 

environment; IDEALS/RMR is critical in accomplishing this.  The ability to infer packet 

importance depends on the packet type, and possible metrics are: 

Parameter Distribution: Parameters such as temperature or ambient light can be 

controlled by threshold and differential rules such as those presented above. 

Machine Usage: These packets are unable to have information–management applied 

to them, as there is no distinction between important and unimportant packets.  

Therefore, they will always be transmitted as important packets. 

Locationing Trilateration Packets: These packets are transmitted by static nodes in 

order for MTNs to self-determine their location.  By allocating these packets a medium 

Ethernet



The Mountbatten Cleanroom Wireless Sensor Network 173 

 

importance, the number of participating static nodes (and hence the accuracy of the 

trilateration process) is traded for energy. 

Location Dissemination:  These packets report the location of the MTNs to the NC.  

The importance of can be proportional to the distance that the node moved since the 

last report (i.e. a small location change is not as important as a room change). 
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G. V. Merrett, N. R. Harris, B. M. Al-Hashimi, and N. M. White, “Energy Managed Reporting for 
Wireless Sensor Networks,” in Sensors and Actuators A: Physical, vol. 142, pp. 379-389, 2008. 

G. V. Merrett, A. S. Weddell, A. P. Lewis, N. R. Harris, B. M. Al-Hashimi, N. M. White, “An 
Empirical Energy Model for Supercapacitor Powered Wireless Sensor Nodes,” presented at IEEE 
Int’l Conf. Computer Communications and Networks, St. Thomas, US Virgin Islands, Aug. 2008. 

G. V. Merrett, A. S. Weddell, N. R Harris, B. M. Al-Hashimi, N. M. White, “A Structured 
Hardware/Software Architecture for Embedded Sensor Nodes,” presented at Workshop Advanced 
Networking and Communications, St. Thomas, US Virgin Islands, Aug. 2008. 
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