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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
OPTOELECTRONICS RESEARCH CENTRE

Doctor of Philosophy

Processing of ultra-short optical pulses for high bit-rate optical

communications

by Francesca Parmigiani

In this thesis, the possibility of integrating linear pulse shapers into various all-optical signal processing

devices for applications in high speed optical communication systems, to enhance the overall system

performance, is investigated. The linear pulse shaping is performed using superstructured fibre Bragg

gratings, which seem very promising passive devices for such application due to their compactness, easy

integrability and compatibility with fibre based devices. At the same time, optical switching is facilitated

by nonlinear effects in state of the art highly nonlinear fibres.

The generation and manipulation of waveforms with specific shapes also requires suitable techniques

for their precise characterization. For this reason, optical sampling oscilloscope or linear and nonlinear

frequency resolved optical gating techniques are presented in this thesis.

As a first example of all optical signal processing using pre-shaped pulses, the incident noisy data pulses

are expanded into rectangular pulses at the input port of a nonlinear optical switch (nonlinear optical

loop mirror). The flat top of the shaped pulses allows for the mitigation of any mistiming of the original

signal across a time window defined by their width, simply by switching them with shorter clean clock

pulses. By using a nonlinear switch with full regenerative properties as well, it is demonstrated that

amplitude noise reduction as well as timing jitter reduction can be achieved in a single nonlinear switch.

In a different switch configuration, where cross-phase modulation is utilized in a single-pass configura-

tion, retiming is obtained by preshaping clean control pulses into pulses with a parabolic shape. XPM

induced by such pulses can provide linear frequency-shifting to shorter mistimed data pulses across a

temporal window corresponding to the full width of the parabolic pulses. This frequency-shift is pro-

portional to the relative pulse displacement from the control bit-slot centre. Propagation in a suitable

length of a dispersive medium can then be used to correct for the mistiming. The parabolic pulse shape

is also very interesting for nonlinear propagation in normal-dispersion fibres, since it can propagate at

high peak powers without undergoing deleterious pulse distortion (avoiding wave-breaking effects). It is

demonstrated that the nonlinearly broadened parabolic pulse spectrum is highly flat and coherent, with

a high spectral density, as required for spectral slicing or pulse compression applications.

Finally, the use of Bismuth oxide highly nonlinear fibre is investigated in order to enhance the compact-

ness and stability of the switching system. 2R-regeneration at 10- and 40-Gb/s is demonstrated using

just 2 m of this fibre.
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Chapter 1

Introduction

The development of low loss [1], dispersion optimised transmission fibres [2] and
the development of optical amplifiers, particularly the erbium doped fibre amplifier [3, 4],
have revolutionized telecommunications, opening new opportunities for optical commu-
nication systems with ultra-high capacities and long-haul transmission distances. These
achievements, in combination with the ever-growing demand for increased data capacity
have forced the study of ever higher system capacities. This demand can potentially be
met in a number of different ways, for example, by interleaving in time different chan-
nels all at the same wavelength (time domain multiplexing, TDM), or by using different
channels transmitted along a single fibre at different wavelengths (wavelength division
multiplexing, WDM).
Since their first introduction in the late 1980s, long-distance optical-fibre transmission
systems have advanced from a transmission speed of 295.6 Mb/s in a single channel
for the first transatlantic system, to greater than 1 Tb/s data capacity transmission in
recent years using either single or multiple channels (see for example [5–8]).

As amplified transmission systems carry higher densities of data, interpulse interference
due to both linear and nonlinear effects in the fibre start playing a more significant role,
especially when transmission distances are long. These effects can degrade the quality of
the signal and can result in errors in the detection of the data. The conventional way of
restoring signal quality is to apply Optical-Electronic-Optical (O-E-O) conversion and
to process the signal electrically. This, then, restricts the transmission rate per each
channel to the processing speed of electronic circuits, and would definitely rule out any
simultaneous processing of more than one channel. For these reasons and in order to
fully exploit the inherent transmission capacity of the optical fibre within networks, the
use of all-optical processing techniques is thus highly desirable.
Among the various optical regenerating devices, those based on optical fibres seem quite
promising, especially after the achievement of significant advances in optical fibre tech-
nology in the recent years, most notably in the area of microstructured fibres. The main
advantages of fibre based processing systems are that they are compatible with fibre
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transmission systems and that their nonlinearity is characterized by a nearly instanta-
neous (fs) response time, making them very attractive for high speed signal processing
(>160 Gb/s). The relatively weak nonlinearities of silica-based fibres typically requires
high peak power levels and long fibre lengths (several hundreds of meters) for their man-
ifestation. Recently, promising novel glasses with a higher nonlinearity than silica [9–11]
have been developed, which have allowed the fabrication of fibres with a few orders of
magnitude higher effective nonlinearity than standard single mode fibres, thereby en-
abling the implementation of meter-long nonlinear switches with improved performance
in terms of stability and input power requirements. However, because of their relatively
recent development compared to silica-based fibres, many issues remain to be addressed
before such fibres can be seriously considered for use in real transmission systems.

In order to facilitate better control within optical switches and to improve the overall
system functionality, it is possible to consider pre-conditioning the pulses (namely pulse
shaping) within the various nonlinear optical switches. Indeed, the manipulation and
control of the shape of short optical pulses constitutes an important field of research,
motivated mainly by the recent developments in ultrafast optoelectronics. The capability
of manipulating the temporal shape of an optical pulse relies on the ability to accurately
control the precise amplitude and phase profile of its optical field. Such an operation is
generally achieved by means of a pulse shaper that provides the desired spectral filtering
operation (accurate control of its spectral content). The shaping and the manipulation of
optical pulses is conventionally achieved using liquid crystal spatial light modulators [12,
13], or arrayed-waveguide gratings (AWGs) [14].
More recently, the use of fibre Bragg gratings (FBGs), as passive devices for optical
pulse shaping, was demonstrated to be very promising due to their compactness, easy
integrability and compatibility with fibre based devices (see for example [15, 16]).
Although a large variety of FBG-based devices have been fabricated and used for many
applications in fibre optics communication systems, such as dispersion compensation in
long-haul fibre networks and wavelength multiplexing in WDM systems, to name but
two, the demonstration of their use for coherent pulse manipulation and control to obtain
various shapes which would be very difficult to achieve otherwise, is relatively recent.
This was possible due to the recent advances in the FBG writing technology, which have
made it possible to fabricate complex grating structures (the so called superstructured
fibre Bragg gratings, SSFBGs) with precise control of both the gratings amplitude and
phase response profiles [17–20]).

The work described in this thesis focuses on the enhancement of various nonlinear fibre-
based devices for all optical signal processing applications. For this purpose, I have
looked at the possibility of integrating SSFBG pulse shapers into various all-optical
signal processing devices for applications in high speed optical communication systems
to improve the overall system performance. The work focuses on the demonstration of
powerful techniques for the re-timing and reshaping of ultra-short pulses in proof-of-
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principle experiments. According to the particular nonlinear switch configuration used,
the optimal pulse shape is determined and the corresponding enhancement of the overall
system, compared to conventional shapes, is demonstrated.
10 Gb/s single wavelength signals are usually considered in most of the demonstrations;
however all of the schemes presented can be easily scaled to higher repetition rates, as
well as to WDM systems in order to increase the overall transmission capacity.

The thesis is organized as follows. The initial Chapters present some theoretical back-
ground, along with some techniques to assess the quality of short pulses. Subsequent
Chapters report the progress and achievements that I have made in the telecommu-
nication systems laboratory of the Optoelectronics Research Centre towards the im-
provement of the overall system performance using SSFBGs together with fibre based
nonlinear devices.

Outline

Chapter 2 contains the general background needed to understand the work developed
in this thesis. The main signal distortions in short pulse systems operating at high
bit-rate are discussed and the basic principle of Optical Regeneration is described. Two
regenerator schemes are briefly analyzed. The first one is based on self-phase modulation
(SPM) and subsequent offset filtering; the second one is based on cross-phase modulation
(XPM) in a nonlinear optical loop mirror (NOLM). Because I supported most of the
experiments by simulations using the Split Step Fourier (SSF) method, this method has
also been explained. Finally an introduction to SSFBGs is given, with an emphasis on
their design, which I carried out personally, and their fabrication, which was carried out
by Dr Morten Ibsen.

One of the main points of the work reported herein is the reshaping of ultra-short
optical pulses into different pulse shapes, such as rectangular pulses or parabolic pulses.
The precise shape of these pulses is absolutely critical for the implementation of the
system applications and for a complete understanding of the results obtained. Direct
detection techniques using fast photodetectors are inadequate for such applications and
optical correlation methods give very little information when the pulse under test has
a quite complicated shape, such as the pulses used in this thesis. In Chapter 3, an
optical sampling oscilloscope technique, with a temporal resolution of ∼2 ps, has been
investigated to assess different pulse shapes obtained after reflection by SSFBGs. The
accuracy of this technique was tested against a commercial Second Harmonic Generation
Frequency-Resolved Optical Gating (SHG-FROG) device and an Electrical Absorber
Modulator Frequency-Resolved Optical Gating (EAM-FROG) device, implemented in
the laboratory by Dr M. Roelens and Dr B. Thomsen. A 20 ps rectangular pulse shape,
obtained using an SSFBG, is chosen for comparison and a good agreement between the
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three different techniques is shown.

The first example of all optical signal processing using preshaped pulses is presented
in Chapter 4. The technique relies upon expanding the incident noisy data pulses into
20 ps rectangular pulses using a SSFBG at the input port of a nonlinear optical switch,
which is a NOLM in the particular case described here. These broadened pulses are then
used to switch a well-conditioned and well-defined local clock signal. The flat top of the
rectangular pulses plays an important role in enhancing the timing jitter tolerance of
the system. In particular, it ensures that the switch is transparent to the mistiming of
the original signal that otherwise would manifest itself as a severe amplitude noise at
the output of the switch. The clock signal, which was chosen properly so that its pulse
width is comparable to that of the noisy signal and the walk-off between them inside the
NOLM is negligible, ensures that the noisy signal is retimed, whilst retaining its original
pulse width and maintaining its original wavelength. The amount of timing jitter that
can be compensated for is determined by the width of the reshaped pulse, which can be
readily adjusted to fit the specific jitter characteristic of a given transmission system,
and cannot exceed the repetition rate of the incoming data signal. A reduction in the
standard deviation of the pulse timing jitter, by more than a factor of 4, has been
demonstrated using this technique.

In a second configuration shaping was applied to the control (rather than the signal)
pulses of the nonlinear switch. In this way the regenerative properties of the NOLM could
be properly exploited, as described in Chapter 5. The S-shaped switching characteristic
of the NOLM and the square switching window provide the pulse amplitude- and timing-
noise reduction respectively. A reduction in the standard deviation of the pulse timing
jitter, by a factor of 3, has been demonstrated using linear pulse reshaping and all-optical
switching. A Q-factor improvement from 5.9 to 8 was measured in the worst condition
of ∼11 ps induced timing jitter. An improvement in the receiver sensitivity of more
than 2.3 dB was achieved after the switch in the case of ∼5.5 ps induced timing jitter,
demonstrating the amplitude noise reduction performed in the NOLM.

Chapter 6 demonstrates a different technique for correct retiming of short optical pulses.
The principle behind this scheme relies on converting temporal jitter into wavelength
(frequency) jitter and then using an appropriate level of dispersion to provide temporal
compensation. This frequency-shift of the mistimed pulses is provided by XPM in a
highly nonlinear fibre (HNLF) using an intense control pulse at a well defined clock rate.
Because the induced frequency chirp is proportional to the derivative of the control pulse
shape, to ensure a one-to-one linear mapping of timing to frequency jitter, the control
pulse should have a parabolic intensity profile. In this demonstration, the control pulses
are shaped via the SSFBG into ∼10 ps parabolic pulses. The profile of these pulses
ensures that the chirp on the switched pulses is linear over a wide range (almost the
whole of the 10 ps full width at half maximum (FWHM) of the pulse), so that it can be
removed by linear propagation in a subsequent fibre that provides dispersion of general
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opposing chirp. A wavelength shift of up to ∼0.5 nm is numerically and experimentally
demonstrated, while a retiming window of ±5 ps is demonstrated. The cancellation of
up to 4 ps rms timing jitter is demonstrated in a system experiment.

The same parabolic pulse source is used to demonstrate the merits of parabolic pulses for
other ultrafast all-optical processing applications in Chapter 7. Indeed, these parabolic
pulses are exploited to generate ultra-flat SPM broadened spectra in a normal dispersion
HNLF. This pulse shape has been numerically and experimentally demonstrated to
provide better performance in terms of the extent of SPM-based spectral broadening
and flatness relative to the use of conventional secant hyperbolic (sech) pulses. Indeed,
it is shown that most of the pulse energy remains within the 3 dB spectral bandwidth,
ensuring minimum overall loss for spectral slicing applications and thereby maximum
spectral density. The flat spectrum and the optimized spectral density are attractive
for spectrally sliced source applications. 38 sliced channels have been demonstrated and
their characterizations confirm the good noise performance of the system.
Pulses of such a broad bandwidth are potentially useful for pulse compression as well. A
compression factor of more than 30 relative to the initial parabolic pulse is demonstrated,
highlighting the quality of the linear chirp generated in the HNLF.

All the aforementioned experiments have used silica based HNLFs. Although these fibres
are very well optimized in terms of low loss and dispersion, the relatively low nonlin-
earity of silica requires long corresponding fibre lengths. The implementation of more
compact nonlinear devices represents a very challenging and promising topic. Bismuth-
Oxide glasses exhibit effective nonlinearities per unit length which are some orders of
magnitude higher than standard single mode fibres, allowing for a drastic reduction in
the length requirements of fibre-based nonlinear devices and enabling the implementa-
tion of meter-long nonlinear switches with improved performance in terms of stability
and input power requirements.
Chapter 8 reports the use of a 2-m-long Bismuth Oxide fibre with an ultra-high nonlin-
earity of ∼1100 W−1km−1 in a simple 2R regeneration experiment based on self phase
modulation and offset filtering at repetition rates of 10 Gbit/s and 40 Gbit/s. The fibre
was properly spliced to SMF with losses of ∼3 dB per splice. Numerical simulations
and experimental results confirm the suitability of this kind of fibre for 2R regeneration.
The regenerator benefits from the strong normal dispersion of the Bismuth nonlinear
fibre (Bi-NLF) in addition to its high nonlinearity. The performance of the regenerator
was tested with heavily degraded input signals and evaluated using both eye diagram
and Bit Error Rate (BER) measurements. The regenerated pulses were characterized
using SHG-FROG. Even in such a short piece of fibre, and at power levels which are
readily achieved using commercial amplifiers, an improvement in the receiver sensitivity
of ∼5.0 dB at 10 Gb/s and >2 dB at 40 Gb/s was achieved.

The thesis concludes with Chapter 9, where I summarise the results and discuss the
directions for future work.



Chapter 2

Background

2.1 Introduction

The scope of this Chapter is to provide sufficient background information for the
understanding of the subsequent Chapters.
A brief introduction to the main origin of system distortions and to the basic principle of
Optical Regeneration in short pulse, high bit-rate communication systems is described.
All the experiments proposed in this thesis are applications of nonlinear phenomena in
optical fibres and exploit the ability of shaping sech pulses into pulses with different kinds
of temporal profile using SSFBGs. For these reasons, a brief overview of the nonlinear
applications, developed here, is provided and a basic equation, the so-called nonlinear
Schrödinger (NLS) equation, which describes the propagation of a generic pulse in an
optical fibre, is introduced. Because most of the experiments are followed by numerical
results, the standard split-step Fourier method, used for solving the NLS equation, is
explained.
Finally, the linear relation that exists between the spatial modulation of the refractive
index in a fibre Bragg grating and its temporal response is described. Indeed, the
considerable progress in FBG fabrication techniques allows the possibility of using such
structures for novel pulse shaping applications, which, in principle, can be of ”any”
desired form. The limits of their design are discussed and a brief description on the
SSFBG writing technique used to fabricate the gratings I employed within my research,
is presented for completeness.

2.2 Signal Distortions in Communication Systems

This section briefly investigates the propagation distortions of return to zero (RZ) pulse
shapes. There are actually many different sources responsible for pulse degradations.

6
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A distinction can be made between distortions causing energy fluctuations (amplitude
jitter) and pulse position fluctuations (timing jitter). Because these degradations can
become a particular problem within long haul, high bit-rate transmission [21, 22], it is
important to understand the limits that they impose on the system.
First of all, attenuation of the signal, as it propagates along the fibre, is the first lim-
itation in the transmission distance. The invention and deployment of in-line Erbium
Doped Fibre Amplifiers (EDFAs) has largely simplified loss compensation of transmis-
sion systems, even though this amplification is always accompanied by the generation of
amplified spontaneous emission (ASE) noise, which might give rise to other distortions
as discussed below.
Furthermore, in an optical transmission system, the pulses, which represent the bits of
information, can spread out, due to the chromatic dispersion of the fibre, which may
lead to overlapping of adjacent pulses (Intersymbol Interference (ISI)). Indeed, when an
electromagnetic wave propagates in a generic dielectric medium, its propagation veloc-
ity depends on its optical frequency ω, so that different spectral components associated
with the pulse travel at different speeds.
If the dispersion is only of the first order (i.e. dispersion changes linearly with ω),
though, the degradation can be compensated for using, for example, a dispersion com-
pensating fibre (DCF) with a length and dispersion design such that the dispersion of
the transmission fibre is negligible.
Long-haul transmission links experience performance degradations due to ASE-noise
from optical amplifiers along the line. Indeed, in transoceanic systems, over 100 am-
plifiers are cascaded, which add noise onto the signal stream. This ASE noise induces
energy fluctuations on the pulse leading to amplitude noise. When soliton systems are
concerned, the ASE noise induces as well fluctuations of the relative carrier frequency
position (δω) of the propagated pulses, known as the Gordon-Haus effect [23]. This
leads, in the presence of dispersion in the transmission line, to arbitrary changes in the
group velocity of the propagating pulses which in turn translates to random timing jit-
ter (< δt >) of the pulses (< δt >∝ β2δωL, where β2 is the group-velocity dispersion
parameter and L is the length of the transmission line).
Nonlinear pulse-to-pulse interaction is another limiting factor in high-bit-rate transmis-
sion systems [24, 25]. Nonlinearities due to the Kerr effect denote the phenomenon that
the refractive index of an optical fibre, as within any material, varies not only accord-
ing to the frequency, but also to the electric field intensity of the optical signal passing
through the fibre as well. So these kinds of effects, among neighbouring bits, can also
distort and jitter signals when the dispersion of the transmission system causes signif-
icant intersymbol interference. Then the combined effects of ISI and pulse chirp lead
to timing fluctuations due to Intrachannel Cross Phase Modulation (IXPM) [26] and
result in significant amplitude fluctuations as well as the creation of ”ghost” pulses at
the centre of the zeros due to Intrachannel Four Wave Mixing (IFWM) [26, 27].
Polarization Mode Dispersion (PMD) is becoming another leading source of signal degra-
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dation as systems move to higher bit rates (>40 Gb/s). In fact, the small, randomly
varying birefringence of standard telecommunication fibres tends to depolarize optical
signals and randomize their phase. This phase variation broadens an input optical pulse
as it propagates through the fibre, leading to severe ISI due to the spreading of part of
the pulse energy beyond the allocated bit slot [28] (< δtPMD >∝ Dp

√
L, where Dp is

the PMD parameter and depends on the particular distribution of the randomly varying
birefringence along the transmission line). New fibres have improved the PMD parame-
ter down to 0.02 ps km−1/2 [2].
Another nonlinear effect is Stimulated Raman Scattering (SRS), which is an interaction
between the propagating signal and the vibrations of the molecules in the fibre [29].
This causes the frequency of the light to be downshifted and results in the transfer of
power from one optical field to another, attenuating in this way the initial signal. Stim-
ulated Brillouin Scattering (SBS), which is an interaction between the signal and the
sound waves in the fibre [29], is another nonlinear effect that can lead to distortion and
excess attenuation of the optical signal. This effect causes frequency conversion too and
backward scattering of the signal beam.
A different kind of contribution to the interactions between different short pulses in
optical fibres is the acoustic effect due to the electrostrictive mechanism, when long
propagation distances are considered [30]. In the presence of this effect the non-linear
refractive index of the fibre is the sum of the Kerr effect, with a response time of the order
of femtoseconds, and of the electrostrictive effect, with a response time of nanoseconds.
The second effect, in fact, can explain the pulse interaction at large temporal intervals
at propagation over great distances.
When more than one channel is launched in the transmission line, i.e. in a WDM system,
all these distortion effects still hold for all the different channels (see for example [31]).
Moreover, pulses at different wavelengths will propagate at different velocities and col-
lide with each other causing severe interchannel interference, crosstalk and distortion
due to the same optical nonlinearities.
All of these effects can contribute to the deterioration of the performances of the system,
leading to errors. Preserving a high contrast between ’1’ and ’0’ powers and keeping am-
plitude and time fluctuations at low levels are mandatory to achieve high transmission
quality, as measured through BER or Q-factors, which will be introduced in Chapter 4.

2.3 Basic principles of an optical Regenerator in optical

communication systems

The accumulation of impairments in the optical signals in all-optical high capacity net-
works, due to both long-haul transmission with in-line EDFAs and signal processing at
network nodes creates the need for signal quality restoration procedures, as discussed in
the previous paragraph. Regeneration is therefore essential to reduce timing and am-
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plitude jitter, which in many instances effectively limits the transmission distance of a
system and severely compromises the performance of optical switches and demultiplex-
ers.
Two approaches can be considered for regeneration. The first, known as Optical-
Electronic-Optical regeneration, relies on segmenting the system into independent trunks
and uses Optical-Electronic (O-E) conversion by means of a photodiode followed by
Electronic-Optical (E-O) conversion through a laser and modulator in order to return
the signal back into the optical domain. Nowadays, the operating frequencies of indi-
vidual transistors have reached the terahertz regime [32] and photodiodes have been
greatly improved, through the use of sophisticated structures, to provide both a large
bandwidth (up to 160 Gbit/s operation) and high output powers [33]. Thanks to the
performance of such components, the full range of functional electronic devices required
for high speed optoelectronic application is drastically improving. Fully electronic cir-
cuitry for all critical 40 Gb/s processing functions is already commercially available [34].
Transmission systems based on Electrical Time Division Multiplexing (ETDM) oper-
ating above 80 Gb/s have also recently been reported [35, 36]. In 2006, an integrated
100 Gb/s ETDM receiver was employed in a transmission experiment over 480 km Dis-
persion Managed Fibre (DMF) [37]. However, the enormous traffic growth that has been
observed over the last few years leads to a drastic increase in the demand for broadband
networks and higher transmission rates.
The second approach is to implement in-line all-optical signal regeneration. It performs
the same signal-restoring functions as the O-E-O solution and offers ultra-high speed
operation much beyond 100s of GHz without any restrictions imposed by the bandwidth
of the electrical components.
In this thesis, different all-optical signal processing devices have been proposed as promis-
ing schemes for signal regeneration, exploiting the recent advances in optical fibre tech-
nology, most notably in the area of nonlinear fibres and superstructured fibre Bragg
gratings for the manipulation and shaping of ultrashort pulses. The results described in
this thesis demonstrate the potential new opportunities of the combination of these two
technologies within future high speed communication systems.

In general, a complete regeneration system involves three basic signal-processing func-
tions, namely re-ampli-fication, re-shaping and re-timing, hence the generic acronym
’3R’ [21] (see Fig. 2.1). Many of the techniques described in this thesis apply to 3R re-
generation, whereas others perform re-shaping and re-amplification only (usually termed
as 2R). The basic block diagram of the full 3R system is shown in Figure 2.2. In these
regenerators, a Clock Recovery (CR) module has to be incorporated to facilitate the
retiming function. Part of the signal is extracted in order to recover a clock signal
synchronized to the input data, while the remnant is fed into the decision block, for
re-shaping and re-timing. The clock signal drives the optical pulse source to generate a
high-quality optical pulse stream at the frequency of the incident data. This stream is
used as a decision control in the decision gate to assess if the incoming bits represent 0s
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Figure 2.1: Principle of 3R regeneration, as applied to NRZ signals: (1) Re-
amplifying, (2) Re-shaping and (3) Re-timing (taken from [21]).

or 1s.
Many different approaches for clock recovery have been reported in the literature. Em-
ploying a phase-locked loop (PLL) is the typical technique used (see for example [38]).
Furthermore, the development of ultrafast optical phase comparators based on, for ex-
ample, Four Wave Mixing (FWM) [39] or XPM [40] in semiconductor optical amplifiers
(SOAs) or based on bidirectionally operated electro-absorption modulators (EAMs) at
160 Gb/s [41, 42] and 320 Gb/s [43] have also been reported.
It should be noted that the development of CR techniques was beyond the scope of this
project. Also, to simplify the experiments, which have been carried out in the course of
this work, clock recovery has not been incorporated into the system, as would normally
be required to synchronize the clock and data pulses in any real-world implementation
of a synchronous 3R regenerator. Note that in my experiment, to ensure synchroniza-
tion between the various signals, a common clock was used to drive the corresponding
sources.
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Figure 2.2: Generic layout of a typical 3R regenerator (adapted from [21]).

2.4 Applications of nonlinear phenomena for all optical

Regeneration

All linear and nonlinear effects can be both harmful and beneficial depending on the
circumstances applications. For example, on one hand, optical fibres for transmission
cables need to have low nonlinearity to suppress waveform distortion, as already dis-
cussed, while, on the other hand, the optical fibres for signal processing are required to
have high nonlinearity to realize effective nonlinear functionalities. SPM, XPM or FWM
effects can limit the performance of a generic WDM system, but, at the same time, they
can be used for applications such as 2R-regeneration in Mamyshev-type schemes, 3R-
regeneration in NOLMs and so on.
The same is true of chromatic dispersion, which, according to the application to be de-
veloped, can be seen as an impairment or not.
In this Section, two different fibre based optical regenerator schemes are presented, the
first one based on SPM, the second on XPM, both in HNLFs.

2.4.1 Self-Phase Modulation and offset filtering

Among the various fibre based optical regenerator schemes, the scheme relying on spec-
tral broadening in HNLF and subsequent offset-filtering is considered particularly ad-
vantageous, since it combines a very good noise reduction performance with stability
and robustness [44]. This scheme is commonly referred to as a Mamyshev regenerator.
A general schematic of this approach is shown in Fig 2.3.a. Pulses at a central wave-
length λc are amplified by a high power EDFA (HP-EDFA) and launched into a HNLF.
The spectrum of the pulses is broadened after propagation through the fibre due to
SPM. Indeed, a generic signal, E(t), induces, as it propagates along a fibre of length L,
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Figure 2.3: SPM-based 2R-Regenerator basic scheme.

intensity dependent modulation on the refractive index, and hence modulation on the
optical phase:

∆φSPM =
2πn2|E(t)|2Leff

λ
, (2.1)

where n2 is the nonlinear coefficient and Leff is the effective length, which is defined as:

Leff =
[1− exp(−αL)]

α
, (2.2)

where α accounts for the fibre losses.
The SPM-induced spectral broadening is a consequence of the time dependence of
∆φSPM . Indeed, a temporal change in the phase implies that the instantaneous op-
tical frequency varies across the pulse from its central value (frequency chirping), so
that new frequency components are generated.
Noise suppression is favoured if the SPM-broadened pulse spectrum has a flat-top, which
dictates the use of HNLF with normal dispersion [45]. The operation of the regenerator
is based on the use of a narrow band optical filter with a central wavelength detuned
relative to the central wavelength of the signal as a decision gate. Pulses with sufficient
peak power levels (ones) generate substantial spectral broadening due to SPM and can
pass through the filter. On the other hand, noisy zero signals (spaces) are unable to
produce significant spectral broadening and therefore these are largely rejected by the
filter. In general, the filter bandwidth is determined by the requirement that the width
of the pulses coming out of the regenerator should have the same width as the initial
signal pulses. By proper selection of the filter offset, the launched power, the fibre length
and its dispersion characteristics, the 2R regenerator can exhibit a nonlinear transfer
function as shown in Fig 2.3.b.
In Chapter 8, this scheme, using just 2 m of Bi-NLF, is implemented to demonstrate

an improvement of the receiver sensitivity of more than 5 dB at a repetition rate of
10 Gb/s and 2 dB at a repetition rate of 40 Gb/s.
Finally, a comment related to the energy efficiency (i.e. output versus input energy ratio
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Figure 2.4: Photograph of the NOLM device, widely used in this thesis. PC: Polar-
ization Controller.

of the ”ones”) of this Mamyshev-type regenerators is required. By its nature, the scheme
is known to exhibit poor efficiency. More quantitative values of its loss will be given in
Chapter 8. Qualitatively, the higher the filter offset, the broader the signal spectrum
has to be, and the lower this efficiency becomes.

2.4.2 Nonlinear Optical loop mirrors

A nonlinear optical loop mirror is an attractive interferometric scheme for ultra-fast
switches (Fig. 2.5). For this fibre-based device, the phase shift is induced through the
Kerr effect in an optical fibre. Two different configurations of NOLMs are possible;
in the first one, an external syncronized clock signal, co-propagating with the signal
to be regenerated in one of the two arms of the loop, induces a phase shift on the
propagating signal through XPM (I will be calling this type an active NOLM in the
rest of this thesis). In the second configuration, the loop is unbalanced by amplifying or
attenuating only one of the two signals propagating along the NOLM, so that SPM in
the HNLF occurs only for the signal component with more peak power (I will be calling
this type a passive NOLM in the rest of this thesis). A complete discussion of both
configurations is provided below.
An active NOLM consists of a fibre coupler with two output ports joined through a length
of nonlinear fibre thereby forming a loop. Fig. 2.4 shows the NOLM device, which I have
built for all the experiments involving NOLMs, while Fig. 2.5 shows the corresponding
schematic. The input signal (Es1(λ1)) enters onto port 1 of the coupler and is split into
two counter-propagating pulses (E3(λ1) and E4(λ1)) which, under linear propagation,
acquire identical linear phase shifts (θ) as they traverse the loop. The optical path
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Figure 2.5: Sketch of a generic active NOLM.

length is precisely the same for both pulses, since they propagate along the same path
but in opposite directions. These pulses then interfere constructively at the coupler and
exit back through the input port (port 1). So, in the linear regime, the device works
as a mirror. The loop can be unbalanced by introducing a control pulse (Ec(λ2)) that
co-propagates with one of the two signals, nonlinearly shifting its phase (providing the
signals under test have the same polarization state):

∆φNL = 2
2πn2|Ec(λ2)|2Leff

λ
. (2.3)

This time, when the two signal pulses interfere at the coupler, some portion of the input
signal will appear at port 4 of the coupler (transmission port of the NOLM) [46].
The equations relating the input and output signals of the coupler are:

E3 = α
1
2 Es1 + i(1− α)

1
2 Es2, (2.4)

E4 = i(1− α)
1
2 Es1 + α

1
2 Es2, (2.5)

where α is the power-coupling ratio and, since a single input signal is considered coming
from only port 1, Es2 = 0. After the two signals propagate along the loop, they will
acquire a phase shift given by:

E3 = α
1
2 Es1exp[i(∆φNL + θ)], (2.6)

E4 = i(1− α)
1
2 Es1exp(iθ). (2.7)

Note that the phase dependence of the counter-propagating signal E4 on the mean power
of the control signal has been neglected for simplicity. This approximation is valid if
the average power is much smaller than the peak power. In the experiments described
here, the control pulses are usually in the range of ∼2-20 ps all at the repetition rate
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Figure 2.6: Sketch of a generic passive NOLM.

of 10 Gb/s, so that this simplification holds. To calculate the outputs, Eso1 and Eso2,
Eqs. 2.4 and 2.5 are used, where Es1 and Es2 are now replaced by E3 and E4, respectively,
to obtain the following expression for the output at port 1 (reflected signal) and at port
2 (transmitted signal):

Eso1 = i
Es1

2
exp(iθ)[exp(i∆φNL) + 1], (2.8)

Eso2 =
Es1

2
exp(iθ)[exp(i∆φNL)− 1], (2.9)

when a 50-50 coupler is considered, i. e. α=0.5.
These Equations can be rewritten in terms of output powers:

Pso1 =
Ps1

2
[1 + cos(∆φNL)], (2.10)

Pso2 =
Ps1

2
[1− cos(∆φNL)], (2.11)

where Psi = |Esi|2 with i = o1, o2, 1.
In turn, the phase modulation is converted into a variation of the signal intensity at
the output, making it possible to switch the signal via the control. Eq. 2.3 shows that
by injecting the appropriate control pulse intensity into the loop, a nonlinear phase
shift of π is possible to achieve so that the transmitted signal switches to the maximum
(Pso2 = Ps1), while the reflected signal switches to the minimum (Pso1 = 0).

Similar equations can be derived in the case of a passive NOLM, in which only one
optical signal is considered, as discussed above, see Fig. 2.6. In this case, the effect
of propagation will no longer be identical along the two arms of the loop if α 6= 1

2 .
The corresponding nonlinear phase shifts acquired by the two propagating signals are
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proportional to their intensities (SPM effect) along the HNLF and are given by:

∆φNL1 =
2πn2α|Es1(λ1)|2Leff

λ
= α∆φ, (2.12)

∆φNL2 =
2πn2(1− α)|Es1(λ1)|2Leff

λ
= (1− α)∆φ, (2.13)

where ∆φ is defined as:

∆φ =
2πn2|Es1(λ1)|2Leff

λ
. (2.14)

The final expressions of the two outputs can be calculated in terms of power as follows:

Pso1 = Ps1[2α(1− α)[1 + cos((1− 2α)∆φ)], (2.15)

Pso2 = Ps1[1− 2α(1− α)[1 + cos((1− 2α)∆φ)]. (2.16)

As can be seen, if α = 1
2 , the signal goes all through port 1 (Pso1 = Ps1 and Pso2 = 0)

and the loop operates as a mirror. If α 6= 1
2 , these equations show that maximum power

emerges from port 2 (maximum transmission) whenever the argument of the cosine
function is an odd multiple of π, i.e.:

∆φ = m
π

1− 2α
. (2.17)

for m odd.
For example, in the passive NOLM implemented in this project, a 70:30 coupler was
chosen [47].

The key advantage of these kinds of device lies in the near instantaneous (fs) response
of the Kerr nonlinearity, making it very attractive for ultra-high bit-rate operation
(≥ 160 Gbit/s). Furthermore, a NOLM can act as a 3R regenerator [48]: accumula-
tion of background noise, amplitude fluctuations and jitter can be cancelled through
switching of a ”clean” optical clock by the noisy signal.
On the negative side of realizing optical switching using optical fibres, major limitations
come from environmental instability, a strong polarization dependence and reduced in-
tegrability, arising from the requirement of relatively long (km) fibre lengths. How-
ever, polarization maintaining (PM) fibres towards the implementation of polarization-
insensitive NOLMs and HNLF towards the implementation of very compact nonlinear
fibres are currently hot topics in fibre technology research.
Furthermore,in two wavelength NOLMs, as signal pulses become shorter at higher rep-
etition rates, the walk-off [29] between the data pulse and the clock pulse due to the
group-velocity dispersion limits the achievable nonlinear phase-shift. Indeed, the inter-
action between two optical pulses of wavelengths λ1 and λ2 respectively ceases to occur
when the faster moving pulse completely walks through the slower moving pulse. Then,
the pulses, which were overlapping at the beginning of the fibre, will be separated after
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some distance, so that the efficiency of the switch is lower. This feature is governed by
the walk-off parameter d12 defined as:

d12 = v−1
g (λ1)− v−1

g (λ2), (2.18)

where vg(λi) is the group velocity at the wavelength λi. The walk-off time is thus defined
as the product of the walk-off parameter and the length of the fibre, L, where the two
signals propagate. This walk-off time can be easily rewritten as a function of the zero-
dispersion wavelength of the fibre, λ0, and the dispersion slope of the fibre, S, when this
can be assumed to be constant, as follows:

τ12 = SL
∆λ2

2
+ SL(λ2 − λ0)∆λ, (2.19)

where ∆λ = λ1 − λ2.
From Eq. 2.19, it is clear that if the walk-off effect needs to be suppressed, one could ei-
ther choose an appropriate fibre with low dispersion slope or operate the two signals sym-
metrically about λ0. Current state of the art HNLFs enable very low dispersion slopes.
In [2] Takahashi et al. reported the characteristics of some newly manufactured HNLFs.
It is shown that HNLFs with a dispersion @ 1550 nm as low as 0.005 ps nm−1km−1 can
be achieved with a dispersion slope of 0.0013 ps nm−2km−1 (maintaining a nonlinear
coefficient value as high as 20.5 W−1km−1). The dispersion slope of typical standard
single mode fibres is ∼0.08 ps nm−2km−1.
In the experiments developed in this thesis, the HNLF widely used has a dispersion
slope of 0.03 ps nm−2km−1 (see Tab. 3.1), which for the signal and control wavelengths
always considered produces a negligible walk-off.
A comment related to the energy efficiency of the NOLM regenerator scheme is required.
Similar to the Mamyshev-type scheme, it is known to exhibit poor efficiency. While a
quantitative discussion of the loss will be given later on in the Chapter where the scheme
will be discussed, a qualitative discussion is presented here.
Firstly, the power associated with the control signal, required to achieve a π-phase shift
in the NOLM, is rejected since it is subsequently filtered out at the output port of the
NOLM. Secondly, the particular NOLM, which I built and then used in all my experi-
ments (Fig. 2.4), gives additional losses due to the 3 dB couplers that were used in the
loop. Referring to Fig. 2.5, apart from the 3 dB coupler used to split the signal into two
identical counter-propagating replicas which does not result in losses for an appropriate
nonlinear phase shift, I included a second one to couple the signal and the control to-
gether. Furthermore, a third 3 dB coupler was included inside the loop, symmetrically
about the HNLF, to ensure a perfect mirror, so that the on/off extinction ratio of the
NOLM would be maximized, when the control signal was off.
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2.5 Generalized nonlinear Schrödinger equation

The propagation of a generic optical field can be described by starting from the evolution
of its electric and magnetic fields in a fibre (Maxwell’s equations). Without attempting
to describe any of its derivation, which has been widely studied and documented in
several books over the years (see, for example [29]), I present the main elements of the
analysis and notation used below, as this will be used in the following Sections.
Assuming that the fundamental mode of the electric field is linearly polarized in the x
or y direction, while z is the propagation direction, the electric field E′(x,y,z,t) can be
written as:

E′(x, y, z, t) =
1
2
{E(x, y, z, t)exp[i(β0z − ω0t)] + c.c.} (2.20)

where E(x,y,z,t) is the envelope of the waveform, which is a slowly varying function of
time t, β0 is the propagation constant and ω0 is the carrier frequency. This approxi-
mation will always be valid for the pulses used in this work, which have an envelope
duration definitely higher than the period of a cycle (2π/ω0) of their carrier (ω0). For
instance, considering a carrier of 1550 nm, which corresponds to a carrier frequency of
193 THz, a pulse of 1 ps is composed of more than 200 cycles.
For a single mode fibre, using the method of separation of variables, it is possible to
separate the longitudinal and temporal evolution of the electric field, A(z,t), from the
transverse evolution, F(x,y):

E(x, y, z, t) = F (x, y)A(z, t). (2.21)

F(x,y) corresponds to the modal distribution of the fundamental fibre mode, often ap-
proximated by a Gaussian distribution, while A(z,t) is the slowly varying pulse envelope,
which, under the influence of both linear and non-linear effects, is described by the non-
linear Schrödinger equation, which can be expressed as follows (see [29] for the steps
that lead from Maxwell’s equations to the NLS equation):

∂A

∂z
+

α

2
A + i

β2

2
∂2A

∂t2
− β3

6
∂3A

∂t3
= iγ|A|2A, (2.22)

Eq. 2.22, as shown here, includes the effects of loss (α), second- and third- order disper-
sion (β2 and β3) and Kerr nonlinearities (γ), which are the most relevant contributions
in the work described here. It is useful to relate β2 to the dispersion parameter D, which
is commonly used in fibre optics literature, as follows:

D = −2πc

λ2
β2. (2.23)

The NLS equation can be analytically solved only in some particular cases, so a numerical
approach is therefore often necessary. A robust method that has been used extensively
to solve this pulse propagation problem is the SSF method, which is presented in the
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following Section and which makes it possible to precisely know the evolution of a generic
signal. This numerical tool is very important for the best comprehension of the physical
phenomena affecting a pulse during its propagation.

2.5.1 Split Step Fourier Method

In the general case, the NLS equation is not a solvable differential equation. It is thus
essential to turn to a numerical approach. The SSF method is the most common one [29].
The results presented in this thesis will all be calculated using this method. Its principle
consists in solving the propagation of the pulse over an extremely small distance h, for
which the linear and nonlinear effects can be considered to be independent of each other.
It is useful to rewrite Eq. 2.22 in the form:

∂A

∂z
= (D̂ + N̂)A, (2.24)

where D̂ is the differential operator, which describes the dispersion and the attenuation
in a linear medium and N̂ is the nonlinear operator, which describes the nonlinear effects
in the fibre. These operators are given by:

D̂ = −α

2
− i

β2

2
∂2

∂t2
+

β3

6
∂3

∂t3
, (2.25)

N̂ = iγ|A|2. (2.26)

In Eq. 2.26 nonlinear effects, such as Self-Steepening and Raman scattering, are not
included, since they are considered negligible in the work developed here.
The formally exact solution of Eq. 2.24 is given by:

A(z + h, t) = exp[h(D̂ + N̂)]A(z, t). (2.27)

An approximate solution of Eq. 2.27 can be obtained by assuming that the linear and
nonlinear effects can be considered independent over the distance h, so that Eq. 2.27
can be rewritten as:

A(z + h, t) ≈ exp(hD̂)exp(hN̂)A(z, t). (2.28)

In this way the propagation along h is carried out in two steps. In the first step, only the
nonlinear operator N̂ acts (D̂ = 0) in Eq 2.28. The problem can then be easily solved
in the time domain after an interval h:

B(z, t) ≈ exp(hN̂)A(z, t). (2.29)
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In the second step, only the linear operator D̂ acts (N̂ = 0) in Eq 2.28. The problem
can then be solved in the spectral domain:

B̃(z + h, ω) ≈ exp(h ˜̂
D(iω))B̃(z, ω), (2.30)

where B̃(z, ω) is the Fourier transform of B(z,t) and ˜̂
D(iω) is the Fourier transform

of the linear operator, D̂. In particular, ˜̂
D is obtained by replacing the differential

operator ∂/∂ t by iω in the frequency domain. After making this kind of substitution,
the evaluation of Eq 2.30 is straightforward. Finally, it is possible to go back to the time
domain by simply carrying out the inverse Fourier transform:

exp(hD̂)B(z, t) = F−1(exp(h ˜̂
D(iω))B̃(z, ω)). (2.31)

By iterating these two steps a large number of times, the electric field evolution along a
generic fibre can be obtained.

To improve the accuracy of the method a slightly different procedure can be carried out.
The main difference compared to the previous case is that the effect of the nonlinearity
is included in the middle of the distance segment rather than at the segment boundary,
i.e. the optical pulse propagates over h

2 where only the dispersive effects are considered,
then the effects of nonlinearity are included at the middle of the segment (h

2 ) and finally
the dispersive effect are included in the last h

2 of the segment. A schematic illustration
of this SSF method principle is depicted in Fig. 2.7.
Mathematically [29]:

A(z + h, t) ≈ exp(
h

2
D̂)exp(

∫ z+h

z
N̂(z′)dz′) · exp(

h

2
D̂)A(z, t). (2.32)

In my simulations, I consider this second procedure, where the integral is approximated
by hN̂(z), which holds if the step size, h, is small enough. For this reason the optimum
value of h has to be chosen carefully. In my simulation, h is a defined fraction (i.e.
typically a 1-2%) of the minimum value between the actual length of the fibre under
test, L, which is under test, the nonlinear length (LNL) and the dispersion length (LD),
defined as:

LNL =
1

γP0
, LD =

T 2
0

|β2| , (2.33)

where P0 is the peak power of the initial signal and T 2
0 is the full width at 1/e of the

maximum. LD and LNL denote the distance where the linear effects and nonlinear
effects respectively start becoming important.
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Figure 2.7: Schematic illustration of the SSF method principle.

2.6 Introduction to superstructured fibre Bragg gratings

Recent advances in the area of ultra-fast optics demand new techniques for the pre-
cise control and manipulation of the shape of optical pulses. In order to ”synthesize”
a particular optical pulse form, one needs to be able to reliably define the amplitude
and phase profile of the optical field. The general approach is to generate pulses with a
well-defined pulse form and then to pass the pulses through some pulse-shaping element
with an appropriately designed transfer function to rephase and reshape the incident
spectrum so as to obtain the desired output optical field.
The considerable progress in the fabrication techniques of fibre Bragg gratings allows
the possibility of using such structures for novel pulse shaping applications. Indeed, the
fine control of grating characteristics has allowed the fabrication of very complicated
designs, the so-called SuperStructured fibre Bragg gratings. The term SSFBG generally
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refers to a fibre Bragg grating whose refractive index profile is not uniform in amplitude
and/or phase along its length [17]. In other words, it can be defined as a standard fibre
grating, i.e. a grating with a rapidly varying refractive index modulation of uniform
amplitude and pitch, onto which a slowly varying refractive index modulation has been
applied along its length. It can be readily proven that the impulse response of a weakly
reflecting SSFBG (reflectivity less than ∼20 %) follows the same form as the slowly
varying, superstructure refractive index profile, see for example [49] as a reference.
SSFBGs are a powerful and flexible technology, having all the benefits of a fully fiberised
system, such as compactness, ready integration into a fibre system and minimal coupling
losses.
In general FBGs are commonly used in telecommunication systems for familiar appli-
cations such as add-drop filtering of dense WDM channels and dispersion compensa-
tion [50, 51], just to name but a few. More recently, with the development of SSFBGs,
several applications that make use of this technique have successfully been explored,
ranging from encoding/decoding within coherent Optical Code Division Multiplexing
Access (OCDMA) systems [18], to pulse repetition rate multiplication [19].
In this project, I concern myself with two demanding shaping applications and their use
in processing of optical signals. The first one relates to the reshaping of short pulses of
a few ps duration into rectangular pulses [17, 52] - such shaping is difficult to perform
by other means. These pulse forms can be very useful for applications that require a
rectangular window for nonlinear optical switching such as jitter tolerant optical demul-
tiplexing of short data pulses [52] or retiming techniques, as will be discussed in this
thesis.
The second application relates to shaping into parabolic pulses. This is the first time
that a linear technique is employed to generate this pulse form. Furthermore, the sig-
nificance of these pulses for pulse retiming and for the generation of broad and smooth
optical spectra is demonstrated later on in the corresponding Chapter.

2.6.1 Design of SSFBGs

The SSFBG technique has often been developed using weakly written FBGs, i.e. FBGs
in which the relative changes of the refractive index are small enough to allow the incident
light to penetrate the full grating length without significant attenuation. In this weak
grating limit, it is possible, in the first approximation, to design a SSFBG to synthesize
a pulse of a given desired shape on reflection using Fourier analysis, provided that the
characteristics of the pulses incident upon the grating are known. Indeed, in this limit,
the two following observations hold; the wave vector response F (κ) can be shown to be
given simply by the Fourier transform of the spatial refractive index modulation profile,
A(x), used to write the grating [53]:

F (κ) =
1
2π

∫ +∞

−∞
A(x)eiκxdx, (2.34)
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Figure 2.8: Simulation graphs of the electric field representation of the input 2.5-ps
sech pulses (left graphs) and the output 20 ps square pulses (right graphs) in the time
and frequency domain, respectively.

where κ is the wave vector that is proportional to the optical frequency, ω.
The second observation is that the impulse response of the fibre grating, h(t), is given
by the inverse Fourier transform of its frequency response H(ω):

h(t) =
∫ +∞

−∞
H(ω)e−iωtdω, (2.35)

From the equations above, it follows that h(t) of a weak grating, has the same temporal
profile as its A(x). For example, in the instance that the grating has an amplitude
modulation only (grating phase is uniform), its impulse response follows precisely its
spatial amplitude modulation profile. Obviously, an appropriate conversion between the
temporal and the spatial domain would be required (t = 2nx

c , where n is the refractive
index of the fibre core and c is the speed of light).
Fig. 2.8 depicts the basic principle of SSFBG based pulse synthesis. The SSFBG acts

as a linear filter: the reflected signal, Y (ω), is the product of the incident signal, X(ω)
and H(ω) in the frequency domain:

Y (ω) = X(ω)H(ω) (2.36)

or, in the temporal domain, the temporal shape, obtained after reflection via the SSFBG,
is given by the convolution between the input pulse, x(t) and the impulse response of
the grating i.e.:

y(t) = x(t) ∗ h(t), (2.37)

where x(t) and y(t) are the corresponding inverse Fourier transforms of X(ω) and Y (ω),
respectively. In the particular case depicted in Fig. 2.8, a temporal shape of a 20 ps
rectangular pulse was targeted (see Chapters 4 and 5 for the application of such a tem-
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poral shape), starting from a ∼2.5 ps sech pulse. Therefore, the initial pulse needs to be
filtered via the SSFBG such that the representation of the electric field of the reflected
signal in the frequency domain is a sinc-function (Fourier transform of a rectangular
shape) consisting of lobes of alternative phase, separated by ∼50 GHz from each other.
The requirement for full penetration of the signal to the FBG structure limits the
strength of the grating itself, resulting in significant loss on reflection. An additional
energy loss is incurred as a result of the spectral filtering of the input spectrum which
can be appreciable if the incident pulses are much shorter than the grating’s impulse
response. For example, the 20 ps rectangular grating (reflectivity <10%), used in the
experiments reported in Chapters 4 and 5, has a overall measured loss of 25 dB, while
the parabolic grating (reflectivity <20%), for which applications will be discussed in
Chapter 6 and 7, has a measured loss of 12 dB. In general, this is not a big issue in
terms of signal-to-noise ratio degradation. For example BER measurements at 10 Gb/s
were performed employing rectangular pulses and show that error free operation could
be achieved with only a slight power penalty of less than 0.5 dB relative to the back-to-
back measurements at 10−11 [17].
However, recent research has shown that the grating strength limits can be overcome by
using advanced design algorithms known as inverse scattering techniques to design the
superstructure function [54] rather than the simple Fourier analysis used in this thesis.

2.6.2 Fabrication of SSFBGs

The implementation of complicated grating structures requires precise control over the
imposed amplitude and phase of the modulated refractive index of the grating. The
fabrication of the FBG’s reported in this thesis was made possible by the continuous
grating writing technique, which adopts plane by plane grating writing technique.
Fig. 2.9 shows the continuous grating writing apparatus. This technique is properly

described in [55]. The main advantage of this technique is that the photosensitive fibre
is mounted on a computer-controlled translation stage, which is used to move the fibre
relative to the fixed phase mask. Indeed, by placing the fibre in the interference pattern
which consists of regions of high and low UV intensity generated by the phase mask, a
grating will be formed with a period given by the periodicity of the interference pattern.
The fibre-waveguide is then translated continuously at a constant velocity along the axis
perpendicular to the interference fringes, with a sub-nanometre precision provided by
an interferometer. The UV exposure on the fibre occurs always under the same part of
the phase mask, while any amplitude or phase modulation are imposed by reducing the
incident UV flux or dephasing the fibre relative to the phase mask. Thus, any errors
introduced during the writing process, or imperfections in the phase mask, are averaged
out since the fibre is exposed to different parts of the phase mask many times during
the writing process.
All the gratings used in this thesis were written by Dr. Morten Ibsen at the Optoelec-
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Figure 2.9: Continuous writing technique set-up.

tronics Research Centre.
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2.7 Conclusion

This Chapter gives a theoretical overview of the main topics that need to be known to
allow a detailed understanding of the thesis.
An introduction of the basic principle of optical regeneration in optical communication
systems is given, and the origin of the main distortion impairments are explained.
Applications of nonlinear phenomena, such as SPM and XPM, are described for non-
linear optical processing, namely the Mamyshev-type 2R-regenerator and NOLM. Fur-
thermore, for an understanding of the linear and nonlinear phenomena in optical fibres,
it is necessary to consider the basic equation that governs the propagation of optical
pulses in fibres, the NLS equation is introduced and the SSF method is described, as a
numerical method widely used to solve the NLS equation.
An equally important topic in this thesis is the linear shaping of arbitrary signal pulses
into different kinds of shapes, such as rectangular and parabolic pulses, via SSFBGs,
which are demonstrated to be suitable for versatile operation in optical processing. The
capability of implementing structures, the realization of which requires precise control
over their amplitude and phase properties, has been briefly discussed and demonstrated.



Chapter 3

Assessment of the quality of short

pulses shaped using SSFBGs

3.1 Introduction

The main emphasis in this work is given on the improvement in performance of
optical processing systems provided by the inclusion of precise pulse shapers. Linear
pulse reshaping is performed using SSFBG, as discussed in the previous Chapter. A
detailed knowledge of the precise shape of these pulses is absolutely critical for the
implementation of the system applications and for a complete understanding of the
results obtained, as will be discussed in the following Chapters. These pulse shaping
applications require the generation of precise and complicated pulse structures and so
direct diagnostic tools with picosecond to femtosecond time resolution are needed for
accurately assessing the exact pulse shapes.
In general, direct detection techniques using fast photodetectors are inadequate for such
applications. The bandwidths required are far higher than those available with current
state-of-the-art technology, distorting the measurement of the temporal intensity profile
of the high speed optical communication pulses. An important additional limitation is
that photodetectors respond to the intensity of the pulse, so their output contains no
information about the phase of the incident radiation.

Most ultrashort optical measurements are performed with optical correlation methods
and of these, the second order intensity autocorrelation is the most often used. This
technique essentially measures the autocorrelation intensity of the signal and is achieved
by interfering two replicas of the signal with an accurately defined relative time delay
between the two. This method provides a reasonable estimate of the pulse width down
to a few femtoseconds, but gives very little information on the detailed pulse shape. A
given autocorrelation profile can be realized by more than one intensity profile, so that
it does not uniquely identify the pulse profile. Furthermore, the autocorrelation trace

27
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does not provide any information on the phase or chirp of the pulse. For this reason,
autocorrelation measurements are usually accompanied by measurements of the optical
spectrum, and the combination of the two can be used to gain a better appreciation of
the shape and the amount of chirp on the pulses.

The optical sampling oscilloscope technique is a good candidate to measure directly the
intensity profile in the temporal domain [56]. The signal to assess is combined with a
very short sampling pulse at a different repetition rate (much lower than that of the
signal) in a nonlinear medium. In the following Section, a FWM effect between the
signal and the sampling pulse will be discussed as an example of nonlinear interaction.
The FWM components generated represent a sample from the signal, and their energy
is proportional to the power of the signal at that position of temporal overlap with the
probe. Using a low bandwidth photodetector, the temporal profile of the signal intensity
can be displayed on an electrical sampling oscilloscope. This technique has long been
considered as an effective means for reliably viewing the direct temporal shape of fast
waveforms [57] and has now been demonstrated to have sufficient resolution to satisfy a
variety of applications including the measurement of eye-diagrams within ultra-high bit
rate communication systems [58]. However, the resolution of this technique is limited,
among other factors, by the duration of the sampling pulse. For the assessment of the
pulse quality of the SSFBG shaped pulses, discussed in this thesis, such a technique is
quite well suited because of their relatively long duration (∼10-20 ps), even if it does
not give any information about the phase of the signal.

Another interesting technique, called frequency-resolved optical gating, has been widely
used to determine the full electric field [59–61]. It can measure the pulse shape and of-
fers the additional advantage of providing information on how the optical phase and the
frequency chirp varies across the pulse. The signal is gated, through a nonlinear interac-
tion, by another optical pulse, which is usually a replica of it with a relative time delay.
This produces a cross- or auto-correlation signal which instead of being measured in time
directly, is then dispersed and recorded by a spectrometer. From this two-dimensional
time-frequency spectrogram of the pulse, the time-dependent intensity and phase pro-
files can be reconstructed using iterative Fourier-transform algorithm techniques [62].
Further details about this technique are discussed in Section 3.3.

In bulk configurations, though, the sensitivity of the FROG device is limited by dif-
fraction, which imposes a trade-off between the beam cross section and the interaction
length. Guided-wave configurations can overcome this constraint and improve the effi-
ciency by as much as two orders of magnitude [63]. In this direction, the implementation
of the FROG technique in a Quasi Phase Matched (QPM) LiNbO3 waveguide was first
demonstrated in [63]. In that demonstration, the spectrally resolved cross correlation of
two unknown pulses was measured using Sum-Frequency Generation (SFG) in a QPM
LiNbO3 device. Obviously, as the interaction length is increased, the acceptance band-
width of the nonlinear interaction decreases, hence limiting the temporal resolution.
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Therefore, a trade-off between sensitivity and temporal resolution needs to be estab-
lished. A novel configuration based on cascaded second-order nonlinear interactions is
demonstrated in [64, 65]. More details regarding the experimental implementation will
be discussed in Section 3.4.

Finally, an extremely sensitive characterization technique has been demonstrated re-
cently in a linear device [66]. Indeed, Dorrer and Kang demonstrated the linear char-
acterization of optical pulses using a fast intensity modulator as a gate, instead of using
a nonlinear optical interaction. A spectrogram of the pulse is constructed by means of
measuring the spectrum of the gated pulse as a function of the delay between the pulse
and the gate. From this time-frequency representation, it is possible to extract complete
information about the pulse and the gate. More details can be found in Section 3.5.

In this chapter, a brief overview of all these kinds of techniques to characterize optical
pulses, all of which used in further Chapters, is presented together with some results
of novel pulse characterizations. Furthermore, a comparison of the results of some of
those techniques is given for the 20 ps rectangular shaped pulse case, showing a good
agreement between them.

3.2 Real time measurements using an Optical Sampling

Oscilloscope

Optical sampling oscilloscopes are very well suited to the assessment of pulse quality
in SSFBG pulse shaping applications. In this section, I demonstrate direct and high-
resolution measurements of the response of the pulse shaping SSFBGs in real time, using
this technique.
So far, the most advanced sampling techniques, with a temporal resolution that is pri-
marily limited by the width of the sampling pulses, are based on the nonlinear interaction
of the optical signal and the sampling pulses. The sampling pulses are generally gener-
ated using a separate source and typically the nonlinear interaction is SFG in crystals [67]
or FWM in semiconductor optical amplifiers [68] or in optical fibre [57, 58]. The optical
sampling measurement described herein is based on FWM when the two signals overlap
in a highly nonlinear fibre, caused by the third-order nonlinear susceptibility [29]. FWM
occurs when two phase-matched optical signals having different optical frequencies are
injected into the fibre.
Fig. 3.1 depicts a schematic illustration of how the sampling signal at frequency fS can
slowly ”scan” through the signal at frequency fm and how the optical sampling technique
works. The relationship between the two frequencies can be defined as follows:

fS = fm + ∆f. (3.1)
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Figure 3.1: Sketch of the operation principle of an optical sampling oscilloscope.

If there is an integer relationship between fm and fS , then the same part of the signal
would be sampled each time. If the sampling pulse is slightly unsynchronized with
the signal and ∆f ¿ fm, the sampling pulse can ”walk” slowly through the signal.
This means that the FWM component appears as a comb of sampling pulses which are
amplitude modulated by the signal being measured, but at a much reduced time scale
(see right plot in Fig. 3.1). Indeed, the optical power of the generated FWM signal is
proportional to the power of the signal at the position of the temporal overlap with the
sampling pulses. The signal can then be detected by a slow photodiode and displayed
on an electrical sampling oscilloscope triggered at the frequency ∆f .
The sampling frequency is typically [58]:

fS =
fm + ∆f

M
(3.2)

where M is an integer with a value around 100 and ∆f/M is usually of the order of
hundreds of kHz. In the particular case presented herein, ∆f is 30 MHz and M is 1.
Even if this is a quite high value compared to typical implementations, it is still very
slow compared to the photodetector used. Furthermore, using such a value of ∆f , a
conventional electrical filter with a -3 dB bandwidth of ∼2.95 GHz could be employed to
separate the sampling and signal frequencies after the mixer, see the set-up in Fig. 3.2.

I developed the optical sampling system shown in Fig. 3.2. Two Erbium Fibre Ring
Lasers (EFRLs) operating at ∼10 GHz were used as the signal and the sampling sources.
The operating wavelengths for the signal EFRL and the sampling EFRL were 1557.6 nm
and 1551.0 nm respectively. The signal source was a regeneratively and harmonically
mode-locked EFRL, which incorporated an optical PLL to lock the repetition frequency
to an exact multiple of the resonant frequency of the cavity. The Radio Frequency (RF)
signal produced at the output of the PLL was also used as a reference to produce the
drive signal for the sampling EFRL. The sampling EFRL was capable of operating at
any given drive frequency by actively adjusting the exact length of its cavity, via another
optical PLL. The repetition rate of the sampling EFRL was set at a frequency, which
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Figure 3.2: Experimental Set-up. PC: polarization controller. PD: photo-detector.

Dispersion @1550nm Dispersion Slope Length Loss Effective Nonlinearity
(ps nm−1km−1) (ps nm−2km−1) (km) (dB km−1) (W−1km−1)

0 0.03 0.22 0.53 20

Table 3.1: Fibres’ parameters

was 30 MHz offset (∆f) from the frequency of the signal EFRL, as discussed above.
The signal pulses were 2.5 ps wide and, after being shaped through the SSFBG, were

combined with the sampling pulses through a 3 dB coupler. The sampling was achieved
by generating FWM due to the fibre’s third-order nonlinear susceptibility when the
sampling and the signal pulses overlap. The parameters of the HNLF used are reported
in Tab. 3.1. Care was taken to ensure that the peak powers of both the sampling and
signal waveforms remained sufficiently low to ensure that no distortion of the two signals
took place within the HNLF due to SPM [29]. An example of the spectrum obtained after
the nonlinear interaction of the signal with the sampling pulses in the HNLF is given
in Fig. 3.3. The generated Four-Wave Mixing product was filtered using 0.5 nm filters
and used to sample the data because the strength of the FWM product is proportional
to the signal strength. The sampled data was detected using a 2.95 GHz detector. The
detected output was monitored on a sampling oscilloscope, triggered at 30 MHz from
the RF frequency synthesizer, resulting in a sampling step, dt, of 0.3 ps:

dt ' ∆f

f2
m

(3.3)

Note that an even lower bandwidth detector than the one used here would be sufficient
to detect the sampled data. As explained above, the output of the FWM component
consists of narrow spikes that are amplitude modulated by the data signal but at a
much reduced time scale. This signal is subsequently detected with a slow receiver
which detects only the envelope of the sampled signal. In this example, the fundamental
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Figure 3.3: Optical spectrum after the HNLF; the signal in this instance is the 20ps
square pulses.

fm rate of the sampling is altered by ∆f so that the reduced time scale (tred), compared
to the real one (t) becomes:

tred = t ∗ fm

∆f
(3.4)

For the example in our case, where fm = 10 GHz and ∆f = 30 MHz, a 1 ps pulse time
scale translates into a 0.3 ns sampled signal time scale.
The temporal resolution of the current system was limited by the ∼2 ps pulse width of
the sampling EFRL source. Generally, the resolution of this technique will also depend
on the fibre dispersion which causes a walk-off between data and sampling pulses and
on the timing jitter of the sampling source. In this experiment, the walk-off time of
two pulses at the wavelengths of the two EFRLs co-propagating through the HNLF was
∼15 fs, much less than the resolution of the system defined by the pulsewidth, while the
sampling source timing jitter was ∼200 fs.

3ps/div3ps/div

Figure 3.4: A trace of the signal EFRL pulses obtained using the optical sampling
oscilloscope.
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Fig. 3.4 shows a scope trace obtained by direct sampling of the signal pulses, and reveals
that traces with very good noise characteristics can be obtained. The temporal resolu-
tion of the system was estimated to be ∼ 2.2 ps by comparing the observed pulsewidth
of ∼3 ps, see Fig. 3.4, with the estimated pulsewidth of ∼2 ps obtained from an autocor-
relation trace (τres =

√
32 − 22 =

√
5 ps). The optical sampling oscilloscope technique

also confirms the levels of timing jitter present in the EFRLs, which has been used in all
the experiments described in this thesis. The timing jitter of the trace shown in Fig. 3.4
was measured on the digital communications analyzer (DCA) using the histogram tech-
nique (to be described in more detail in Sec. 4.4). This measurement gave a root mean
square (rms) standard deviation (much higher than the rms of the DCA itself), which
corresponds to a real value of ∼ 300 fs, according to Eq. 3.4. Assuming that the timing
jitter of the two sources has similar and uncorrelated characteristics, an rms timing jitter
of 300√

2
fs ' 200 fs was estimated. This number is in agreement with independently

conducted measurements.
The pulses of the signal EFRL were then shaped into 20 ps square pulses, using the
SSFBG described in [17], before being combined with the sampling pulses. The mea-
sured optical spectrum of 20 ps square pulses (a), together with the corresponding
autocorrelation trace (b), are plotted in Fig. 3.5. The SSFBG spectral response was
such that the reflected signal exhibited well-defined sinc-like features in the frequency
domain, see Fig. 3.5 a, and hence had a square shape in the time domain (triangular
shape according to the autocorrelation trace). This is clearly demonstrated in Fig. 3.6,
where it is seen that the short soliton pulses are shaped into 20 ps square pulses at a
repetition rate of 10 GHz. The pulses have a good flat top section and sharp trailing
and leading edges. These pulses were subsequently used to implement the retiming and
reshaping techniques at a repetition rate of 10 Gbit/s, and this work is described in
Chapters 4 and 5.
Shorter square windows will be required for applications at higher repetition rates. Sim-
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Figure 3.5: Optical spectrum of the 20 ps square pulses at a central wavelength
of 1556.8 nm and a repetition rate of 10 GHz(a) and corresponding autocorrelation
profile(b).
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15ps/div15ps/div

Figure 3.6: Optical sampling oscilloscope trace of the 20 ps square pulses.

ilar designs, which incorporate broader spectral features, have already been employed to
demonstrate the generation of 10 ps square pulses [52]. An optical sampling oscilloscope
trace of these pulses is shown in Fig. 3.7. It should also be noted that this SSFBG was
designed to operate with 1.7 ps input soliton pulses, slightly narrower than the pulses
provided by the EFRL. The pulses thus have slightly more rounded features at the edges
than for the ideal case that the grating was designed for. Nevertheless, clean, flat-topped
10 ps pulses at 10 GHz were resolved.

Although not relevant to the work reported herein, provision of the optical sampling os-
cilloscope enabled the examination of another pulse shaping SSFBG that was previously
developed within my group, i.e. a pulse multiplication SSFBG. In this case the indi-
vidual characteristics of the pulses are maintained and the repetition rate of the stream
itself is altered by sampling appropriate spectral features in the pulse spectrum [19]. The

3ps/div3ps/div

Figure 3.7: Optical sampling oscilloscope trace of the 10 ps square pulses.
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Figure 3.8: Optical spectra of (a) the 10 GHz input pulses and (b) the 40 GHz output
pulses (taken from [19]).

reshaping can be performed by a filter that selectively filters out certain spectral lines of
the periodic signal, thereby changing the pulse periodicity, while the phase coherence of
the remaining spectral lines is retained. Pulse multiplication, for example from 10 GHz
to 40 GHz, relies on aligning the SSFBG channels to the periodic 10 GHz spectral lines
of the source: one in every four spectral lines is reflected, resulting in pulse multipli-
cation by a factor of four in the time domain. The spectrum and the autocorrelation
trace of the shaped pulses are shown in Fig. 3.8 and Fig. 3.9 respectively, where they
are compared to the original pulses (these measurements are taken from [19]). From the
comparison, the filtering action of this FBG is evident: three out of every four spec-
tral lines have been filtered out, down to the ∼ −18 dB level relative to the remaining
40 GHz components.

Figure 3.9: Autocorrelation traces of (a) the 10 GHz input pulses and (b) the 40 GHz
output pulses (taken from [19]).
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30ps/div(a)

(b) 30ps/div

30ps/div

30ps/div30ps/div

30ps/div30ps/div(a)

(b)

Figure 3.10: Optical sampling oscilloscope trace of the original 10 GHz pulses (a) and
the 40 GHz pulses (b).

The corresponding optical sampling oscilloscope trace I took is shown in Fig. 3.10.b, and
should be compared to the original 10 GHz trace, see Fig. 3.10.a. Thanks to the long
period of the sampling process of our system, the individual traces of adjacent pulses
can be resolved correctly, allowing for an assessment of the uniformity of the constituent
pulses. Extremely good uniformity of amplitude is achieved, with an amplitude fluctu-
ation of ∼ 3%. Using the traces of adjacent pulses it was also possible to confirm that
the pulses were pedestal-free with a reasonably good inter-pulse extinction of 15 dB.

3.3 Frequency Resolved Optical Gating

FROG based on the nonlinear interaction in a second harmonic generating crystal be-
tween two replicas of the same pulse under test is nowadays among the most frequently
used characterization techniques used in the area of pulsed laser research.
In principle, the FROG technique consists of two parts: a physical measurement to ac-
quire a spectrogram, and the use of an algorithm to retrieve the intensity and phase of
the measured pulses from the spectrogram. In general, the SH intensity spectrum of a
pulse E(t) after gating with a function G(t) is measured as a function of the delay τ
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Figure 3.11: Sketch of the operation principle of a FROG (adapted from [69]).

between the gate and the pulse under test. The experimental trace is thus represented
by:

S(τ, ω) =|
∫

E(t)G(t− τ)exp(iωt)dt |2 . (3.5)

In the case when the gate is a simple replica of the pulse under test, G(t− τ) becomes
E(t− τ). A retrieval algorithm is then used, which attempts to find a pulse shape that
would have exactly the same spectrogram as that measured.
A schematic showing this principle is depicted in Fig. 3.11.

The two-dimensional FROG trace is a time symmetric function (E(t) and E(-t) functions
have the same spectrogram), leading to an inherent ambiguity in the direction of time.
The FROG apparatus, commercially available in the lab, is a Southern Photonics HR100
Pulse Analyser and is specified to have a temporal resolution of 15 fs. This apparatus
has been used for several characterizations of pulses within this thesis. Unfortunately,
the alignment between the two pulses has to be adjusted very carefully if maximum
efficiency in the crystal needs to be reached, and seems to be wavelength dependent for
the particular apparatus used. This limited us on the characterizations of very short
pulses (broadband spectrum) as we will see for a specific example in Chapter 7.
Fig. 3.12 shows an example of SHG-FROG characterization. In particular, the results

of a ∼2 ps sech pulse generated from an EFRL at the operating wavelength of 1542 nm,
which is used as the initial signal in many experiments reported herein, are shown.
Fig. 3.12.a and Fig. 3.12.b depict the measured and reconstructed spectrograms respec-
tively. The spectrogram itself is a highly intuitive display of the waveform under test as
a function of time and frequency, so it is already possible to derive some imformation
simply by looking at its shape. As expected, the spectrogram is a symmetric function of
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Figure 3.12: SHG-FROG results for 2 ps sech pulses. Measured (a) and Reconstructed
(b) spectrograms, retrieved temporal intensity and chirp (c), and the retrieved spectral
intensity and chirp compared to the independent measured spectrum (d).

the time. Furthermore, because the pulse to be measured is gated with itself, the time
range of the spectrogram is roughly double the full pulse duration. On the other hand,
its symmetry along the frequency axis depends on the real symmetry of the pulses in
this domain. Furthermore, the broader the plot along this axis the more chirped the
pulses, as can be qualitatively estimated from general spectral traces.
For this particular measurement, the retrieved pulse yields a minimum FROG error
(rms error between the experimental and retrieved traces) of ∼0.2%, which implies a
very good extimation of the pulse under test. Fig. 3.12.c displays the corresponding
retrieved pulse intensity and phase in the temporal domain, while Fig. 3.12.d shows the
corresponding measured and retrieved spectral intensities. As can be seen, the temporal
phase has a fairly linear profile across the pulse, implying chirp-free pulses, as expected
directly after the laser source.

3.4 FROG in Periodically Poled Lithium Niobate waveguide

devices

The use of waveguide devices in a FROG configuration has shown to provide efficiency
enhancement over bulk materials [63]. Dr Jerry Prawiharjo and Dr Katia Gallo devel-
oped a novel FROG configuration based on cascaded (χ(2) : χ(2)) SHG and Difference-
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Figure 3.13: Cascaded SHG:DFG FROG experimental set-up in Periodically Poled
Lithium Niobate waveguide device.

Frequency Generation (DFG) interactions in a uniform QPM waveguide. In particular
they analysed, theoretically and numerically, such configurations [64]. I helped in the
experimental realization of the proposed configuration. The experimental results are
reported herein, but no pulses shaped with the SSFBG are analysed with this method
because the QPM PPLN was not available at the time of those measurements.
The experimental set-up is shown in Fig. 3.13. A 2.5 GHz stream of picosecond pulses

from the EFRL, operating at 1541.9 nm, was split into two signals via a 90:10 coupler.
The first path, which contains 10% of the power, was amplified by an EDFA to generate
the pump pulse and filtered by a filter with a 5 nm FWHM bandwidth. A motorised
variable optical delay line was included in this path. The remaining 90% of the pulse
train was used to generate the test pulse. The pulse train was used as the control
of a NOLM configuration, with the signal being a Continuous Wavelength (CW) laser
diode operating at 1560 nm. The resulting signal was then amplified by a variable gain
amplifier. The characteristics of the HNLF inside the loop are described in Tab. 3.1.
Afterward, 90% of the pump pulse power and 10% of the test pulse power were com-
bined, resulting in an average power (energy) of 0.2 mW (80 fJ), respectively, before
being launched into the waveguide. Note that due to the polarization sensitivity of the
nonlinear interactions in the LiNbO3 waveguides, the polarizations of the pump and test
pulses were independently controlled by polarization controllers. The waveguide was fi-
bre coupled at both the input and the output, with a total fibre-to-fibre throughput loss
of ∼ -11.5 dB. This loss was estimated to be due to uncoated end faces (∼ -1.7 dB),
intrinsic propagation loss (∼ -2.6 dB), and fibre-waveguide mode mismatch (∼ -7.2 dB).
These figures could be significantly improved by waveguide optimization and tapering
of the input-output waveguides.
The spectra at the output of the waveguides were measured by an Optical Spectrum

Analyzer (OSA) and are shown in Fig. 3.14, where the distinct spectra of the test, the
pump and the generated output pulses can be seen at the waveguide output at zero time
delay τ=0. The coherent peak in the test pulse spectrum is a residual CW component
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Figure 3.14: Measured Spectra at the output of the waveguide. The test pulse average
power is 0.2 mW. The generated output pulse is shown st zero delay (τ = 0).

from the nonlinear optical loop mirror, which, because of is low power, relative to the
peak pump power of the pulses, provides little contribution towards the nonlinear inter-
actions, and consequently no corresponding CW component is observed in the spectrum
of the retrieved pulses. The power-dependent side lobe structure on the shorter wave-
length side of the pump pulse spectrum is an indication of SHG cascading self-phase
modulation. However, this does not affect the FROG measurement.
Fig. 3.15.a shows the measured spectrogram for the test pulses, while Fig. 3.15.b shows
the retrieved spectrogram. The relative root mean square error between measured and
retrieved spectrograms was 0.9%.

Fig. 3.16.a shows the intensity (black solid trace) and chirp (dashed black trace) of
the test pulses as retrieved from the spectrogram in Fig. 3.15. Fig. 3.16.b plots the
measured (solid line) autocorrelation trace of the test pulses with the numerical (circles)
trace, generated from the retrieved test temporal profile, showing very good agreement
between the two. Similarly, the measured (solid line) and the retrieved (circles) spectra
in Fig. 3.16.b show an excellent agreement (over a 30 dB range). The temporal FWHM
of the retrieved pulse is 2.1 ps, while its spectral FWHM is 0.18 THz (1.5 nm), yielding
a Time Bandwidth Product (TBP) of 0.39.
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Figure 3.15: Measured (a) and Reconstructed (b) spectrograms of retrieved test pulses
with an average power of 0.2 mW.
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Figure 3.16: a) Retrieved temporal intensity and corresponding chirp of the test
pulse. b) Measured and numerical autocorrelation traces from the retrieved test pulse.
c) Measured and numerical spectra of the test pulse. In all cases the retrieved test pulse
has an average power of 0.2 mW.
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3.5 Frequency Resolved Electro-Absorption Gating
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Figure 3.17: Sketch of the operation principle of an EAM-FROG.

In [66], it was demonstrated that it was possible to replace the nonlinear optical inter-
action by implementing the gating with a temporal intensity modulator. This method
is quite interesting because it is extremely sensitive, since it relies on a linear process,
and it can be implemented using devices designed for optical telecommunications.
In the lab, Dr Michaël Roelens and Dr Benn Thomsen developed this technique, incor-
porating an EAM into the system. For this reason, this pulse characterization method is
called EAM-FROG. Fig. 3.17 shows the basic schematic of the set-up, implemented by
them, which is now regularly used in the lab. The input pulse under test is split into two
replicas, one is the probe signal (E(t)) that then passes through the EAM. The other
one, which is the gate signal, is delayed by a motorized variable time delay, G(t − τ),
and used to drive the EAM. The gated signal is then spectrally resolved by an OSA,
the resulting signal can thus be expressed by Eq. 3.5. The choice of directly converting
part of the signal into an electrical signal, which is used to drive the modulator, makes
the system self-referenced and allows shorter electrical pulses to be created than the
sinusoidal signals available from an RF signal generator synchronized to the probe.
Fig. 3.18 shows an example of EAM-FROG characterization. In particular, the same
∼2 ps sech pulse, generated from an EFRL at the operating wavelength of 1542 nm, is
shown. Fig. 3.18.a and Fig. 3.18.b depict the measured and reconstructed spectrograms
respectively. As can be seen, they look very different from the FROG ones. First at all,
they are not a symmetric function of the time and they extend over a broader temporal
range. This is because in this case the gate function is given by the optical transmission
window of the EAM that is ∼10-16 ps long. The rms error in the temporal intensity
arising from the mismatch between the retrieved spectrum and the measured spectrum
for these pulses is 0.27%. The main difference between the two graphs is due to the
setting of the noise floor of the measured trace, which is higher than the corresponding
retrieved one.
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Figure 3.18: Spectrogram of 2 ps sec-hyperbolic generated from an harmonically
mode-locked EFRL using the EAM FROG technique. Measured (a) and Reconstructed
(b) spectrograms, retrieved temporal intensity and chirp (c), and the retrieved spectral
intensity and chirp compared to the independent measured spectrum (d).

Fig. 3.18.c displays the corresponding retrieved pulse intensity and phase in the tempo-
ral domain, while Fig. 3.18.d shows the corresponding measured and retrieved spectral
intensities.

3.6 Comparisons of various pulse measuring techniques

As already underlined, the precise shape of the shaped pulses affects directly the per-
formance of the schemes implemented in this thesis. For example, a non flat top of the
rectangular pulses after the SSFBG will be translated directly into amplitude noise at
the output of the re-timing and reshaping system, in the techniques described in Chap-
ters 4 and 5. It is hence necessary to have an accurate measurement of the pulse shapes.
The next question that arises is how well matched is the picture obtained with the differ-
ent measuring techniques to the actual waveform. For this reason, the optical sampling
oscilloscope trace is compared against the SHG-FROG and EAM-FROG techniques.
The measured (a) and reconstructed (b) SHG-FROG spectrograms of the 20 ps rec-

tangular pulses are shown in Fig. 3.19. The relative error between the measured and
retrieved spectrograms was less than 0.34%, which is a fair value of convergence. The



Chapter 3 Assessment of the quality of short pulses shaped using SSFBGs 44

measured (a) and reconstructed (b) EAM-FROG spectrograms of the 20 ps rectangu-
lar pulses are shown in Fig. 3.20. In this case the relative rms error was ∼0.17%. As
can be noticed, because the EAM-FROG is a linear process compared to the SHG-
FROG (lower power levels required), its corresponding measured spectrogram shows
more spectral sidelobes compared to the one measured with the other technique. Their
corresponding retrieved temporal intensities are plotted in Fig. 3.21 against the optical
sampling trace, evaluated in Section 3.2, while the corresponding spectra are shown in
Fig. 3.22. While the SHG-FROG and the optical sampling traces were taken at the
same time, the EAM-FROG trace was measured at a different time. To ensure that
the pulse forms were similar, the central wavelength of the signal was chosen so that
similar spectral profiles were obtained in all the cases. However, this made it very dif-
ficult to reproduce exactly the same pulse shape. Indeed even a slight detuning of the
pulse compared to the central wavelength of the grating can affect the detailed shape
of the rectangular pulse itself. This might explain the difference of the profiles at the
top of the rectangular pulse. However, excellent agreement between the EAM-retrieved
and the optical sampling trace, at the edges of the pulse, is achieved. Comparing the
reconstructed spectrum of the EAM-FROG (blue trace) with the measured one (black

(a) (b)

Figure 3.19: SHG-FROG results for the 20 ps rectangular pulses. Measured (a) and
Reconstructed (b) spectrograms.

(a) (b)

Figure 3.20: EAM-FROG results for the 20 ps rectangular pulses. Measured (a) and
Reconstructed (b) spectrograms.
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Figure 3.21: Intensity traces for the 20 ps rectangular pulses, measured in the fol-
lowing different ways: optical sampling (blue), SHG-FROG (red )and EAM-FROG
(black).

Figure 3.22: Spectral Intensity traces for the 20 ps rectangular pulses, measured in
the following different ways: optical spectrum analyzer (dotted black), SHG-FROG
(red) and EAM-FROG (blue).

dotted trace), see Fig. 3.22, it can be seen that the EAM-FROG is able to reproduce
nearly all the sidelobes that the grating covers, implying a dynamic range as high as
∼ 40 dB, as discussed above.
On the other hand, in Fig. 3.22 it is also very clear that the reconstructed spectrum
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originated from the SHG-FROG (red trace) cannot resolve more than two sidelobes,
due to the much lower dynamic range (∼ 15 dB). In this way, the information that
can be retrieved from the spectrogram might not be enough to properly reconstruct the
pulse, especially for the finer temporal details. This can explain why the SHG-FROG
reconstructed temporal intensity shows a slightly different profile compared to the other
traces.
However, all things considered, there is a good agreement between the three profiles.
Indeed, all traces show some variation on the amplitude of the top part of the pulses.
The relative ripple depth at the top of the square pulses, defined as the ratio of the
difference between the highest and lowest intensity points of the ripple at the maximum
intensity of the pulse, is less than 14% for all the cases.

3.7 Conclusion

In this Chapter, different techniques to measure ultrafast optical pulses are discussed.
Direct detection techniques using fast photodetectors are inadequate for such applica-
tions and optical autocorrelation methods give very little information when the pulse
under test has a quite complicated shape, such as the ones used in this thesis.
The optical sampling oscilloscope technique has been used to assess different pulse shapes
obtained after reflection by SSFBGs. The temporal resolution of this technique is ∼ 2 ps,
mainly limited by the sampling pulsewidth. The direct measurements obtained with the
optical sampling oscilloscope were compared against a commercial SHG-FROG device
and a EAM-FROG device, implemented in the lab. The rectangular pulse is chosen for
comparison and its characterization shows a good agreement between the three different
techniques. Finally, the SHG-FROG technique in a QPM LiNbO3 device is discussed.



Chapter 4

Retiming technique using

rectangular pulses shaped in an

SSFBG

4.1 Introduction

As pointed out in 2.2, the effects of amplifier noise accumulation, fibre nonlinear-
ities and fibre dispersion can cause energy fluctuations and pulse position fluctuations
on the transmitted optical signals. The degradation due to timing jitter can become
a particular problem within long-haul, high bit-rate transmission systems. Indeed the
interaction of the individual data pulses with amplified spontaneous emission accumu-
lated in the system can lead to arbitrary changes in the group velocity of the propagating
pulses. These group velocity changes translate to random timing jitter of the pulses as
a result of the transmission line dispersion. Such timing jitter can severely compro-
mise the performance of optical switches and demultiplexers, and effectively limit the
transmission distance of the system, especially at high date rates (> 40 Gb/s) [21].
All-optical regeneration techniques, capable of operating at speeds beyond the limits
of electronic processing devices, are therefore of great relevance to future high bit-rate
long-haul communication networks.

The impact of timing jitter in long-haul Non Return to Zero (NRZ) systems is less se-
vere than in case of Return to Zero (RZ) ones. This can be easily explained because of
the wider temporal width and flatter top of the NRZ format compared to the RZ one.
Indeed if we want to perform an optical switch with another ultra-short pulse, a NRZ
pulse will be more insensitive to possible temporal misalignment of the signal. For this
reason, rectangular-like pulse forms can be very useful for applications that involve non-
linear optical switching of short data pulses. The benefit of using this kind of pulse has
been previously demonstrated in a timing-jitter-tolerant demultiplexing scheme operat-

47
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ing at repetition rates of up to 80Gb/s [52, 70]. This scheme used shaped rectangular
pulses as the control signal to a nonlinear demuxing switch based on a nonlinear optical
loop mirror. The corresponding broad switching window (relative to the pulses to be
demultiplexed) relaxed the tolerance on the relative timing between the data and the
clock, although it is to be appreciated that the original jitter itself was not eliminated
and was passed on to the demultiplexed signal. In this Chapter the concept is extended
and the shaping function is applied to the data itself, rather than to the control sig-
nal, before feeding it into the NOLM. This allows the elimination of the timing jitter
introduced in short pulse transmission systems, provided that a clean clock signal is
available. The technique relies upon switching the reshaped rectangular pulses with a
synchronous optical clock signal. The required linear pulse reshaping is performed us-
ing a Superstructured Fibre Bragg Grating, as already discussed in Section 2.6. Note
that this reshaping mechanism is reasonably robust and not particularly sensitive to the
input pulse shape, wavelength misalignment, and grating imperfections (see [17]). Fur-
thermore, this scheme can be used in conjunction with a common reshaping regenerator
with a nonlinear characteristic similar to that of an ideal hard limiter in order to avoid
the transfer of any amplitude noise from the original signal to the regenerated signal.
How this can be implemented in a single NOLM switch will be discussed in Chapter 5.
A similar technique for generating a rectangular switching window at the input of an
optical regenerator was developed in [71] in a 160 Gb/s transmission experiment. In
that scheme the pulse shaper was based on obtaining controllable pulse broadening in a
Hi-Bi fibre due to polarization mode walk-off. However, the polarization sensitivity of
this approach is likely to represent a practical limiting factor for its application within
a real system. Also, the width of the rectangular pulse cannot be arbitrarily chosen if a
flattened-top signal is desired. In [72], a rectangular switching window was obtained in a
NOLM by making use of the walk-off generated between the co-propagating control and
signal pulses in the fibre incorporated in the loop. This scheme however compromises
the efficiency of the switch and makes the operation of the system strongly wavelength
dependent.

This Chapter opens by explaining the basic principle of the pure re-timing technique
used; then it explains how timing jitter was measured and artificially induced in the
system and, finally, it describes the experiment and the results achieved.

4.2 Retiming technique: Basic principle

The basic idea behind the re-timing scheme is shown in Fig. 4.1. The figure shows
schematically what is happening in an all-optical switching stage in the instance that no
re-timing technique (a), or a rectangular-switching-window re-timing technique (b), is
applied to the signal. As can be seen in case (a), large timing jitter of the signal pulses
results in a significant pulse amplitude noise at the output of the switch when the signal
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Figure 4.1: Principle of the Re-timing technique as applied to RZ signals: Switching
without (a), and with (b), use of shaped rectangular pulses.

is switched by a short optical pulse. The re-timing technique, case (b), relies on the
incorporation of an intermediate stage within which each data pulse is reshaped into a
rectangular pulse in the time domain expanding each data pulse prior to being injected
into the switch. The maximum tolerable amount of timing jitter that it is possible to
suppress is defined by the width of the rectangular pulse and cannot be bigger than the
allowed temporal bit misplacement for the system, i.e. the duration allocated to each
data bit. This width can be readily adjusted to fit the specific jitter characteristic of a
given transmission system. It has already been demonstrated that SSFBG technology is
suitable for generating temporal features as short as 3.1 ps [73], a number which by no
means represents the ultimate limit of the technology. The combination of rectangular
pulses, having such a short pulse width, with nonlinear optical switches that exploit the
ultrafast Kerr effect in optical fibres (fs response times) should allow the regeneration
of signals with bit rates as high as 320 Gb/s.
In a subsequent step, this signal is switched by a clean short-pulse clock signal, which
is temporally aligned at the nominal centre of the rectangular data pulses. The clock
signal ensures that the output signal is retimed and that it maintains the original pulse
width. In this way, even if the optical switching window is very short, the flat-topped
signal generated by the SSFBG ensures that the switch is insensitive to any mistiming
of the original signal.

4.3 Timing jitter measurements

It is very important to generate controllable and quantifiable optical timing jitter in
order to be able to characterize the performance of the retiming system. Two different
approaches can be used to characterize the random pulse to pulse timing fluctuation.
The first one measures the integrated noise of the power spectrum of the signal under
investigation around the RF harmonics [74]. Such power spectra are readily obtained
by launching the signal onto a suitably fast photodetector and by measuring the output
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Figure 4.2: Example of RF spectral measurements for 10 GHz and 20 GHz respec-
tively. ResBW=300 Hz, Span=20 kHz, SWP=1.3 s, VidBW=10 kHz.

with an electrical spectrum analyzer.
The output intensity profile of a idealized perfect signal can be expressed as a pulse train
of identical pulses spaced by the bit period. On the other hand, real signals exhibit a
certain amount of random fluctuations that add to the noise-free idealized signal. If the
random variations of the time interval between successive pulses in the train are assumed
to be small compared to the bit period of the idealized train, it can be shown that it
is possible to distinguish between two different noise contributions in the frequency
domain: one related to the amplitude jitter, and the other to the timing jitter [74]. In
particular, this timing jitter term increases with the increasing order of the frequency
components (higher harmonics), while the amplitude noise is constant for all harmonics.
This fact permits the two different types of noise to be distinguished by analyzing the
noise bands that exist at different harmonics.
Unfortunately, in my experiments, the measured electrical power spectrum was restricted
by the bandwidth limitations imposed by either the photodetector or the spectrum
analyzer. At the time of the experiments reported here, the available units were a
spectrum analyzer with a frequency range from 100 Hz to 33 GHz and a photodetector
with a -3 dB bandwidth of less than 7.5 GHz, a value which is even lower than the first
harmonic, 10 GHz, of the assessed signal. Fig. 4.2.a and Fig. 4.2.b show an example of
the measured power spectra around the first and second harmonics, 10 GHz and 20 GHz
respectively. Because of the limited bandwidth of the photodetector, the value of the
20 GHz harmonic is significantly lower compared to the 10 GHz one. Normally, this
measurement would require a comparison of the power spectra around several harmonics
of the signal. Therefore, it has not been possible to take precise noise measurements
using this technique.

The second approach, which is the one used in this thesis, uses a high speed sampling
oscilloscope to directly measure temporal histograms at the FWHM point on the leading
edge of the pulses. Fig. 4.3 shows an example of how the temporal histograms are taken.
As can be seen, the histogram provides the value of several important parameters, such
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Figure 4.3: Example of a histogram trace taken with the oscilloscope.

as the mean, µ, that is the most prevalent value, the standard deviation, σ, that gives
information on how spread the values are, and the peak-to-peak value that gives the
range of the histogram. Additional statistics on the number of hits falling within µ± σ,
µ ± 2σ, and µ ± 3σ give an idea of how close the histogram is to a Gaussian shape.
Obviously the timing jitter of the instrument itself has to be considered when evaluating
the overall timing jitter measurement obtained with this technique. In particular the
timing jitter standard rms deviation in the instrument (σinstrument) can be assumed to
have a normal distribution. Then, the rms deviation of the signal, σsignal, relates to the
rms deviation measured by the oscilloscope, σmeasured, as:

σmeasured =
√

σ2
signal + σ2

instrument (4.1)

in the case that the measuring jitter has also a normal distribution. Here the σinstrument

is equal to ∼ 0.8 ps. However in some of the experiments several different RF signal
generators had to be synchronized so that the rms deviation of the instrument, due to
the non-optimum synchronization of the trigger signal fed into the oscilloscope, would
increase σinstrument up to ∼ 1 ps, as for the example shown in Fig. 4.3.

4.4 Artificial introduction of Timing jitter

As I already pointed out, this is a proof-of-principle experiment and the performance
of the retimer was not assessed in a transmission experiment. As a lab demonstration,
timing jitter had to be artificially introduced into the system. To do that a linearly
chirped FBG was used with a bandwidth which was broad enough to encompass the
full spectrum of the pulses. Its reflectivity and group delay are shown in Fig. 4.4.
The FBG was mounted on a stretching rig, which allowed the tension applied to the
grating to be periodically modulated, and thus to modulate the physical position from
which the pulses were reflected from within the grating. Indeed, as soon as tension is
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applied to the grating, its reflectivity and group delay drift slightly in wavelength, see
Fig. 4.5. A pulse at a particular wavelength within the FBG passband is now reflected
at a different point along the grating and therefore the overall distance it travels, or the
time required to go through the FBG will change. A continuous modulation of the FBG
tension will translate into (deterministic) timing jitter at the output of the system. In
this experiment, a sinusoidal modulation at a frequency of 500 Hz was used, which was
determined by the bandwidth of the piezo-electric stretching stage. A photograph of the
stretching rig I built is shown in Fig. 4.6, where a visible Helium Neon source was used
to highlight the position of the fibre on the piezo-electric stage. Because the reflected
pulses acquired a chirp, after reflection from the FBG, an additional chirped fibre grating
or a length of fibre was required to produce unchirped pulses. In this experiment the
chirp introduced by the grating was 10 ps/nm, so a 90 m-long DCF had to be used to
remove the chirp (DDCF ' −107 ps/nm/km).
As can be seen from Fig. 4.4, the spectral response of the chirped grating, used to
introduce jitter in the system, does not have an ideal rectangular shape with a linear
phase. When some tension is applied on the FBG, its central wavelength shifts by
up to ∼1.4 nm, see Fig. 4.5. The transmitted signal, with a sech optical spectrum
profile centered at 1556.8 nm and a FWHM of 1.2 nm, sees a different reflectivity and
phase of the FBG according to the tension applied and this might cause some distortion.
Obviously, in a real system, timing jitter is expected to result from the propagation of the
signal along the amplified and dispersive system, so no spectral distortion is expected.
To calculate the total timing jitter of the pulse, the fluctuations of the timing jitter,
introduced by the pulse source itself, have to be added to the artificial timing jitter
induced. In particular the total timing jitter is the convolution of the induced timing
jitter and the timing jitter of the source itself. Fig. 4.7 shows a simulation of total jitter
distribution for a pulse source with an inherent rms jitter of 0.2 ps, which is the timing
jitter of the mode-locked laser used in the experiment, as estimated in Sec. 3.2. For an
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Figure 4.4: Reflectivity and group delay profiles of the linearly chirped fibre Bragg
grating used to introduce timing jitter in the system.
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Figure 4.5: Comparison of Reflectivity and group delay profiles of the linearly chirped
fibre Bragg grating with (darker solid lines) and without tension applied (lighter solid
lines).

FBG

Piezo-
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RF 
sinusoidal 
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signal in

Figure 4.6: Photo of the grating mounting to generate timing jitter. (For illustrative
purposes, a red-light source has been used to illuminate the fibre.)

induced timing jitter equal to ∼8.8 ps, the peak-to-peak timing jitter is ∼10 ps (rms
is ∼3.1 ps), as shown in Fig. 4.7. Note that the induced timing jitter (8.8 ps in this
case) is a figure directly deduced by the peak-to-peak value of the sinusoidal modulation
applied to the FBG stretcher. As can be seen, the probability of finding the pulse at
a particular delay from the ideal case of no added jitter is double peaked, as expected



Chapter 4 Retiming technique using rectangular pulses shaped in an SSFBG 54

-6 -4 -2 0 2 4 6
0.00

0.01

0.02

0.03

0.04

0.05

��
��
��
���
��
	

���
��


����� ������ ����

����� �� �!" #���$%

&!'()$' �� �!" #���$%
*$�+,��,-$�+ �� �!" #���$%

% .
�� �!"
#���$%

Figure 4.7: Simulated jitter distribution of a pulse for an induced timing jitter of
∼8.8 ps with an inherent rms jitter of 0.2 ps.

from the sinusoidal modulation of the laser clock frequency. Fig. 4.8 clarifies this last
point, where the linear (red trace) and sinusoidal (blue trace) frequency modulations are
compared. When linear modulation is considered, there is a one to one relation between
the modulation of the laser clock frequency and the induced timing jitter. However,
when sinusoidal modulation is used, for small values of frequency modulation the one
to one mapping still holds, while for larger values, corresponding to the peak of the sine
profile, a fixed range of frequency modulation corresponds to a much smaller range of
induced timing jitter, increasing the probability of those specific values of timing jitter.

PDF

…
…

Figure 4.8: Sketch of how different frequency modulation profiles can change the
induced timing jitter profiles. Inset: Sketch of the timing jitter probability distribution
function (PDF).



Chapter 4 Retiming technique using rectangular pulses shaped in an SSFBG 55

4.5 Experimental Set-up
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Figure 4.9: Experimental Set-up. MOD: modulator.

The set-up used to implement the optical retiming system, is shown in Fig. 4.9. As men-
tioned before, the re-timing technique relies on broadening each data pulse in the time
domain, by reshaping it into a rectangular pulse whose duration defines the maximum
tolerable amount of timing jitter that can be compensated. In a following step, the data
are switched by a short-pulse clock signal within a NOLM.
Pulses from a 2.5 ps 10 GHz actively mode locked erbium fibre ring laser, operating at
1556.8 nm, were first split using a coupler into two separate channels. The first one was
modulated by a 231 − 1 pseudorandom bit sequence (PRBS), using a lithium niobate
modulator, and then coupled onto the linearly chirped FBG, by means of an optical
circulator, in order to introduce timing jitter. This FBG was mounted on a piezoelec-
tric stage driven by a RF signal generator at a frequency modulation of 500 Hz. An
example of the spectrum (a) and the autocorrelation (b) traces of the signal is shown
in Fig. 4.10 when no timing jitter was induced. The signal was then coupled onto the
reshaping SSFBG by means of a second optical circulator in order to shape the pulse.
The SSFBG, which produces rectangular pulses with a full width of ∼20 ps from 2.5 ps
sech pulses, was described in Section 2.6. In Chapter 3 spectral traces of the signal after
reflecting off the grating are given together with attempts to characterize its temporal
shape (see Fig. 3.21 and Fig. 3.22). The shaped data pulses were then used as the input
signal for a NOLM at an average power of ∼16 dBm. The nonlinear element in the
NOLM was a HNLF, whose parameters are reported in Tab. 3.1.
The other component of the stream split-off from the laser was first amplified and then
fed to the control port of another NOLM, employed as a wavelength converter (WC).
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Figure 4.10: Optical spectrum of the sec-hyperbolic after being coupled onto a linearly
chirped grating (a) and corresponding autocorrelation profile (b). The autocorrelation
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Figure 4.11: Optical spectrum of signal after the WC-NOLM (a) and the correspond-
ing autocorrelation trace (b): the autocorrelation trace has a FWHM of 2.8 ps.

The WC-NOLM incorporated a 1 km long Dispersion Shifted Fibre (DSF) with a zero-
dispersion wavelength at 1552 nm. The nonlinear switch allowed us to modulate the
output of a CW DFB laser operating at 1544 nm using the 1556.8 nm control pulses.
By appropriately setting the polarization of light within the WC-NOLM, and filtering
out the 1556.8 nm control pulses at the loop output, a 10 GHz train of high-quality 2 ps
pulses at 1544 nm was generated. The spectrum and autocorrelation traces are shown
in Fig. 4.11. Finally the pulses, at an average power of ∼15 dBm, were used to feed the
control port of the second NOLM as shown in Fig. 4.9. Fig. 4.12 shows the spectrum
of the signal at the very end of the system when the control pulse was switched off,
case (a), and on, case (b), respectively. As can be seen, the shape of the spectrum from
a sinc-function (rectangular shape in time domain) becomes Gaussian-like, as well as
more powerful, when the signal is properly switched by the control pulses. Fig. 4.12.c
shows the corresponding autocorrelation profile, when the signal is then filtered out by
a broad-band filter.
Importantly for this demonstration, the control train and the signal train of this NOLM

were synchronized at two different wavelengths. In this way the data were switched back
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Figure 4.12: Optical spectrum of signal after the second NOLM when the control
pulse was respectively off (a) and on (b). c) Corresponding autocorrelation trace: the
autocorrelation trace has a FWHM of 3.6 ps.

to their original pulsewidth by a short pulse clock signal and retimed. The clock signal
has to be temporally aligned at the nominal centre of the rectangular data. This was
achieved by using a tunable free-space delay line at the control signal.
In the next section I present some results in order to examine and evaluate the perfor-
mance of the switch, with and without the pulse shape grating.

4.6 Results and discussion

In order to evaluate the performance of the system eye-diagrams, timing jitter and
amplitude noise distribution as well as BER measurements were carried out.
Fig. 4.13 shows some eye-diagrams at various positions and settings of the system: the
top-row shows the initial data at the input of the system, the middle-row shows the
output of the switch when no reshaping has been applied to the pulses and finally the
bottom-row shows the output of the system when the re-timing technique has been
applied. In order to give a complete evaluation, these cases for three different settings
of the system are examined, i.e. for three different values of the induced timing jitter.
Starting from the left hand side the eye-diagrams show the case where no timing jitter is
induced, then the case where ∼5.1 ps timing jitter was induced (corresponding to a rms
and peak-to-peak values of the jitter distribution of 2.8 ps and 12 ps respectively) and
finally one of the most extreme cases of timing jitter, where ∼11.9 ps timing jitter was
introduced in the system (corresponding to a rms and peak-to-peak values of the jitter
distribution of 4.5 ps and 17 ps respectively). This last case was considered in order to
provide a significant test of the re-timing system.

The eye diagrams of Fig. 4.13.a and Fig. 4.13.c, in the case when no timing jitter
was applied to the data pulses, demonstrate that the re-timing system does not in itself
introduce significant additional noise to the signal. Next, the quality of the output signal
for the case when timing jitter was deliberately applied to the incident data pulses is
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Figure 4.13: Eye diagram at various positions and settings of the system. Top-row
(a, d, g): at the input of the system. Middle-row (b, e, h): at the output of the switch
when no reshaping has been applied to the pulses. Bottom-row(c, f, i): at the output of
the system when the re-timing technique has been applied. Horizontal Scale: 20 ps/div.
Scope bandwidth: 20 GHz.

examined. In these cases, as can be seen in Fig. 4.13.e and Fig. 4.13.h, the large timing
jitter of the signal pulses results in a significant pulse amplitude noise and a complete
closure of the eye for both cases. However when pulse reshaping is applied, Fig. 4.13.f
and Fig. 4.13.i, the timing jitter is eliminated and open eye diagrams are again obtained.
An open eye is obtained also for the most extreme case of timing jitter, albeit with a
slight increase in amplitude noise. This increase of amplitude noise was linked to the
non-uniformity of the rectangular pulse-shape and to the spectral distortion of the signal
during the introduction of timing jitter. Note that the non-uniformity (non flat-top) is
related to the specific SSFBG we used to create a rectangular pulse and, in the real
system, the timing jitter is already present in the pulses, so no spectral distortion due
to the timing jitter generator would be introduced. Fig. 4.14 explains how the non
flat-topped signal introduces amplitude noise at the output of the switch: because of
the timing jitter, the arrival time is different for different pulses, so the switching will
be at different positions along the rectangular shape. In this way, the amplitude of the
switched signal will be described by the same rectangular-top fluctuation of ε ∼ 0.14.
Fig. 4.15.a and Fig. 4.15.b present timing jitter distributions for the same three different

cases of timing jitter induced both before and after the re-timing system respectively,
measured as described in Sec. 4.3. As can be seen the jitter distributions for the pulses at
the input of the system are double peaked, as expected from the sinusoidal modulation
of the tension applied on the chirped grating, see Fig. 4.7 and Fig. 4.8. Fig. 4.15.b shows
that the timing jitter of the retimed pulses in both cases approaches that of the original
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Figure 4.14: Sketch of how the non-uniformity of the square pulses can introduce
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seed laser.
Fig. 4.15.c shows the standard deviation of the timing jitter both before and after the

re-timing system as a function of the induced timing jitter. The rms jitter values of the
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after (b) the retiming system. (c) Q-factor versus induced timing jitter characteristic
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pulses before the retiming scheme increase linearly with the induced timing jitter. On
the other hand, these values remain fairly constant for all values of induced timing jitter
after the retiming system. Note that the level of 1 ps of rms timing jitter corresponds
to the noise limit of the DCA used for the measurements.
Histogram data on pulse amplitude noise (as measured at the pulse centre) were also
examined for the same three cases shown in Fig. 4.13. The corresponding distributions
are plotted in Fig. 4.16.a and Fig. 4.16.b. The increase of the amplitude distribution
for the initial pulses is only an artefact of the technique used to measure it. Indeed,
when increasing the timing jitter it becomes very hard to distinguish between timing
and amplitude jitter, see for example Fig. 4.13.g. For the unjittered case the amplitude
noise of the retimed pulses is similar to that of the initial pulses, however for the jittered
cases an increased amplitude noise is observed (the relative rms standard deviation goes
from ∼ 0.04 for the unjittered case to ∼ 0.12 for the most extreme induced timing jitter),
as previously discussed.
These data were used to calculate the Q-factor values of the eye diagrams.
Briefly, the Q-factor is the signal-to-noise-ratio (SNR) at the decision circuit in voltage
or current units, and is typically expressed by the following formula [75]:

Q =
|µ1 − µ0|
σ1 + σ0

(4.2)
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where µ1,0 is the mean value of the marks/spaces rail, and σ1,0 is the corresponding
standard deviation. If the noise distributions of the ”zeros” and ”ones” can be ap-
proximated to Gaussian distributions and are equiprobable, it is possible to relate the
measurement of the Q-factor with the bit-error-rate (BER) of the system that corre-
sponds to the number of errors over the number of bits transmitted during the duration
of the measurement, as follows:

BER =
1
2
erfc[

Q√
2
] ≈ 1√

2π

e
−Q2

2

Q
(4.3)

where erfc is the complementary error function. As already discussed, in all the exper-
iments proposed in this thesis, the noise was introduced artificially and was described
by a doubled-peak rather than a normal distribution. For this reason, it is not possible
to relate directly Q-factor and BER values and Eq. 4.3 does not hold. For a complete
characterization of the system Q-factor and BER measurements have to be performed
independently. However, even though Q-factor values are not as meaningful as in the
system with normal distribution, their evolution before and after the re-timing scheme
can give an idea of the performance of the scheme itself.
Fig. 4.16.c shows the corresponding Q-factor values of the eye diagrams as a function
of the induced timing jitter. A degradation of the Q-factor, even before the retiming
system, is noticeable from the curve; this can be attributed to the ”mark” level ap-
pearing thicker at the pulse centre due to the added timing jitter, as already discussed.
The corresponding Q-factor curve for the pulses after the retiming system shows some
degradation in the signal in terms of amplitude noise, even though all the Q-values are
around 6, which would correspond to error-free operation of the system under normal
noise distribution conditions.
Nevertheless, in this system, the idea is to incorporate an amplitude regeneration stage
in order to overcome the increased amplitude noise and reduce the amplitude jitter of
the transmitted signal, as will be discussed in the next Chapter.
Finally BER measurements were made versus the induced timing jitter, in order to assess
the performance with and without switching, as is shown in Fig. 4.17, for three different
positions along the system. These measurements were taken for a constant input power
of -21 dBm at the receiver, which corresponded to a back-to-back BER measurement of
10−10. As can be seen, pulse re-timing and a low BER can be achieved as long as the
timing jitter is less than the duration of the rectangular pulses. As soon as the induced
timing jitter exceeds the duration of the rectangular pulse, the BER characteristic has
the same shape as the one when no reshaping has been applied. The BER curve for the
signal at the input of the system almost overlaps the one for the pulses at the output
of the re-timing system, meaning that no degradation is introduced by the system. It
is noticeable that the BER curve of the signal, at the input port of the system, does
not show appreciable degradation with increasing induced timing jitter. This is clearly
understandable because of the nature of the detector used to take BER measurements.



Chapter 4 Retiming technique using rectangular pulses shaped in an SSFBG 62

0 5 10 15 20 25
-14
-12
-10

-8

-6

-4

-2

������� �����	 
 ����� 
���

���
��
��
�

����� �� �!" #$ � �"%&� '&()� )"*' #$
����� �� �!" #$ � �" '&()� )"*' #$
�� �"�  #'&� %� �"� )+)��,

Figure 4.17: Bit-error rate measurements versus induced timing jitter characteristic
before (open-circles) and after the re-timing system with (full-circles) and without (full-
triangular) pulse shaping.

In the re-timing technique timing jitter was drastically reduced, but some amplitude
noise was introduced. The particular detector used in the bit error rate tester has a
longer detection window than the amount of timing jitter introduced to the pulses, and
thus in itself is more sensitive to amplitude noise than timing jitter noise.
Finally, some comments related to the losses of the grating and the NOLM itself are

required. Regarding the first point, as discussed in Section 2.6, the SSFBG was designed
in the weak limit conditions so that the Fourier design limit was satisfied. In particular,
the overall loss was about 25 dBm, making it necessary to use two standard amplifiers
to keep the SNR constant. However, it has to be appreciated that the grating acted as
a filter removing the out of band ASE noise of the amplifiers and, furthermore, that the
BER measurements performed showed that error free operation was readily achieved
down to the 10−11 level, with only a slight (<0.5 dB) power penalty relative to back-to-
back measurements [17].
Regarding the loss of the NOLM, the average optical input power at the signal port is
16 dBm, while at the output port, after the filter, the power is about ∼ -2 dBm. This
implies an overall loss of 18 dBm, which is due to the 50:50 couplers in the NOLM (see
Section 2.4.2 for further details), to the insertion losses of the filter used and the finite
extinction ratio of the NOLM itself.

4.7 Conclusion

In this chapter I have demonstrated, in a simple proof-of-principle experiment, a pow-
erful technique for the re-timing of short optical pulses. The technique relies on linear
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pulse reshaping performed using an SSFBG, and subsequent optical switching with syn-
chronous optical clock pulses. The amount of jitter that can be compensated for is
determined by the width of the reshaped pulses and this can be readily adjusted at
the SSFBG design stage to fit the specific jitter characteristics of a given transmission
system.
All the measurements described needed quite a long time to acquire the data, implying
that the system was stable enough to allow all those measurements. However, system
stability, based on fibre devices of a length of hundreds of meters is always a critical
issue, due to temperature fluctuations, as discussed in Section 2.4.2. Recently, promising
new highly nonlinear fibres have been developed, such as bismuth highly nonlinear fi-
bres, allowing for a drastic reduction in the length requirements of fibre based nonlinear
devices [76] and enabling the implementation of meter-long nonlinear switches with im-
proved performance in terms of stability and input power requirements. The application
of this type of fibre will be discussed in Chapter 8.
Although the results achieved indicate that timing jitter was eliminated to a great ex-
tent, the fact that the Q-values of the eye diagrams degraded after the switch indicates
that this re-timing technique has to incorporate an amplitude (re-shaping) regeneration
stage within the system. The performance of the system that includes an amplitude
regenerator is discussed in the next Chapter.



Chapter 5

Retiming and Reshaping

technique using rectangular

pulses shaped in an SSFBG

5.1 Introduction

In the experiment described in the previous Chapter, the noisy data were re-
shaped using a SSFBG, before being fed into the signal port of a nonlinear switch (a
NOLM), which was controlled by a clean clock signal. This gave not only a timing jitter
tolerant operation of the switch but also enabled retiming of the data pulses at the switch
output and, in addition, there was the benefit of maintaining the wavelength of the data
signal. However any amplitude noise that was present on the original signal would be
passed on at the output of the switch, which might limit its practical application. Also,
the Q-factor measurements showed that imperfections in the shaping of the SSFBG
degraded the quality of the signal. In this Chapter this previous work is extended
to obtain pulse reshaping/amplitude noise reduction as well as retiming of the data
pulses, using the regenerative properties of a NOLM. The technique still relies upon
converting the incident data pulses into rectangular pulses at the NOLM input and
using these broadened pulses to switch a well-conditioned and well-defined local clock
signal. However, the S-shaped switching characteristic of the NOLM is now exploited
to provide amplitude noise reduction, as discussed in Sec. 2.4.2.

This Chapter opens by explaining how amplitude and timing jitter were artificially
induced in the system, and then explains the basic principles of the re-shaping techniques
used. Finally, it describes two different modifications for the same kind of experiment
and the corresponding results achieved.

64
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5.2 Artificial introduction of Timing jitter and amplitude

noise

In order to study the regenerative property of this system, timing jitter and amplitude
noise were artificially introduced to the data pulses.
In contrast to the previous experiment, two independent, but synchronized laser sources
operating at two different wavelengths, one for the clock and the other for the data signal
were now available. In this way it was possible to introduce timing jitter directly onto
the source that generated the data pulses. The operation of the particular EFRL used
is controlled by a PLL circuit, which compares the frequency of the laser cavity to the
frequency of the reference input clock from an external RF synthesizer. The difference
in these two frequencies generates an error signal which is used to drive a piezoelec-
tric transducer that stretches or contracts a length of fibre wound around it within the
laser cavity. I introduced timing jitter on the pulses generated inside the laser cavity,
by frequency modulating the RF drive signal of the EFRL with a 4 kHz tone. I had
found that this frequency was lower than the response time of the PLL, thus allowing
it to follow the changes in applied RF frequency. If the modulation frequency was too
high, the PLL would not see these frequency changes, the cavity length would remain
unchanged and no temporal pulse fluctuations would be introduced on the output signal
of the laser. The pulse quality though would be likely degraded.
The amount of induced timing jitter could be varied by varying the amplitude of the
frequency modulation applied to the 10 GHz laser drive signal. Note that, in accor-
dance with the previous Chapter, ”induced timing jitter” implies the amount of pulse
period fluctuation as defined by the amplitude of the frequency modulating noise sig-
nal (Fig. 4.7). Obviously, the inherent timing jitter of the pulse source itself has to be
considered, in addition to the induced timing jitter, to calculate the corresponding total
timing jitter.
The amount of induced amplitude jitter could be varied by degrading the extinction ratio
between the marks and spaces of the data, facilitated by choosing a non-optimum bias
voltage for the operation of the lithium niobate data modulator. In a similar scheme,
[77] has also used an externally driven LiNbO3 modulator to artificially induce ampli-
tude noise to the signal. Using this technique, the ”zero” level was more distorted than
the ”one” level. This operation point was chosen due to the non-ideal flat-top of the
rectangular signal, which would introduce already some noise on the ”one” level. If the
same amount of amplitude noise on the zero and on the one levels needs to be com-
pensated for, a different reshaping regenerator has to be considered. In Chapter 8, a
different technique to suppress amplitude noise is described, and, as will be discussed
there, a better nonlinear characteristic function can be obtained, so that the technique
is more robust for the compensation of amplitude noise.
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5.3 Re-shaping technique: Basic principle

In-line all-optical signal regenerators are likely to play an important role in future large-
scale photonic networks, by significantly extending the transmission lengths. The most
widely used method to realize signal regeneration in high bit-rate transmission systems
is to transfer the information from the incoming data signal to a locally generated
”clean” clock pulse. In order to avoid the transfer of amplitude fluctuations from the
initial signal to the output signal, the regenerator should have a nonlinear characteristic
similar to an ideal hard limiter. It is known that a suitably biased NOLM has such a
nonlinear transfer characteristic and is able to reduce the noise both on the zeros and
the marks of the switched signal, provided that the peak power of the incoming pulses
is high enough to induce a π nonlinear phase shift over the length of the fibre inside
the loop [46]. In order to use the regenerative (reshaping) properties of the NOLM in
our experiments, the noisy and pre-shaped data signal should be properly amplified and
used as the control signal to the switch. It should be noted at this point that, because
of the long duration of the shaped pulses, the average power required to achieve a π

nonlinear phase shift in the NOLM was much higher than in the case described in the
previous Chapter where short pulses were used. I have, therefore, studied two different
modifications of the experimental set-up described in Chapter 4 (one of which avoids the
use of a high-power amplifier and another which uses one) and assessed both of them in
terms of their regenerative properties.

In the first configuration, the retiming and reshaping (reduction of amplitude fluctua-
tions) functions are performed in two separate steps. Because the control data does not
have enough power to achieve the π-phase shift, a single NOLM would not be enough
to achieve re-shaping of the signal and a second passive NOLM stage is cascaded to the
previous set-up, see Fig. 5.1.a. This NOLM is constructed from a 70:30 coupler and
6.6 km of DSF with a zero-dispersion wavelength of 1541 nm and a nonlinearity coeffi-
cient, γ, of 1.55 W−1km−1. Its purpose is solely to perform 2R regeneration of the data
pulses. A complete discussion to establish the optimum NOLM design as a function of
coupling ratio, dispersion and length can be found in [47]. The transfer functions of the
passive NOLM for the two wavelengths of the data and the clock signal were considered.
The data signal wavelength was 1556.8 nm as dictated by the operating wavelength of
the SSFBG. The operating wavelength of the clock was then chosen to give minimum
walk-off in the first (active) NOLM. For the specific HNLF, used in this NOLM, the
optimum wavelength is 1544.5 nm. Fig. 5.2 shows the two curves for 1544.5 nm (blue
line) and 1556.8 nm (red line) respectively. As can be seen from a comparison between
the two nonlinear functions, the NOLM operates better at the wavelength of 1544.5 nm.
In order to feed a signal at 1544.5 nm into the passive NOLM, the noisy data signal has
to be used as the control signal to the active NOLM. This configuration is chosen, even
though it is not the ideal case for the active NOLM, because amplitude noise on the
”one” level associated with the data signal would be amplified by the nonlinear charac-



Chapter 5 Retiming and Reshaping technique using rectangular pulses shaped in an
SSFBG 67

Delay
line

t

Generation of 
clock pulses

t

Pulse 
Shaping 
SSFBG

Noisy data 
pulses

t

Regenerated
output

t

Passive NOLM

Active NOLM

Active NOLM

(a)

(b)
Regenerative stage

Regenerative stage

Re-timing

Re-shaping

High Power

EDFA

Figure 5.1: Sketches of two different regeneration stages.

teristic function for the particular values of peak powers used, as will be discussed later
on in this Chapter.

The second configuration is shown in Fig. 5.1.b. The experimental set-up is essentially
the same as before; however, because of the use of a high power amplifier, only one, active
NOLM is considered. In fact, in this configuration, the NOLM acts as a simultaneous re-
timing and re-shaping stage. Therefore the demands in average powers are higher relative
to what has been used in Chapter 4, in order to ensure that a π nonlinear phase shift is
achieved in the presence of the longer control pulses. In more detail, in the experimental
configuration of the previous Chapter, the control pulses were TFWHM = 2 ps solitons
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Figure 5.2: Nonlinear transfer characteristics of the passive NOLM at two different
wavelengths: 1544.5 nm(blue line) and 1556.8 nm(red line). The NOLM was made from
a 70:30 coupler and 6.6 km of DSF with a nonlinear parameter of ∼1.55 W−1km−1 and
a zero-dispersion wavelength at 1541 nm.
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Figure 5.3: Nonlinear transfer characteristic of the NOLM. The NOLM consisted of
220 m of Highly Nonlinear Fibre (HNLF) with a nonlinear parameter of ∼20 W−1km−1

and a zero-dispersion wavelength at 1550 nm

and the bit period was Tbit = 1
10 GHz = 100 ps. Then the average power, Pave, required

to achieve a certain peak power, Ppk, was:

Pave =
1.13TFWHM

Tbit
Ppk, (5.1)

if sech pulses are considered. When square data pulses with T ′FWHM = 20 ps are
considered as the control signal to the switch (current experimental configuration), then
the corresponding average power, P ′

ave, is:

P ′
ave =

T ′FWHM

T ′bit
Ppk, (5.2)

where T ′bit = 2Tbit on average, if we consider an equal density of ones and zeros in the
10 Gb/s data signal. In order to achieve the same peak power in both cases, i.e. to
achieve a π phase shift, P ′

ave should thus be 6.5 dB higher than Pave. According to
the transfer characteristic of this NOLM, see Fig. 5.3, the shaped data pulses should
be amplified up to ∼23 dBm before being fed to the control port. This value is much
higher than the typical saturated output power of a commercial telecommunications
EDFA (typical values range between 15 and 18 dBm), but can be achieved using cladding
pumped amplifier technology. In the configuration with two NOLMs, this requirement
for a high power amplifier was alleviated since the active NOLM acted as a re-timing
stage only, but it is to be appreciated that the fact that the π phase shift point of
the active NOLM was not reached, made the task of the second NOLM even more
demanding. This will become more evident in the following Section.
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5.4 Regeneration System: First configuration

5.4.1 Experimental Set-up

The detailed experimental set-up of the reshaping-retiming scheme, employing two
NOLM stages, is shown in Fig. 5.4. As described in the previous Chapter, a 10 GHz
actively mode-locked EFRL was used as the data source to generate ∼2.5 ps sech pulses
at the operating wavelength of 1556.8 nm. The pulses were modulated to provide a
231 − 1 PRBS and were then fed onto the pulse-shaping SSFBG (via a circulator) to
convert the 2.5 ps sech into 20 ps rectangular pulses. Compared to the set-up of Fig. 4.9,
these pulses, after being amplified by a conventional telecom amplifier, were launched
into the control port of the NOLM rather than the signal port. The average power of the
control signal was ∼16 dBm, which was not sufficient to ensure that the desired π phase
shift point was reached and a separate regenerative stage was indispensable, as already
described in the previous Section. The nonlinear medium in the NOLM consisted of
220 m of HNLF, whose parameters are described in Tab. 3.1.
The input signal to the NOLM (clock signal) was provided by a gain-switched DFB

laser, which operated at 1544.5 nm and was driven by a 10 GHz RF signal synchronized
to the laser oscillator. The pulses of the gain-switched distributed feedback (DFB)
laser were compressed down to ∼2 ps using a 125 m length of DCF followed by a
nonlinear compression stage comprising an EDFA, 490 m of a HNLF (λo=1573 nm,
Slope=+0.029 ps/nm2/km) and ∼27 m of SMF. The signal power was ∼12.8 dBm.
These pulses were characterized using the SHG-FROG technique, see Fig. 5.5. Fig. 5.5.a
shows the retrieved intensity profile and the corresponding chirp. As can be seen, some
residual chirp was still present on the pulse, so that the minimum temporal width was
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Figure 5.5: a) Intensity and chirp profile of the pulse at the signal port of the first
NOLM, measured using SHG-FROG technique. b) Measured (black trace) and re-
trieved (red) optical spectrum of the pulses.

reached inside the HNLF, in the active NOLM. Fig. 5.5.b compares the measured optical
spectrum of the pulses with the retrieved spectrum of a single pulse. The SHG-FROG
gives a temporal FWHM of the pulse of ∼1.7 ps and a TBP of ∼0.68.
Spectral traces of the data signal, after the active NOLM, are shown in Fig. 5.6.a, for the
cases when the control signal is properly switching the signal (red trace) or not (black
trace) respectively. As indicated in the Figure, a SNR of ∼18 dB is obtained. The signal
was then filtered out, see Fig. 5.6.b, before being amplified up to ∼12 dBm and fed onto
the second NOLM for reshaping. The corresponding spectrum is shown in Fig. 5.7.a.
The signal was then filtered with a narrow-band filter (spectral FWHM∼0.5) to remove
nonlinear spectral components originating in the DSF. The spectrum and the corre-
sponding autocorrelation traces at the very end of the system are shown in Fig. 5.7.b
and Fig. 5.7.c. The autocorrelation trace FWHM is ∼6.6 ps, mainly determined by the
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Figure 5.6: Spectra of the data signal after the active NOLM when the control signal
was properly switching the signal data or not, respectively (a), and after filtering (b).
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Figure 5.7: a) Spectrum of the signal after the second NOLM. Spectrum (b) and
corresponding autocorrelation trace (c) of the data signal at the very end of the set-up.

narrow-band filter used.

5.4.2 Results and discussion

In order to evaluate the performance of the system, eye diagrams, timing jitter and am-
plitude noise distributions were measured and BER curves recorded. For the measure-
ments, a constant amount of amplitude noise was applied on the data pulses, degrading
their Q-factor from 17.5 to ∼ 5, and a variable amount of induced timing jitter, ranging
from ∼0.8 ps up to ∼12 ps. In Fig. 5.8 eye diagrams of the initial data signal are shown
for increasing induced timing jitter, while the amplitude jitter induced is kept constant.
First, I assessed how the non-optimum working condition of the first NOLM affects the
overall performance of the system. Fig. 5.9 shows eye diagrams after the first NOLM
for some of the cases of noise applied to the data pulses. As predicted in the previous
Section, any amplitude noise already present in the system is magnified. Indeed, with
an input control power of ∼ 16 dBm (peak power of ∼400 mW if 20 ps square pulses are
considered), which corresponds to the maximum output power of the EDFA used, the
data signal itself sits on the very sharp slope of the characteristic function of the NOLM,
highlighted by the red short dashed line in Fig. 5.3. This extra induced amplitude noise
makes the re-shaping process of the second NOLM more challenging. It follows that
reaching the π phase shift operation point is critical to optimize the system, implying
the use of a higher power amplifier before the control port of the active NOLM, as I will
discuss in Sec. 5.5. However, the overall system performance was still assessed to test if
the re-shaping process could compensate for such an amount of extra noise.
Fig. 5.10 shows the eye diagrams of the data at the output of the regenerative system

for the same settings of noise as in Fig. 5.8. As can be seen, timing jitter is eliminated
from the data pulses and amplitude noise is very much reduced even in the most extreme
case of timing jitter.
In Fig. 5.11, the standard deviation of the timing jitter is presented, both before and
after the re-timing and re-shaping system, as the induced timing jitter increases. These
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Figure 5.8: Eye diagrams at the input of the system at various noise settings. The
amount of amplitude noise introduced on the pulses is kept constant for all the mea-
surements (degradation of the Q-factor from ∼12 to ∼5), while the timing jitter noise
is increased. Top-row: ∼0.8 ps induced timing jitter (a), ∼3 ps induced timing jitter
(b) and ∼5 ps timing jitter (c). Bottom-row: ∼7 ps induced timing jitter (d), ∼9 ps
induced timing jitter (e) and ∼12 ps timing jitter (f). Horizontal Scale: 20 ps/div.
Scope bandwidth: 20 GHz.

values were measured from histograms, taken at the FWHM point on the leading edge
of the data eye diagrams. As can be seen, while the rms values of the timing jitter
increase linearly for the pulses before the re-timing system, they remain fairly constant
approaching the original value of the clock signal (∼0.9 ps as measured with the same
technique) after the re-timing system. The histogram data on pulse amplitude noise
(as measured at the pulse centre) were also examined for various noise settings of the
system. These data were then used to calculate the Q-factor values of the eye diagrams,
which are shown in Fig. 5.12. The Q-factor improved by almost a factor of 2 in all cases.
For the worst case that we examined (timing jitter of ∼ 12 ps) the Q-factor increased
from ∼ 4.5 to ∼ 9.
Finally BER measurements, with respect to the receiver input power, were made for
the data pulses before and after the system, see Fig. 5.13. In order to evaluate the
performance of the system, first the switched signal was examined for the case that no
timing or amplitude jitter was applied to the data pulses. The BER curves in these
conditions demonstrate that the retiming and reshaping system, in itself, introduced a
slight power penalty of ∼ 1 dB, even for the condition of no added noise, relative to
the back-to-back. This is understandable because of the long fibres used in the system
without the use of separate clock extraction at the receiver, and because of the many
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Figure 5.9: Eye-diagrams after the first NOLM and the 1544.5 nm filter for various
noise settings of the system. The amount of amplitude noise introduced on the pulses is
kept constant for all the measurements (degradation of the Q-factor from ∼12 to ∼5),
while the timing jitter noise is increased. Top-row: no- noise induced (a) and ∼0.8 ps
induced timing jitter (b). Bottom-row: ∼5 ps induced timing jitter (c) and ∼12 ps
induced timing jitter (d). Horizontal Scale: 20 ps/div. Scope bandwidth: 20 GHz.

amplifiers in between the two measuring points. Next, the quality of the input and
output signal was examined when the noise was deliberately applied to the incident
data pulses. It is worth noting that the BER curves of the input signal do not show
any degradation with increasing timing jitter. This is because of the particular receiver
used in the bit error rate measurements, which has a longer detection window than the
amount of timing jitter introduced to the pulses, as already analyzed in the previous
Chapter (see discussion on Fig. 4.17). Error free operation was achieved after the switch,
demonstrating the amplitude noise reduction provided by the passive NOLM and the
timing jitter reduction provided by the square switching window. Unfortunately, due to
the long fibre used and the temperature fluctuations in the room, the system was not
very stable during the measurements, making them very difficult to take, so just a few
cases were assessed.
However, the curves show some error floor for all cases of induced timing and amplitude
jitter due to residual noise at the output of the system. This could also be noticed
from the eye diagrams of Fig. 5.10. The second NOLM is able to compensate for most
of the noise despite the extra amplitude noise added after the first NOLM but some
amplitude noise still remains on the data signal, penalizing the system in terms of BER
performance.
In conclusion, even though this configuration allows the use of conventional telecom
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Figure 5.10: Eye diagrams at the output of the system for various noise settings.
The amount of amplitude noise introduced on the pulses is kept constant for all the
measurements (degradation of the Q-factor from ∼12 to ∼5), while the timing jitter
noise is increased. Top-row: ∼0.8 ps induced timing jitter (a), ∼3 ps induced timing
jitter (b) and ∼5 ps timing jitter (c). Bottom-row: ∼7 ps induced timing jitter (d),
∼9 ps induced timing jitter (e) and ∼12 ps timing jitter (f). Horizontal Scale: 20 ps/div.
Scope bandwidth: 20 GHz.
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Figure 5.11: Timing jitter standard deviations versus induced timing jitter character-
istic before (full-circles) and after (open-circles) the re-timing and re-shaping system.
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Figure 5.12: Q-factor values versus induced timing jitter before (full-circles) and after
(open-circles) the re-timing and re-shaping system.

amplifiers, a good regenerator should not introduce extra amplitude noise to the data
signal due to a non-optimum operation of one of the stages. This led me to investigate
the second configuration, utilizing a high power amplifier.
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Figure 5.13: BER curves before (full-symbols) and after (open-symbols) the re-timing
and re-shaping system.
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5.5 Regeneration System: Second configuration

5.5.1 Experimental Set-up

Since the regenerative properties of the system used in the previous configuration were
not completely optimized, it was changed slightly in order to exploit properly the non-
linear characteristic function of the first NOLM (Fig. 5.14). In particular, replacing the
EDFA before the control port of the first NOLM with a HP-EDFA, it was possible to
launch an average power of ∼23 dBm to the NOLM, enough to reach the value required
to achieve a π nonlinear phase shift over the length of the fibre inside the loop. In this
way, pulse amplitude noise reduction was obtained as well as retiming of the data pulses
in a single step. A broad-band filter of ∼5 nm, following the HP-EDFA, was also intro-
duced to reduce the ASE noise into the NOLM. Fig. 5.15.a shows the spectrum directly
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Figure 5.14: Experimental set-up and principle of the retiming and reshaping opera-
tion.
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Figure 5.15: Spectrum after the NOLM (a) and after the 3 nm filter.
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Figure 5.16: Eye diagrams at various positions and settings of the system. Top-row(a,
d, g): at the input of the system. Bottom-row(c, f, i): at the output of the system when
the re-timing technique has been applied. Middle-row(b, e, h): at the output of the
switch when no reshaping has been applied to the pulses. Time Scale: 20 ps/div. Scope
bandwidth: 20 GHz.

after the NOLM. The figure shows that because of the low dispersion of the HNLF in
the NOLM, strong FWM components appear at the output of the switch. Fig. 5.15.b
shows the filtered signal spectrum after the 3 nm filter, highlighting a good SNR of the
signal at the output of the system.

5.5.2 Results and discussion

In order to evaluate the performance of the system I repeated similar measurements
to those previously described in Chapter 4 and Section 5.4.2. The system performance
was assessed for the case when timing jitter was added together with amplitude noise
onto the data. For the measurements a constant amount of amplitude noise was applied,
degrading the Q-factor of the data eye diagram from 17.5 to 7.4, and the data were taken
for five different values of induced timing jitter ranging from ∼0.8 ps up to ∼11 ps, which
represents an extreme value of induced timing jitter and a significant test of the system.
Eye diagrams for three different induced timing jitter settings in the system are shown
in Fig. 5.16. Fig. 5.16.a and 5.16.c corresponding to the data signal at the input and the
output of the system respectively for the case when no noise is induced, demonstrating
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Figure 5.17: Distributions for 3 different cases of timing jitter before (a) and after (b)
the retiming system. (c) Timing jitter standard deviations versus induced timing jitter
characteristic before (open-circle) and after (full-circle) the re-timing and re-shaping
system.

that the retiming and reshaping system does not, in itself, introduce any additional
noise to the signal. Fig. 5.16.d to 5.16.i demonstrate that after the inclusion of the pulse
shaping SSFBG, the timing jitter is eliminated at the output of the system and open
eyes are obtained for both cases of induced timing jitter. When pulse shaping is not
applied, there is a severe degradation in the quality of the eye diagrams (Fig. 5.16.e
and Fig. 5.16.h) which is evident even for relatively small values of timing jitter. To
illustrate this point more clearly histogram analysis on the eye diagrams was performed.
The results are summarized in Fig. 5.17 and 5.18. In Fig. 5.17.a and Fig. 5.17.b the
timing jitter distributions are presented for the three cases considered in Fig. 5.16, before
and after the system. As expected from the sinusoidal modulation applied to the RF
laser drive signal, the jitter distributions for the pulses at the input of the system are
double peaked (see Fig. 4.7 and Fig. 4.8 for further details). Fig. 5.17.b shows that the
timing jitter of the retimed pulses in both cases approaches that of the original clock
laser pulses. A graph of the standard deviation of the timing jitter before and after the
system, as a function of different values of induced timing jitter, is shown in Fig. 5.17.c.
As expected from previous discussions, the pulses at the output of the switch are retimed
and the timing jitter for all cases approaches the resolution limit of the DCA.
Histogram data on pulse amplitude noise (as measured at the pulse centre) were also
examined for the same three cases shown in Fig. 5.16. The corresponding distributions
are plotted in Fig. 5.18.a and Fig. 5.18.b. These data were used to calculate the Q-factor
values of the eye diagrams (see Fig. 5.18.c). For the unjittered case the amplitude noise
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after (b) the retiming system. (c) Q-factor values versus induced timing jitter before
(open-circle) and after (full-circle) the re-timing and re-shaping system.

of the retimed pulses is similar to that of the initial pulses, however when amplitude
noise is induced together with different values of timing jitter, an improvement at the
output of the system is achieved. Note that the origin of the third level in Fig. 5.18.a can
be explained considering Fig. 5.16. When some amplitude noise is induced the standard
deviation of the ”zero” level increases and its mean value becomes larger than zero
(appearance of ghost pulses in Fig. 5.16.d and Fig. 5.16.g and corresponding appearance
of the third level in Fig. 5.18.a).
The intensity histograms of Fig. 5.18.b demonstrate that the amplitude noise associated
with the ’zero bits’ is drastically reduced, as intuitively suggested by the flat region
of the nonlinear transfer characteristic for low input power values, see Fig. 5.3. The
amplitude noise on the marks remains roughly constant for low values of induced timing
jitter owing to the reshaping capabilities of this NOLM configuration. However, on
increasing the induced timing jitter some additional amplitude noise appears on the
marks. As discussed in Sec. 4.6, this increase is associated with the non-uniformity of
the rectangular pulse-shape. Furthermore, some of this noise could be attributed to
slight distortions of the rectangular pulses caused by self-phase modulation experienced
during propagation in the HNLF due to such high input powers. Spectral traces of the
20 ps rectangular data pulses after the HNLF, in the absence of an input signal to the
NOLM, are shown in Fig. 5.19 for different power levels. In particular the black line
corresponds to an average power of ∼6 dBm, the red one to ∼16 dBm and the blue one
to ∼23 dBm, i.e. the power level used in the system experiments. As can be seen, the
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Figure 5.19: Measured spectral traces at different average powers (∼6 dBm (black
line), ∼16 dBm (red line), ∼23 dBm (blue line)) of the rectangular data pulses after
the HNLF. Inset Figure: Corresponding measured autocorrelation traces for ∼23 dBm.
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Figure 5.20: Simulated(black trace) and measured optical spectrum of the rectangular
data pulses after the HNLF for the same broadening (Average Power ∼23 dBm). Inset
Figure: Corresponding simulated intensity traces before (red line) and after (blue line)
the HNLF.
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spectral broadening of the rectangular pulses becomes significant at average input power
levels approaching ∼23 dBm. To understand the consequences of this effect better,
I have numerically simulated the SPM broadening of ideal rectangular pulses during
propagation in the HNLF, using the Split Step Fourier method. Fig. 5.20 compares the
simulated (black trace) and measured (blue trace) spectra for the rectangular pulses
for similar input powers; while the inset of the same Figure shows the corresponding
simulated intensity trace before (red trace) and after (blue trace) the HNLF. As can be
observed, the ripples on the top of the pulse are amplified especially close to their edges
resulting from SPM effects. Because the employed rectangular pulses have already a
non-flat top, see Fig. 3.6, this effect will be even more pronounced. The increased
distortion close to the edges of the shaped pulses explains the slightly different slopes on
the experimental autocorrelation trace, shown in the inset of Fig. 5.19, measured after
the HNLF for an average input power of ∼23 dBm.
Finally, as can be seen from Fig. 5.19, the noise floor increases by more than ∼20 dB
due to the presence of the high power amplifier. Taking into account the fact that the
spectrum of the clock signal sits ∼15 dB down compared to the peak power of the data
spectrum, see Fig. 5.15.a, it is possible that the degraded SNR could be another source
of noise in the regenerated data signal.

BER measurements of the system are presented in Fig. 5.21. First the system was
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Figure 5.21: BER curves at various positions and settings of the system, before (full-
symbols) and after (open-symbols) the re-timing and re-shaping system.
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Figure 5.22: Autocorrelation profiles of the clock signal and of the switched signal.
Both traces were taken using 16 times averaging.

characterized for the case when no noise was added, and the results confirmed that
there was no power penalty relative to the back-to-back case. Next, the case where only
amplitude noise was deliberately applied to the incident data pulses was considered.
An improvement in the receiver sensitivity of more than 2.3 dB was achieved after
the switch, demonstrating the amplitude noise reduction provided by the NOLM. Once
again, it is worth noting that the BER curves are insensitive to timing jitter, due to the
low-pass action of the electronic receiver. Hence, for the same amplitude noise setting,
the BER curves of the input signal overlapped for all cases of induced timing jitter that
were examined. As long as the induced timing jitter values remained lower than ∼5.5 ps
the BER curves at the output of the reshaping - retiming system still overlapped with
the back-to-back curve. For more extreme cases, a small power penalty in the BER
curves (∼1 dB for ∼11 ps induced timing jitter) was observed, as previously discussed.
Nevertheless, for all cases there was a clear improvement in the BER performance of the
signal after the introduction of the reshaping - retiming system.
Finally, Fig. 5.22 compares the autocorrelation traces of the clock signal before being

launched to the NOLM and that of the switched signal after the 3 nm filter. As can be
seen they overlap reasonably well and the FWHM of the switched signal autocorrelation
trace is ∼ 3.5 ps.

5.6 Conclusion

This Chapter presents a modification to the set-up described in Chapter 4 that makes
use of the regenerative properties of the NOLM configuration in order to obtain reshap-
ing/amplitude noise reduction, as well as retiming of the data pulses. In particular,
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I used the combination of rectangular-pulse SSFBG and NOLM to temporally expand
and flatten the noisy data pulses prior to switching them with clean clock pulses. The
linear reshaping function of the SSFBG is responsible for eliminating any mistiming of
the pulses at the switch output, as already discussed in the previous Chapter, while, by
using the nonlinear switch based on NOLMs, it is possible to equalize the pulse ampli-
tudes of the switched output signal.
In order to fully analyze the performance of the scheme, two different configurations
are considered. Even if they present similar behaviour in terms of output timing jitter
reduction, they have very different performance in terms of amplitude noise reduction.
In the first approach, two cascaded NOLMs (one active and the other passive) are im-
plemented. While this allows the use of only commercially available amplifiers, it makes
the system more complex and unstable due to temperature fluctuations and the long
fibre lengths used. Furthermore, its performance was more susceptible to any amplitude
noise on the original data because of the failure to achieve the π nonlinear phase shift
over the length of the fibre inside the first NOLM (the signal power at the output of the
EDFA before entering the first NOLM saturated at ∼16 dBm). Not only the amplitude
noise would still remain after the first NOLM, but it would be amplified, making the
task of the second NOLM even more challenging and penalizing the system in terms of
Q-factor and BER performance.
In the second configuration, a single active NOLM is implemented, using a high power
amplifier. This makes the configuration simpler and more robust to any amplitude noise
on the original data, since no additional noise is introduced within the regenerator itself.
Even if the high powers of the pulses results in slight deformations of the square pulses,
the overall system performance shows more that 1 dB improvement in the receiver sen-
sitivity for all the cases considered. A Q-factor improvement from 6 to 8 was obtained
for the most extreme case of timing jitter induced.
Although the operating principle of the technique was developed at 10 Gb/s, it is envis-
aged that this scheme will be useful in ultra-high bit rate communications, as discussed
in the previous Chapter.



Chapter 6

Retiming technique using

parabolic pulses shaped in

SSFBGs

6.1 Introduction

As widely emphasized in this thesis, in optical transmission, when a data pulse train is
transmitted through fibres the pulse waveform can be severely distorted by perturbations
including high-order chromatic dispersion, PMD and noise induced by amplifiers. These
factors limit the transmission quality.
In Chapter 4, a retiming technique, based on expanding the data pulses in the time
domain into rectangular pulses and then switching them with a synchronous optical
clock signal aligned to the nominal center of the rectangular pulse using a nonlinear
element was presented. Though its robustness was demonstrated, the technique might
potentially suffer from pulse distortions affecting the signal to be shaped. Therefore, a
technique where the shaping is done on the control signal, of which the pulse shape and
wavelength can be accurately controlled, is preferred.

Recently, Nakazawa et al. investigated the use of the temporal Optical Fourier Transform
(OFT) technique to mitigate all linear distortions after transmission [78]. The scheme
relies on the fact that when a pulse is transmitted along the fibre, then in the presence
of pure linear distortions, the time-domain waveform is greatly distorted, while the
spectral profile remains unchanged. Because it is the temporal pulse amplitude and not
the spectrum that determines the data decision at the receiver terminal, the degree, to
which the waveform is distorted in the time domain, usually plays a more important
role compared to the transmitted spectrum. So, if the spectrum of the signal pulse is
maintained along the transmission line and the spectral shape somehow projected into
the time domain before being assessed, ideal undistorted transmission can be realized.

84
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Furthermore, if the transmitted pulses present the same shapes in both domain, e. g.
Gaussian or sech envelopes, a complete reconstruction of the initial undistorted pulse
can be achieved, as soon as they are Fourier transformed.

Temporal OFT is not a new concept. Back in 1983, Jannson analysed the conditions for
obtaining the Fourier transformation of temporal signals in optics, exploiting the analogy
between the spatial problem of diffraction through lenses and the temporal problem of
dispersion [79]. This duality has led to the conclusion that an element that provides
quadratic phase modulation in time is the analog of a thin lens in space that is why the
technique is known as a ”time lens”. Jannson showed that a real time optical Fourier
transformer was realizable by using temporally linearly chirped pulses and propagating
them in a dispersive medium. Following these studies, in 1994 Kolner presented and
derived the expressions for the time-domain analog of an imaging system by preceding
and following a quadratic phase modulation (”time lens”) with a suitable dispersive
element, which allows scaling in time the waveform, while maintaining the overall shape
of the envelope [80]. A careful choice of the time lens and the dispersive media can thus
yield pulse magnification or compression.
Since then, there have been many very interesting reports on the use of a time lens in
both Fourier Transform and imaging configurations for network signal processing [78, 81–
87]. The properties of this time lens have been applied for compensation of polarization
mode dispersion [82], removal of timing jitter [83, 84] and the elimination of higher
order dispersion [85, 86]. In the first cases, the physical explanation of the time lens
shows that each component of the linearly chirped pulse, generated by a parabolic phase
medium, travels at a different speed owing to Group Velocity Dispersion (GVD) in the
subsequent fibre. As a result, a pulse distorted by timing jitter or PMD can be restored
to its original position and any distortion removed. Regarding higher order dispersion
pulse distortion, since it is a linear effect, the spectrum is unchanged so that its Fourier
transform in the time domain will give an undistorted pulse. A novel optical signal
transmission system, which is highly tolerant to the dispersion of the transmission fibre,
was proposed in [87], using this concept.

Applying a controllable linear chirp to an input pulse, has previously been achieved (1)
by using an electro-optics phase modulator synchronously driven at the data repetition
rate (see for example [82–84, 86]), (2) by optically switching the data pulses with syn-
chronous, linearly chirped pulses with a rectangular temporal intensity profile [88, 89],
or (3) by phase modulation in an optical fibre [90]. The speed of the first scheme is lim-
ited by the electrical bandwidth of the modulator/drive electronics and by the fact that
the phase modulation profile is sinusoidal and can only be approximated to a parabolic
shape only within a small region of the period. Furthermore, the maximum induced
chirp on the signal is restricted by the Vπ and the amount of voltage that can be ap-
plied on commercial phase modulators [91]. The second scheme has the disadvantage
of environmental sensitivity due to the interferometric nature of the nonlinear optical
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loop mirror used for switching. The third scheme has the disadvantage of producing a
nonlinear chirp across the pulse if Gaussian- or sech-like pulses are considered as input
data signals, as will be seen in the following Section.
In this Chapter, an ultrafast all-optical phase modulation technique will be described
to alleviate all of these restrictions and drastically reduce the timing jitter induced in
short pulse transmission systems. The scheme is based on the well-known frequency
shifting effect of XPM in a HNLF [92] and [93] and incorporates a parabolic pulse
shaper. In [94] the retiming of signal pulses by orthogonally polarized control pulses co-
propagating in an anomalously dispersive polarization maintaining fibre is demonstrated
using sech pulses. However, to obtain a linear relation between time and frequency shift,
the intensity envelope of the control pulses has to be parabolic. For this reason in my
experiments, the control pulses are shaped into unchirped parabolic pulses using pulse
shaping in a SSFBG.

This Chapter opens by explaining the basic principle of the re-timing technique used and
then explains how the parabolic pulses were generated and characterized. Finally, the
experimental set-up and the complete characterization of the system, which is supported
both by experimental data and numerical analysis, are presented.

6.2 Retiming technique: Basic principle

A common approach to the treatment of timing jitter is to map the temporal misplace-
ment associated with a given bit from the nominal bit slot center onto a linear frequency
chirp [84, 88]. The frequency-chirped bits can then be retimed by propagating them in a
length of optical fibre, or by reflection from a fibre Bragg grating, with suitably matched
net-dispersion. In this way, the positional fluctuations can be reduced at the expense of
the carrier frequency jitter. Such a process leads to improvement of the timing signal,
since the optical bandwidth of the detectors is large enough to be insensitive to frequency
jitter.
The scheme proposed herein is based on XPM in a HNLF and utilizes the time derivative
effect of XPM-induced spectral broadening to induce chirp onto the data pulses.
Considering a transform limited data signal, which has a Gaussian pulse shape, its profile
can be written as:

A(T ) =
√

P0exp(− T 2

2T 2
0

), (6.1)

where T0 is the full width at 1/e of the maximum and P0 is the corresponding signal
peak power. This data signal is assumed to co-propagate with a control signal with
electric field profile B(T ), which has an initial relative time delay ∆T compared to the
signal A(T).
Note that, in this theoretical analysis, I consider only one data pulse and one control
pulse, so I have decided to use the initial position of the data pulse as a reference (see
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Figure 6.1: Sketch of the principle of the Re-timing technique based on XPM in a
HNLF.

Fig. 6.3). In this way the analysis of the main effects of the control signal on the data
pulse are more explicit and easy to follow.
The description of the phase, φ(T ), induced by the control pulse on the signal via XPM
can be mathematically described by [29]:

φ(T ) = 2γPo,parLeff |B(T −∆T )|2, (6.2)

where γ is the nonlinear coefficient of the fibre, Po,par is the control peak power, B(T )
is the normalized slow varying amplitude of the control pulse envelope and Leff is the
effective length of the fibre, already defined in Eq. 2.2.
Consequently, the XPM frequency shift induced on the signal, δωsig(T ), is given by:

δωsig(T ) = − ∂φ

∂T
= −2γPo,parLeff

∂|B(T −∆T )|2
∂T

. (6.3)

In these formulas, the dispersive walk-off between the signal and control pulses is ne-
glected and the control pulse is assumed to maintain its temporal intensity profile while
propagating along the HNLF. These conditions can easily be met with state-of-the-art
HNLFs. For example, in the experiment described below, the control/signal pulse walk-
off is less than 0.1 ps, and the control pulses experience a small normal dispersion which
minimizes any temporal pulse distortion arising from the high power levels.
Eq. 6.3 shows that a XPM modulated signal acquires a chirp, which depends on the slope
of the control pulse (see Fig. 6.1). Signal pulses which overlap with the leading (trailing)
edge of the control pulses experience a red (blue) frequency shift in their spectrum due
to XPM. By contrast, when the signal pulses are aligned to the peak of the pump pulses
the mean optical frequency remains unchanged. Consequently, the group velocity of the
individual XPM modulated data bits after the HNLF will depend on the amount of
induced frequency shift: signal pulses that get red (blue) frequency shifted will require a
longer (shorter) time to propagate through a fibre with anomalous dispersion. One can
then use this group velocity variation between mistimed pulses, in order to cancel the
initial temporal misalignment ∆T on a bit-by-bit basis, e.g. by propagating the XPM
modulated signal through an appropriate length of SMF, see Fig. 6.1.
It is quite straightforward to prove that in order to obtain a linear relation between
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δω(T ) and ∆T , the intensity envelope of the control pulses should have a parabolic
shape. The electric field profile of a parabolic pulse, which has an initial time delay,
∆T , compared to the data signal centre, can be written as:

U(T −∆T ) =
√

Po,par B(T −∆T ) =

√
Po,par(1− (T −∆T )2

T 2
o,par

) (6.4)

where To,par

√
2 is the temporal full width at half maximum. In this case, ignoring the

constant-phase term, the induced nonlinear phase on a co-propagating monochromatic
signal (ignoring any walk-off effects) becomes:

φ(T ) = −2γPo,parLeff
(T −∆T )2

T 2
o,par

, (6.5)

and the change in the optical frequency is then a linear function of the time and the
time delay:

δωXPM (T ) = 4γPo,parLeff
T −∆T

T 2
o,par

. (6.6)

If more conventional pulse forms (e.g. Gaussian or sech pulses) are to be used as control
signals instead, then Eq. 6.5 or Eq. 6.6 would be accurate only for a small region close
to the center of the pulse (less than half the FWHM of the data pulse). This is clearly
demonstrated in Fig. 6.2, where different control pulse shapes and the corresponding
intensity time derivatives are compared. Note that the time derivatives are proportional
to the wavelength shift that can be induced by the control signal on the signal via XPM.
As can be seen, only the parabolic shape ensures a linear chirp across its total width
(see red trace). Gaussian (green trace) and sech pulse shapes (blue trace) with the same
FWHM do not exhibit exactly linear slopes and anyway they do not extend across the
whole pulse width.
Fig. 6.2.a also emphasizes the fact that parabolic pulses have sharper tails than the other

(a)

10ps Ideal parabolic pulse

10ps sech pulse

10ps Gaussian pulse

7.5ps Gaussian pulse

(b)

10%

Figure 6.2: Comparison of different intensity shapes (a) and their corresponding
intensity derivative shapes (b).
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Figure 6.3: Schematic of the relative positions of the Gaussian and the parabolic
signals.

two types of pulse shape. This is very interesting for high repetition rate transmission
where intersymbol interference can become an issue. For this reason, the 10 ps parabolic
pulse is also compared with a Gaussian pulse of ∼7.5 ps FWHM, which has the same
full width at 10% of the intensity maximum. In this last case, see black traces, the linear
slope of the parabolic pulse extends more than two times compared to the sech case.

Fig. 6.3 shows a schematic of the initial relative positions of the data (black profile) and
control parabolic (pink profile) signals, in which the main parameters are highlighted.
As already pointed out in the beginning of this Section, because the centre of reference
is considered to be the initial position of the data pulse, the parabolic signal has a time
delay ∆T relative to this signal. This implies that the final signal (red profile) is properly
retimed if it has the same relative time delay ∆T as the control signal.

Taking into account the XPM contribution induced in the HNLF, the incident electric
field, A’, of the data signal given by Eq. 6.1 can be rewritten as:

A′(T ) =
√

P0exp(−1 + iC

2
T 2

T 2
0

)exp(
iCT∆T

T 2
0

)exp(− iC∆T 2

2T 2
0

), (6.7)

where C = −4γPo,parLeffT 2
0 /T 2

0,par.
The first term in Eq. 6.7 is a standard linearly chirped Gaussian pulse, the second term
describes a linear phase ramp, which indicates a center frequency shift of the pulse equal
to:

∆ω = −C∆T

T 2
0

, (6.8)

and the last term is only a constant-phase term. As can be noted, the XPM in a HNLF
(time lens) gives each signal pulse a frequency shift that is proportional to its temporal
jitter displacement. Obviously, if the time delay between the control and the signal
pulses is nil (∆T = 0), the mean optical frequency remains unchanged.
As discussed above, the XPM signal can then be propagated through an appropriate
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length of SMF to remove the offset in time ∆T (i. e. to retime the signal). Specifically,
the time shift, Ts, caused by the centre frequency shift as the pulses propagate through
the fibre can be written as:

Ts = β2∆ωz = −β2(C
∆T

T 2
0

)z = −sgn(β2)C∆T
z

LD
, (6.9)

where LD id the dispersion length, defined in Eq. 2.33. To eliminate timing jitter, the
induced time shift has to compensate for this, i.e.:

Ts = −∆T = −sgn(β2)C∆T
z

LD
. (6.10)

This condition imposes a precise value for the length of the SMF required to retime the
signal, which is:

z = sgn(β2)
LD

C
. (6.11)

Note that according to how the values of C and β2 are chosen for this derivation, their
product is always positive.
To calculate the electric field after propagating through such a fibre (A”), the standard
Fourier transform method can be used and the final result is [95]:

A′′(T −∆T ) =
√

Po

√
C

i
exp [

iC

T 2
0

(T −∆T )] exp [
iC(T −∆T )2

2T 2
0

] exp [−C2(T −∆T )2

2T 2
0

].

(6.12)
Eq. 6.12 shows that the peak of the output signal is now exactly at the position of
the control peak (T −∆T ), implying that timing jitter is accurately removed (see red
trace in Fig. 6.3). The first two terms in Eq. 6.12 are jitter-dependent phase shift
contributions, which can be simply ignored in an OOK system, where only the pulse
intensity is detected. Furthermore, it is interesting to note that if | C |>1, the time
lens will also provide some degree of pulse compression, while if | C |=1, the final pulse
shape becomes exactly the same as the input one. This means that, according to the
system application required, a careful choice of the induced XPM is required.
In the case of a sech data pulse shape, it is not easy to calculate an analytic expression
for the final electric field after the retiming scheme, however similar behaviour to the
Gaussian shape is expected.
Finally, note that later on in the Chapter, when the numerical and experimental results
are discussed, I change the reference system to agree with the control signal. This choice
is due to the fact that in the real experiment the control pulses have the same centre
position, while the data pulses have a variable delay, so a variable initial position.
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(a) (b)

2ps 10ps

Figure 6.4: a) Intensity of the initial pulse and of the reflected signal via the SSFBG.
b) Fourier transform of the corresponding pulses.

6.3 Parabolic Pulse Generation and its characterization

As mathematically derived in the previous Section, to obtain a linear relation between
the instantaneous frequency chirp induced by XPM and the time, the intensity envelope
of the control pulses should have a parabolic shape. To date, parabolic pulses have
been generated in many different ways, for example, under certain conditions within
normally dispersive optical fibre amplifiers (both in rare-earth doped amplifiers [96, 97]
and in Raman amplifiers [98]) by exploiting the interplay between gain, nonlinearity
and dispersion, however this makes for a complex system. Parabolic pulse generation
is also possible in a passive manner, by using normally dispersive dispersion decreasing
fibres [99]. For my experiments, I used pulse shaping in a SSFBG to generate unchirped
parabolic control pulses. Thus, parabolic pulses are generated in a passive, linear and
highly stable manner within a few centimeters of SSFBG, making the system very com-
pact. The operation of the SSFBG is similar to that in the previous Chapters for shaping
into rectangular pulses: the grating applies precise spectral filtering to the amplitude
and phase of short laser pulses, such that upon reflection the spectrum of the signal
acquires the complex spectral envelope corresponding to the required parabolic pulse
form, see Section 2.6 for further details.
I designed the parabolic pulse shaper as follows. Fig. 6.4.a shows the starting 2 ps sech

pulse (blue trace), together with the target parabolic pulse (red trace). The parabolic
envelope (FWHM of ∼10 ps) was apodized by a 5th order super-Gaussian profile, which
was used to smoothen the pulse edges and reduce their spectral extent. In Fig. 6.4.b, the
electric fields of the initial pulse and of the reflected signal are plotted in the wavelength
domain (blue and red trace respectively). Note that the electric fields of these signals
are plotted in the Figure, rather than their intensities, in order to highlight the π phase
shifts between the different lobes in the parabolic pulse case. The same Figure also
shows how the initial spectrum has to be shaped (filtered out) via the SSFBG so that
the representation of the electric field of the reflected signal in the frequency domain
corresponds to the red trace.
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(a) (b)Truncated Spectrum

Target Spectrum

Truncated Pulse

Target Pulse

Figure 6.5: Comparison between the target and truncated pulse in the temporal (a)
and wavelength (b) domain.

(a) (b)

++ + ++-- - -- -

~10 dB

~0.5nm

Figure 6.6: a) Calculated spectral response of the SSFBG’s performing pulse shaping
of sech pulses into parabolic pulses and (b) the corresponding refractive index modula-
tion profile.

The blue trace in Fig. 6.5.a shows the spectral intensity of the ”target” parabolic pulse
spectrum plotted on a logarithmic scale. The spectrum extends to infinity and this
would correspond to a very high temporal resolution. Indeed, the temporal resolution is
proportional to the inverse of the total frequency bandwidth, which would require very
fast changes in the superstructure profile of the grating. For this reason, the spectrum
needs to be truncated (red trace in Fig. 6.5.a) and Fig. 6.5.b shows the corresponding
intensity profile in the time domain of the target and truncated pulses. The two curves
only differ for values 40 dB below their peak values, demonstrating that the trunca-
tion function lightly affects the parabolic shape. Finally, Fig. 6.6.a shows the simulated
spectral response of the apodised SSFBG for parabolic pulse generation. 11 spectral
lobes were accommodated within a ∼7 nm bandwidth to obtain a close approximation
to a parabolic shape pulse in the time domain. The +/- signs in each lobe stand for a
0 or a π phase shift in the phase of the designed grating, as already discussed above.
The corresponding refractive index modulation profile of the grating, required to achieve
such response, is shown in Fig. 6.6.b and highlights the precision required within the
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Figure 6.7: a) Measured spectral response of the parabolic pulse shape SSFBG: reflec-
tivity (blue trace) and corresponding group delay (black trace). b) Measured (red trace)
and calculated (black trace) optical spectrum of the signal reflected off the SSFBG.

grating writing process.
The measured reflectivity of the grating is plotted in Fig. 6.7.a together with its corre-
sponding group delay. While the extinction ratio between the main lobe and the side
lobes is ∼10 dB as expected from the numerical simulations and the π phase shifts at
the boundary of each lobe are very clear, the main lobe bandwidth is ∼2 times broader
than the expected one (see Fig. 6.6.a). However, by using slightly broader initial pulses
in the experiment (from ∼1.4 nm corresponding to 2 ps pulses to ∼1.1 nm correspond-
ing to 2.5 ps), which correspond to a narrower spectrum compared to those specified
in Fig. 6.4.a, it is possible to improve the -3dB bandwidth of the final shaped pulses.
Indeed, Fig. 6.7.b compares the measured optical spectrum of the pulses reflected off the
SSFBG (gray dash-dot trace) with the spectrum of a single parabolic pulse, showing a
fair agreement between the two. The quality of the shaped pulses was assessed using
the SHG-FROG technique, see Fig. 6.8. In particular, Fig. 6.8.a and Fig. 6.8.b show
the measured and retrieved spectrograms of the parabolic pulse plotted on a logarithmic
scale to highlight the spectral side lobes. Fig. 6.8.c shows the comparison between the
retrieved spectrum (black solid line) and the direct spectral measurement (gray dash-
dot line). Good agrement is obtained within the resolution of our SHG-FROG system.
Fig. 6.8.d shows the temporal profile of the shaped pulses as characterized by the SHG-
FROG and the calculated time derivative of the intensity profile, which is shown to be
fairly linear across the central 10 ps region of the pulse. Even if some pedestal is visible
from the reconstructed temporal intensity, it will not cause particular problems for the
induced timing jitter values used in my experiments. However, as I will discuss in the
next Chapter, this pedestal will be an issue when investigating the nonlinear propaga-
tion of these pulses along a HNLF. In that case, a more critical analysis will be carried
out to identify what can be done to the grating to amend the discrepancy between the
designed and the measured reflectivity profile and to improve the final pulse shape.
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dash-dot line) and SHG-FROG retrieved (black solid line) spectra of the parabolic
pulses. d) Intensity of the parabolic pulses measured using SHG-FROG and its corre-
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6.4 Experimental Re-timing Set-up

Retiming

Figure 6.9: Experimental set-up of the re-timing system using parabolic pulses as
control signal.

The experimental set-up for the implementation of the retiming system is shown in
Fig. 6.9. The same mode-locked EFRL to that used in the previous system experiments,
this time operating at 1542 nm, was used to generate ∼2.5 ps sech pulses at a repetition
rate of 10 GHz. These pulses were used as the input to the parabolic pulse shaper
formed by a SSFBG, as described in Sec. 6.3. The data source, operating at 1556nm,
was a gain-switched DFB laser, synchronized to the EFRL. Timing jitter was artificially
introduced on the data pulses by frequency modulating the 10 GHz RF drive signal to
the laser with a 4 kHz tone, as discussed in Section 5.2. The pulses of the gain-switched
DFB were compressed down to ∼2 ps using a fibre-based compressor, see Section 5.4 for
further details, and then modulated by a 231−1 PRBS using a lithium niobate modulator
and fed into 220 m of a HNLF via the 10% port of a 90-10 coupler. The characteristics
of the HNLF are reported in Tab. 3.1. The parabolic pulses were amplified and coupled
to the HNLF via the 90% port of the coupler, and served as the control signal for the
XPM process. An optical delay line was used to temporally overlap the two signals. The
average power of the control signal was ∼21 dBm and the power of the data signal was
kept quite low, ∼3 dBm, to avoid any SPM, which might otherwise induce additional
chirp on the data pulses. An example of the spectrum after the HNLF is presented in
Fig. 6.10.a. The signal then passed through a 5 nm wide optical filter which filtered out
the control without affecting the data spectrum, and was launched onto an appropriate
length of SMF (500 m) which removed the chirp and retimed the pulses. Fig. 6.10.b
shows the spectrum of the data signal before and after the filter to confirm that very
little information is lost during the filtering.
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Figure 6.10: a) Spectrum of the signals after the HNLF. b) Spectrum of the signal
before (black trace) and after (red trace) the 5 nm filter when the signal pulses are
aligned to the middle of the parabolic pulses (∆T = 0).

6.5 Results and discussion

To have a better feeling of the effect of the data pulsewidth on the system perfor-
mance and to better examine and understand the overall retiming system, as well as
the maximum total amount of induced timing jitter that could be applied, I modelled
the propagation of the signals in the HNLF and SMF using the nonlinear Schrödinger
equation (see Section 2.5.1 for further details on the implementation of the standard
split-step Fourier method).
The first point to be resolved was the tolerance levels of the system with respect to the
data signal pulsewidth. It is obvious that the shorter the pulsewidth, the better the
performance will be. However, it is important to study how the duration of the data
pulses can affect the performance of the retiming system.
At the time of the experiment, a gain switched DFB laser was employed as the data
signal. Straight after the DCF (linear compression), the pulsewidth was about 5 ps,
while after nonlinear compression ∼2 ps pulses could be easily achieved. So 2 and 5 ps
sech pulses were modelled as the data signal with the same peak power value of 88 mW
(a low value is chosen in order to minimize any SPM effects). The control signal was
modelled as designed for the experiment, i.e. ∼10 ps parabolic pulse superimposed with
a 5th order super-Gaussian.
Fig. 6.11.a and Fig. 6.11.b show the position of the initial data pulses (blue pulses),

before the time compensator, relative to the control pulse (red pulse) centre, which has
been chosen as absolute reference (∆T = 0). The maximum amount of delay was set
to ∆T = ±5 ps, corresponding to the FWHM of the parabolic pulses and the step con-
sidered was 0.5 ps. Clean sech shapes are obtained in both cases of data pulsewidths,
when the data sit close to the middle of the parabolic pulses. However, when the relative
offset increases, then part of the pulses sit outside the parabolic shape and this is even
more critical for broader data pulses. This means that there will be a nonlinear chirp
across these pulses that will translate into distortion on the pulse shapes themselves.
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Figure 6.11: Data and control signals before the simulated retiming scheme for 2 ps
(a) and 5 ps (b) sech pulses. Corresponding pulses at the output of the system (c) and
(d).

Because each pulse will have the same energy after the propagation through the HNLF,
the distortion will cause some fluctuations in the peak power, introducing some ampli-
tude noise.
Indeed, Fig. 6.11.c and Fig. 6.11.d show the final pulses at the output of the simu-
lated retiming system. When 2 ps initial pulses are considered, the retiming is clearly
achieved and the pulses broaden up to ∼10 ps because of the dispersive medium (few
hundred meters of SMF). Some amplitude noise fluctuations, due to distortions, are
evident as previously discussed. In particular, peak amplitude fluctuations of ∼13%
are obtained for a maximum delay of ∆Tmax = ±5 ps, and only ∼7.5% if a maximum
delay of ∆Tmax = ±4 ps is considered. When 5 ps initial pulses are propagated, the
situation becomes more critical. Retiming is still achieved, but highly distorted pulses
with significant pedestal and amplitude noise (∼24% for ∆Tmax = ±5 ps and ∼16% for
∆Tmax = ±4 ps) are obtained.
From these preliminary studies, it is clear that the data signal should be as narrow as
possible, compared to the control signal, to avoid distortion on the signal. On the other
hand, the 2 ps initial pulses result in broader final pulses than the 5 ps initial pulses.
This is clearly understood in terms of Fourier transforms as discussed in the introduction
of this Chapter. The shorter the pulse is in the time domain and broader it is in the
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Figure 6.12: a) Analytical, numerical and experimental curves of the wavelength
shift versus time delay between the control and data signals. b) Numerical XPM data
spectra for different cases of overlap.

frequency domain. At the end of the retiming system, the signal is the Fourier transform
of the initial one, so that shorter pulses broaden up more than the corresponding broader
pulses. However, this broadening can be avoided. For example, the initial pulse that
needs to be retimed can be carefully pre-chirped so that the final pulsewidth is compa-
rable to the input width one [84]. Obviously, though this would imply a broader pulse
when it interacts with the control pulse in the HNLF. Alternatively, a higher control
peak power, which corresponds to a higher induced XPM frequency shift, can be used,
so that a shorter length of SMF can be used. In Section 6.2, it was already pointed out
that in order to keep the same initial pulse shape, a careful choice of the control peak
power (proportional to the parameter C) was required, see Eq. 6.12.

To test the linearity of the XPM chirping scheme, the shift of the central wavelength
of the data signal was first simulated as a function of their temporal misplacement,
∆T , relative to the centre of the parabolic pulses. The simulated trace is shown in
Fig. 6.12.a (blue circles). The XPM-induced wavelength shift is found to vary linearly
with the delay ∆T, closely following the trend anticipated from my design, obtained
by calculating the instantaneous frequency shift from Eq. 6.3 (see dashed curved in the
same Figure). The divergence of the theoretically calculated slope from a straight line
close to the edges of the control pulses is due to the super-Gaussian profile superimposed
upon the ideal parabolic shape. The figure also highlights that the simulated trace does
not follow the monochromatic signal trend when the data pulses sit close to the edges of
the parabolic pulse wings. This is because of the finite width of the spectrum of the data
pulses, which gives rise to distortion at these extreme cases of input time delays. This
is illustrated in Fig. 6.12.b, which shows some simulated examples of spectral traces of
the data signal, just after the HNLF. In particular, a blue shifted- (∆ T>0), un-shifted-
(∆T=0) and a red shifted-spectrum (∆T<0) are shown.
Next the signal after the SMF was examined. In particular, the temporal difference
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Figure 6.13: Relative time delay of the data pulses at the output of the system for
various control pulse shapes as a function of the initial time delay between control and
data pulses.

between the center of the control pulse and the data pulse was studied as a function
of the relative mistiming of the pulses at the system input. In Fig. 6.13 the results
are plotted together with the theoretical curve, which is obtained by considering only
XPM-induced frequency shifting in the HNLF and linear propagation in the SMF. For
reference, the Figure also shows the predicted performance of Gaussian and sech pulses
of the same FWHM (10 ps) as control signals, highlighting the importance of the use of
a parabolic shape in achieving a broad retiming window (+/-5ps retiming window for
parabolic pulses).

For the characterization of the performance of the experimental set-up, I performed the
same kinds of measurements that were previously simulated. The results from the ex-
periments are compared against the simulation results in Fig. 6.12.a and Fig. 6.13. In
Fig. 6.12.a, the measured XPM-induced wavelength shift (diamond points) is plotted
against both the theoretical and simulated results, previously discussed, showing a very
good agreement between the two. In Fig. 6.14 I show some experimentally obtained
examples of spectral traces of the data signal, showing one of the most extreme cases of
blue shifted- (∆T>0), un-shifted- (∆T=0) and red shifted-spectrum (∆T<0), used to
derive some of the previous points in Fig. 6.12.b. Note that these measurements were
taken before the SMF, but the same results would have also been obtained after the
SMF, since linear propagation through a dispersive medium does not affect the intensity
of the spectral components.
Next, the signal after the SMF was examined in the experiment. The control signal was

not completely filtered out, so that this could be used as a temporal reference point. By
adjusting the optical delay line, the combined autocorrelation of the control and data
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Figure 6.14: Experimental XPM data spectra for different cases of overlap.

signals at the output of the SMF was measured for various values of ∆T, and from that
the information on the relative mistiming of the pulses was extracted (diamond points in
Fig. 6.13). Once more, the measurement is in good agreement with the theoretical and
numerical curve. Examples of three cases of different arrival times of the data pulses,
relative to the parabolic control pulses cross-correlation trace, are shown in Fig 6.15. It
is worth noting that because of the difference in the group velocity between the control
and data wavelengths inside the SMF, the two signals do not overlap in the case of ∆T=0
at the output of the system. From Fig. 6.15, it can be noted that the autocorrelation
pulsewidth in the case of ∆T=0 is slightly narrower compared to the other two cases.
This can be explained, considering Fig. 6.11, where it is shown that by increasing ∆T, a

Time[ps]
-40 -20 0 20 40

C
ro

ss
-c

or
re

la
tio

n
In

te
ns

ity
[a

.u
.]

0.0

0.5

1.0
∆
�� �

∆
�� �

∆
�� �

∆����	��
∆����	���

Signal

Control

Figure 6.15: Cross-correlation traces of three cases of different arrival time of the
data pulses relative to the parabolic control pulses.
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greater portion of the pulses sit outside the parabolic shape, meaning that these pulses
will get more distorted. In particular, the pulse broadens to the detriment of the peak
power and the corresponding autocorrelation pulse width increases.
The performance of the retiming system was evaluated for several values of determinis-

tic timing jitter, deliberately applied to the initial data pulses. The eye diagrams at the
input and output of the system were observed on a DCA, and the timing jitter measured
by means of the intensity distribution histograms at the FWHM point (taken on the
trailing edge of the pulses), as already discussed (see Section 4.3). These measurements
are summarized in Fig 6.16 and Fig 6.17. It is possible to suppress the timing jitter by
as much as ∼4 ps (rms value) in the incoming data stream, corresponding to a peak-
to-peak (p-p) value of ∼18.2 ps. Above this value, the probability of finding the pulse
outside the retiming window increases drastically. Fig 6.16 shows some examples of eye
diagrams at the input and output of the retiming system, obtained for incoming signals
with an rms timing jitter of ∼1.8 ps (p-p of ∼10.4 ps), ∼2.9 ps (p-p of ∼15.3 ps) and
∼3.5 ps (p-p of ∼16.4 ps) respectively. The corresponding timing jitter histograms of
these pulses are plotted in Fig 6.17.a and Fig 6.17.b. The jitter of the pulses at the
output of the retiming system was measured to be ∼1 ps (rms value) for all the cases
examined, see Fig 6.17.c, which corresponds to the resolution limit of the DCA used
for my measurements. Note that, similar to other retiming schemes that rely on the
conversion of timing jitter to a wavelength jitter, an additional switching stage would be
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Figure 6.16: Eye diagrams before (a.i-iii) and after (b.i-iii) the retiming scheme for
three different values of induced timing jitter. Time scale: 10 ps/div. Scope bandwidth:
20 GHz.
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Figure 6.17: Noise distributions for 3 different cases of timing jitter before (a) and
after (b) the retiming scheme. (c) Output versus input rms timing jitter of the data
signal.

needed to be included at the output of the system, in order to transmit the pulses further.

6.6 Conclusion

In conclusion, the application of SSFBG-based linear pulse shaping to parabolic pulse
generation and the use of such pulses for the retiming of short optical pulses was numer-
ically and experimentally demonstrated. The retiming technique relies on frequency-
chirping mistimed pulses using XPM in a HNLF pumped by parabolic clock pulses.
The profile of these pulses ensures that the chirp on the switched pulses is linear over
a wide range, so that it can be removed by linear propagation in an appropriate length
of SMF. If more conventional control profiles, such as Gaussian or sech, are to be used,
the approximation of the XPM-induced phase to a linear curve would be accurate only
for a small region close to the centre of the pulse, as clearly demonstrated in this Chap-
ter. The importance of using broad data parabolic pulses relative to the data pulses to
reduce distortion of the pulses is also shown.
The quality of the FBG used to shape the initial pulses into parabolic pulses is also
discussed, highlighting that the discrepancy between the designed and measured grating
reflectivity gives rise to parabolic pulses with some pedestal. However this will become
an issue when the nonlinear propagation of such pulses is investigated (see next Chapter),



Chapter 6 Retiming technique using parabolic pulses shaped in SSFBGs 103

while it is not causing any problem for the retiming scheme proposed in this Chapter.
Considering ∼10 ps parabolic pulses as the control signal, a wavelength shift of up to
∼0.5 nm is numerically predicted and experimentally verified, while a retiming window
of ±5 ps is demonstrated. Furthermore, the cancellation of up to 4 ps rms timing jitter
is demonstrated in a system experiment.
The average power of the control pulses was ∼21 dBm, requiring ∼500 m of SMF to
retime the data signal. Due to the length of the dispersive medium considered, the final
pulse width was broader than the initial one. However, this is not a limiting issue and
different approaches can be carried out to solve it. For example, by carefully choosing
the peak power of the control pulse, so that the chirp value (C) is one, it is possible
to have a final pulse width that equals the initial one. In the particular experiment
discussed here, this would have required a control average power of ∼26 dBm.
The sharp tails of the shaped pulses facilitate scalability of the scheme to far higher
repetition rates. For the case examined in this Chapter, data signals up to 80 Gb/s
could be considered directly. However, because of the fs response of the nonlinear effects
in optical fibre, even higher repetition rates can be envisaged, if shorter parabolic pulses
are implemented as the control signal. Obviously, higher bit rate would require higher
average power level of the control signal.
Finally, this technique is directly applicable to the simultaneous retiming of several
synchronized WDM channels.



Chapter 7

Nonlinear propagation of

parabolic pulses shaped in an

SSFBG

7.1 Introduction

Recent progress in high quality supercontinuum generation (SCG) techniques in
optical fibres has enabled a wide range of applications including optical coherence to-
mography [100], frequency metrology [101] and dense wavelength multiplexed optical
communication systems based on spectral slicing [102]. For some of these applications,
optimising the spectral density for a given pump power whilst maintaining a flat spectral
profile is critical, whereas for others maintaining a high degree of coherence across the
pulse is a primary concern.
Broad spectra can be generated in both dispersion regimes by launching short pulses in
HNLFs. Anomalous dispersion fibres can provide the highest broadening factors [103]
resulting from the complex interplay between various non-linear effects e.g. SPM, four
wave mixing and soliton self-frequency shift. In normally dispersive fibres, the combina-
tion of dispersion and self-phase modulation has the advantage of allowing the generation
of flatter spectra [102]. However, the main limits to spectral pulse quality in this regime
is the spectral ripple that arises from SPM of the sech-shaped pulses, typically generated
by most short pulse lasers, and the effects of wave-breaking which may lead to a signifi-
cant change in the temporal pulse shape and to a severe transfer of energy into the wings
of the spectrum. Such effects can in principle be avoided by using a parabolic temporal
intensity profile [104]. SPM induces a perfectly linear chirp to such a pulse shape, so
that parabolic pulses remain parabolic during their propagation in HNLFs, resulting
in spectrally flat, highly-coherent pulses. However, it remains a key issue as to how
to reliably generate parabolic pulses in the first instance. As discussed in the previous

104
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Chapter, various techniques to generate such parabolic pulses have been demonstrated,
especially in the field of optical amplifiers, see for example [96–98]. However, it has been
shown in this thesis, see Sec 6.3, that parabolic pulses can be passively generated using
superstructured fibre Bragg grating with typical lengths of few centimetres. The SSFBG
applies precise spectral filtering to the amplitude and phase of short laser pulses, so that
upon reflection the spectrum of the signal acquires the features that correspond to the
required pulse form.
In this Chapter, the results of numerical and experimental studies of SPM-induced spec-
tral broadening of these shaped parabolic pulses are reported in a normally-dispersive,
silica-based HNLF. Results in terms of the extent of spectral broadening, the proportion
of energy stored within the 3dB bandwidth, and the reduction of spectral ripple relative
to the case of conventional sech shaped pulses, are presented for both cases. It is found
that the initial pulse form, as well as any residual pedestal associated with the pulse,
play important roles for the subsequent evolution of the pulse in the HNLF.
Further, the demonstration of the benefits that this simple parabolic pulse reshaping
technique can provide for spectral slicing source applications at telecommunications
wavelengths, and how the smooth chirp profile of the output pulse spectrum can be
exploited for pulse compression, are demonstrated.

This Chapter opens with the description of the experimental set-up used to study the
SPM-induced spectral broadening of different kinds of pulse shapes and pulse widths.
A complete characterization of the results achieved are presented, which are supported
both by numerical and experimental data and, finally, two different applications are
reported to exploit the flat spectrum and the optimised spectral density.

7.2 Experimental Set-up

I studied the SPM-induced spectral broadening performance of different pulse-shapes
and pulse-widths using the experimental set-up shown in Fig. 7.1. The transmitter was
based on the EFRL used in the previous experiments. However, this time the optical
signal was gated down by the modulator to produce a 5 GHz train of ∼2 ps pulses
at a wavelength of 1542 nm. In this way, a higher peak signal power level could be
reached, thus allowing a broader spectrum at the end of the system. These pulses
were then used as the input to the 10 ps parabolic pulse shaper formed by a SSFBG.
The grating implemented for this demonstration is the same as used in the previous
Chapter. The corresponding profiles of the shaped pulses in the time and frequency
domain, as characterized by the SHG-FROG, are shown in Fig. 6.8.c and Fig. 6.8.d. The
performance of these pulses was compared with that of nearly transform-limited sech
pulses with a FWHM of either ∼2 ps, obtained directly from the laser source, or 10 ps,
obtained after filtering the 2 ps pulses with a narrow band filter (Fig. 7.1). Fig. 7.2.a
and Fig. 7.2.b show the profiles of the 2 ps (red traces) and 10 ps (green traces) pulses,
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Figure 7.1: Experimental Set-up.

Dispersion @1550nm Dispersion Slope Length Loss Effective Nonlinearity
(ps nm−1km−1) (ps nm−2km−1) (km) (dB km−1) (W−1km−1)

-0.87 -0.0006 0.5 1 19

Table 7.1: Fibres’ parameters

in the wavelength and time domain, obtained by an OSA and a commercial SHG-FROG
system respectively. Each of these pulse forms were then amplified and fed into 500 m of
HNLF, whose parameters are reported in Tab. 7.1. The pulses were then passed through
either an arrayed waveguide grating or ∼30 m of SMF depending on the end-application
needs.
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Figure 7.2: Spectral (a) and temporal (b) intensity profiles of the 2 ps and 10 ps
sech pulses using SHG-FROG.
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7.3 SPM broadening results and discussion

Prior to performing any experiments, the propagation of the different waveforms in the
HNLF were simulated using the standard split-step Fourier method (see Section 2.5.1
for further detail on the method) in order to examine the dependence of the spectral
broadening on the initial pulse properties (shape and energy). In particular, 2 ps and
10 ps idealized sech pulses as well as 10 ps ideal apodized parabolic pulse were considered,
as initial pulses. The different cases are compared for the same initial pulse energy, in
terms of the 3 dB spectral bandwidth at the HNLF output, and the ratio between the
energy within the 3 dB bandwidth and the total energy of the pulses. This last parameter
allows the optical wave breaking phenomenon, characterized by the appearance of side
lobes at the edges of the pulse spectrum, to be quantified. It is desirable to avoid this
phenomenon in order to restrict the energy spreading towards the wings of the spectrum.
The results, obtained for the three different pulse forms, are summarized in Fig. 7.3.a
and Fig. 7.3.b. The initial 2 ps sech pulses (red traces) undergo the greatest spectral
broadening (∼33 nm for the highest energy level of 100 pJ). However, as soon as the
energy levels increase, wave-breaking effects become severe, resulting in only half of the
energy remaining in the central part of the spectrum. The 10 ps sech pulses (green
traces) do not exhibit such an energy transfer to the spectral wings; more than 90% of
the energy remains within the 3 dB bandwidth. Their spectra broaden almost linearly
with increasing pulse energy, reaching ∼17 nm for the highest pulse energy considered
(100 pJ). By contrast the 10 ps parabolic pulses (blue traces) broaden up to ∼29 nm
for 100 pJ pulse energy (similar to the 2 ps sech case). However, in this case most of
the energy (∼90%) is confined within the central 3 dB bandwidth of the spectrum, as
in the case of 10 ps sech pulses.

In order to confirm the numerical analysis, spectral broadening experiments were per-
formed. The results (diamonds and open circles) are plotted together with the simulated
ones (Fig. 7.3.a and Fig. 7.3.b), exhibiting a good agreement between them. They also
confirmed that the parabolic pulse shape shows the best performance in terms of spectral
broadening and proportion of energy within the central part of the spectrum. Fig. 7.4.a
shows the experimental spectra for the three cases, when the pulses were launched into
the fibre with the maximum energy level of ∼100 pJ. The spectra are normalized to
their total energy. This normalization was chosen to qualitatively demonstrate the en-
ergy spreading across the spectrum. Note that the slight peaks at the central wavelengths
in the power spectra of the output signals are caused by the finite extinction ratio of the
data modulator used to gate down the pulse repetition rate, resulting in the existence
of ghost pulses in the zero-slots (see Appendix for further details). While the spectral
shapes of both cases of sech pulses show high relative ripple, the spectral shape of the
parabolic pulses is smoother and flatter.
Despite the fairly good performance achieved, a slight asymmetry and also fast ripples
on the top of the measured spectrum can be observed, especially at shorter wavelengths
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Figure 7.3: a) Numerical and experimental FWHM spectral width versus energy level
for parabolic pulses (blue line and diamonds), 10 ps sech (green line and circles), and 2
ps sech (red line and circles). b) Numerical and experimental energy percentage stored
in the central part of the spectra (3 dB bandwidth), versus energy level. The same
conventions hold for all these figures.

for the parabolic case. Indeed, Fig. 7.4.b shows a comparison between this measured
spectrum and the simulated one, when an ideally designed parabolic shape is considered,
plotted on a logarithmic scale. It is clear that a smoother spectrum should have been
achieved and the falling leading and trailing edges, typical of the parabolic form when
plotted on a logarithmic scale, are limited by the wavebreaking phenomenon, which still
occurs. The discrepancy from the ideal case is mainly due to the initial parabolic pulse
form that presents a slight asymmetry and relative pedestal (see Fig. 6.8.d) compared
to the designed case. Indeed, in the previous Chapter, a comment on some differences
between the designed and measured grating reflectivity have already been reported (see
Section 6.3). The main consequence is that the corresponding shaped pulse is still fairly
parabolic, but with some pedestal. This pedestal did not cause any particular problem
in the retiming system, where the pulse to be retimed sits mainly about the centre of
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Figure 7.4: a) Experimental spectral traces after the HNLF for 10 ps parabolic (blue
trace), 10 ps- (green trace) and 2 ps- (red trace) sech pulses. Spectral traces are
normalized with respect to their total energy (linear scale). b) Experimental (solid
line) and simulated (dashed line) spectra of the parabolic pulses.
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10%

Figure 7.5: Ideal designed parabolic pulses considered in the simulations with (b)
and without (a) a 10% pedestal. Corresponding numerical spectra at the output of the
HNLF with (d) and without (c) a 10% pedestal.

the shaped pulse. On the contrary, in this experiment, this pedestal induces, a non-
linear chirp at the edges of the pulse, causing a fast ringing structure on the spectral
profile. This is demonstrated in Fig 7.5.b, where the simulated spectra at the output of
the HNLF are shown for an ideal apodized parabolic pulse with (blue solid trace) and
without (red dotted trace) a 10% pedestal (Fig 7.5.a).
It is obvious that this pedestal on the temporal pulse shape and consequently these

relatively high and fast ripples on the spectrum are not desired and could compromise
the quality of the processed signal, for example, in terms of unequal WDM channel
amplitudes after slicing of the SC spectrum or in terms of precise linear chirp across the
whole signal, if compression of the pulse needs to be carried out.
The SSFBG used to shape the initial pulse was further analysed to identify the origins
of the problem and try to solve them. The transmission of the grating was measured
and is reported in Fig. 7.6. As can be seen, it appears that the grating is very strong
(transmission loss of ∼5 dB), while the model implemented to design this kind of grat-
ings is valid in the weak grating limit (loss in transmission of at most 1 dB). If this weak
limit is not observed, the signal does not penetrate completely through all the grating
structure and so it will not be properly shaped by it.

In general, one way of controlling the strength of a grating, after fabrication, is to
anneal it. So the grating was partially erased using a heating process to reduce the
transmissivity down to 1 dB and the quality of the new shaped pulses was assessed
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Figure 7.6: Grating transmissivity before annealing.
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Figure 7.7: a) Experimental (gray dashed line), calculated (solid blue line) and EAM-
FROG retrieved (black dashed line) spectra of the parabolic pulses. b) Intensity and
phase of the parabolic pulses measured using EAM-FROG; the measured intensity
profile is fitted to an ideal parabolic pulse (circles).

again using spectral measurements and the EAM-FROG technique (Fig. 7.7). Fig. 7.7.a
and Fig. 7.7.b show the measured and retrieved spectrograms of the parabolic pulse in a
logarithmic scale. Fig. 7.7.c compares the measured optical spectrum (gray dashed trace)
of the pulses reflected off the SSFBG with the designed spectrum of a single parabolic
pulse (blue solid trace) and the retrieved spectrum from the EAM-FROG measurement.
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As can be seen, the profile of the shaped spectrum is in very good agreement with the
required spectral form. Good agreement between the retrieved spectrum (dashed black
trace) and the direct spectral measurement is also achieved in this case. However, as can
be seen from Fig. 7.7.c, the agreement is slightly worse at shorter wavelengths due to
the wavelength dependent insertion loss of this particular sampling EAM. The rms error
between the two plots is ∼0.24%. Fig. 7.7.d shows the temporal profile of the measured
shaped pulses (solid blue trace), which is fitted with an ideal apodized parabolic pulse
(circles), illustrating excellent agreement between the two. No pedestal is visible on the
temporal pulse shape, implying that better results in terms of SPM-spectral broadening
are expected. Fig. 7.7.d also shows that the phase is nearly constant across the full
width of the pulse.
The same studies regarding spectral broadening as those presented in Fig. 7.3 and
Fig. 7.4 were then repeated for this new parabolic pulse shape and the results (see
red rectangular points) are presented in Fig. 7.8.a and Fig 7.8.b, where they are com-
pared to the results obtained before annealing the SSFBG (white diamond points) and
to the numerical simulations (solid trace). As can be noted, the annealing has only
slightly affected the amount of spectral broadening of the parabolic pulse shape as well
as the percentage of the energy stored in the 3 dB bandwidth, while it has drastically
changed the actual shape of the spectrum (Fig. 7.9).

The deviation between the experimental and theoretical results in Fig 7.8.b is only
∼10 % and it is mainly linked to the small discrepancy between the parabolic pulse
shape experimentally generated using the particular SSFBG used in the experiment and
the ideal apodized one (see Fig. 7.7.d). It is quite well known that the wings of the
optical spectrum are quite sensitive to any deviation from a perfectly parabolic pulse, so
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The same conventions hold for all these figures.
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Figure 7.9: a) Experimental spectral traces after the HNLF for 10 ps parabolic before
(black trace) and after (red trace) the annealing process. Spectral traces are normal-
ized with respect to their total energy (linear scale). b) Experimental (solid line) and
simulated (dashed line) spectra of the parabolic pulses after annealing.

it is to be expected that there might be some variations between the experimental and
theoretical spectra in the calculation of the portion of energy within the 3 dB bandwidth
(see for example [105]).
Fig. 7.9.a shows the experimental spectra before (black dashed curve) and after (red

curve) annealing, after the HNLF, for a pulse energy level of ∼100 pJ. The spectral
traces are normalized with respect to total energy and plotted on a linear scale. Note
that the annealing has significantly reduced the ripples on the broadened spectrum, ob-
taining a flatter and more uniform spectrum, which will provide optimal conditions for
further applications of the signal, implying that the annealing of the grating has truly
helped to obtain a better initial pulse shape.
This is also emphasized in Fig. 7.9.b, where it is shown the improved agreement between
the spectrum of the measured and ideal parabolic, plotted on a logarithmic scale. The
flat top spectrum and some more rapidly falling edges, which are characteristics of the
parabolic pulse form with a linear chirp, are now visible on the experimental trace as
well and can offer significant benefits in terms of maximising the total throughput in
spectral slicing applications, as will be shown below.

7.4 Applications

As discussed above, the flat spectrum and optimised spectral density are attractive for
spectrally sliced source applications since the shape of the generated flat spectrum can
be tailored to match the full bandwidth of the AWG filter minimising the overall loss
and thereby maximising the spectral density per channel. To show this, the broadband
spectrum was filtered out using an AWG available in the lab. The AWG consists of 38
channels with a channel spacing of ∼0.8 nm from 1528 nm to 1565.7 nm. Note that an
attenuator before the AWG was employed to reduce the nonlinear effects in the AWG
and in the patchcords used to go to the diagnostics (Fig. 7.1). However, an attenuator
of only 10 dB was chosen so that no further amplifiers need to be added for subsequent
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Figure 7.10: Superposition of the measured sliced spectra together with the complete
spectrum of the parabolic pulse plotted on the logarithmic scale (Res=0.5 nm).

pulse characterization. Fig. 7.10 shows a superposition of the spectra of 38 channels
after the AWG. The channels are generated in the 1528-1558 nm-wavelength range.
Unfortunately, shorter wavelengths on the spectrum could not be considered due to the
operating bandwidth of the particular AWG used. The SNR for each channel was better
than 30 dB. The pulse width of each individual channel together with the time bandwidth
were also characterized as a function of wavelength, demonstrating the homogeneous
pulse quality across the full operating bandwidth (Fig. 7.11). The pulse duration and
time bandwidth product are almost constant at ∼7.2 ps and 0.58 respectively, across all
channels, as determined mainly by the AWG filter characteristics. Examples of three
pulse shapes and chirp profiles associated with the filtered channels, (channel 6, 19 and
29 respectively), measured using SHG-FROG, are shown in Fig. 7.12.a-c. As can be
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Figure 7.11: Measured pulsewidths and time-bandwidth product values for the filtered
channels.



Chapter 7 Nonlinear propagation of parabolic pulses shaped in an SSFBG 114

Time[ps]

-40 -20 0 20 40

In
te

ns
ity

[a
.u

.]

0.0

0.5

1.0

C
hirp[G

H
z]

-200

-100

0

100

200

Time[ps]

-40 -20 0 20 40

In
te

ns
ity

[a
.u

.]

0.0

0.5

1.0

C
hirp[G

H
z]

-200

-100

0

100

200

(a)

Time[ps]

-40 -20 0 20 40

In
te

ns
ity

[a
.u

.]

0.0

0.5

1.0
C

hirp[G
H

z]

-200

-100

0

100

200
(b) (c)

Channel  6 Channel  19 Channel  29

Figure 7.12: Examples of three FROG retrieved pulse shapes and chirps of the filtered
output channels (Channel 6 (a), 19 (b) and 29 (c)).

(a) Channel 6 (b) Channel 19 (c) Channel 29

Figure 7.13: Oscilloscope traces of three sampled channels (Channel 6 (a), 19 (b) and
29 (c)) taken at the same scale. Time Scale: 10 ps/div. Scope bandwidth: 20 GHz.

seen, Channel 19, which is the closest to the central wavelength of the initial signal,
has a slight pedestal. This is probably caused by the nonlinear effects of the highly
chirped pulses, which still have relatively high peak powers at the input of the AWG.
This pedestal could be avoided by using a higher attenuation before the AWG, with the
consequence that an amplifier would have to be introduced before some of the diagnostic
devices. For the other channels, this pedestal is not present, because the AWG acts as an
off-set filter after the SPM- broadening, so it rejects the noise for low energy levels [44].
Oscilloscope traces of three randomly chosen channels are shown in Fig. 7.13.a-c and
confirm the good noise performance of the system. Note that the three traces are shown
on the same scale.

Pulses of such a broad spectral bandwidth are potentially useful for other applications
such as linear pulse compression, provided of course that coherence is preserved across
the pulse. To test this, the spectrally broadened parabolic pulses were launched into
∼30 m of SMF (Fig. 7.1). This particular length was chosen to minimize the duration
of the compressed pulses. An attenuator of 20 dB was placed before the SMF to allow
the power levels to be set so as to avoid nonlinear effects in the compression fibre, as
already discussed. The broad spectrum of the compressed pulse (∼29 nm) meant that it
was not possible to use either of the FROG techniques available in the lab, to assess the
signal directly in the time domain. Indeed, Fig. 7.14.a shows the pulse characterization
attempts using the SHG-FROG straight after the HNLF for the maximum power level
of ∼27 dBm at 5 GHz. As can be seen, the retrieved spectrum (blue trace) is narrower
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Figure 7.14: Attempt to characterize the spectrally broadened parabolic pulses before
compression using SHG-FROG technique. Measured (a) and retrieved (b) spectrogram.
(c) Measured with an optical spectrum analyser (black trace) and SHG-FROG retrieved
(blue trace) spectra of the broadened parabolic pulses. (d) Corresponding retrieved
intensity (black trace) and chirp (gray trace).

than the spectrum measured with the OSA (gray trace). This is due to the fact that the
information far away from the central wavelength of the signal is lost, due to the high
losses of the particular SHG-FROG used. Even though the information retrieved from
the spectrogram is bound to be incorrect, due to the missing spectral information, it is
interesting to note that the retrieved temporal shape shows a fairly parabolic envelope
with a highly linear chirp, as expected.
An EAM-FROG measurement was also attempted. The EAM-FROG characterization
results are shown in Fig. 7.15. As a starting point for this characterization, a 10 GHz
pulse train was considered rather than 5 GHz, for the maximum power level of ∼27 dBm.
(In this way, the available characterization set-up at 10 GHz did not need to be changed).
The spectrum measured at the output of the HNLF has a 3 dB bandwidth of ∼17 nm
(black trace in Fig. 7.15.c). Already from the measured spectrogram (Fig. 7.15.a), it is
possible to see that it is missing information towards the higher frequency side (shorter
wavelengths). This is due to the steep increase in insertion loss for wavelengths below
1540 nm for the particular EAM used, as already discussed when characterizing the
parabolic pulse (see Fig 7.7.c). The loss is so high that the signal completely disappears
into the noise floor of the spectrogram measurement. For this reason, it is impossible
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Figure 7.15: Attempt to characterize the spectrally broadened parabolic pulses before
compression using EAM-FROG technique. Measured (a) and retrieved (b) spectrogram.
(c) Measured with an optical spectrum analyser (black trace) and EAM-FROG retrieved
(blue trace) spectra of the broadened parabolic pulses. (d) Corresponding retrieved
intensity and chirp.

to try to correct mathematically for this loss before deconvolution, so the correspond-
ing retrieved shapes in time and wavelength domains (Fig. 7.15.c and Fig. 7.15.d) are
incorrect.
Because it was not possible to use the FROG techniques, only simple autocorrelation

measurements were performed. Fig. 7.16.a shows the numerically compressed pulse in-
tensity profile corresponding to the experimental set-up reported in Fig. 7.1. It exhibits
a predicted FWHM of ∼190 fs. The formation of such a large pedestal (∼7 %) is due
to the third order dispersion effect in the SMF. To confirm this observation, I simu-
lated the propagation of the ideally apodized parabolic pulses after the HNLF through
a pure dispersive medium (no third order dispersion contribution effects considered in
the SMF). A pedestal as low as ∼2 % is now obtained (see Fig. 7.16.b) implying that the
experimental results achieved could be further improved considering very low third order
dispersive media. Note that the slight asymmetry on the compressed pulse in Fig. 7.16.b
is due to the third order dispersion of the HNLF before the compression stage.
Fig. 7.17 shows the corresponding calculated autocorrelation trace (red trace) of Fig. 7.16.a,
which has a predicted FWHM of ∼260 fs. In the same graph the measured autocorrela-
tion trace (Average=8) was also plotted. If we assume the same conversion factor, from
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Figure 7.16: Numerical compressed pulse shape when the SMF is considered with (a)
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before the dispersive medium.
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Figure 7.17: Measured autocorrelation traces of the initial parabolic pulse (black dash
line) and the pulse after fibre compression (blue trace), along with the corresponding
calculated autocorrelation profile (red trace).

autocorrelation to real pulse duration as derived from the simulations (1.365), the auto-
correlation width corresponds to a de-convolved pulse width of 310 fs (i.e. ∼40% more
than the theoretical minimum). This represents a compression factor of more than 30,
relative to the initial 10 ps parabolic pulses, highlighting the quality of the linear chirp
generated in the HNLF. The difference between the numerical and the experimental
predictions can be attributed to deviations of the starting pulse from the ideal parabolic
pulse shape. Finally, Fig. 7.18 shows the measured spectrum before (black trace) and
after (red trace) the compression stage; the two shapes are very similar, implying that
no nonlinear effects occured in the SMF.
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Figure 7.18: Measured spectrum before and after 30 m of SMF.

7.5 Conclusion

In conclusion, the application of SSFBG-based linear pulse shaping into parabolic pulses,
for the generation of ultra-flat broadened spectra in a normal dispersion HNLF, is nu-
merically and experimentally demonstrated. These parabolic pulses provide optimum
performance in terms of spectral broadening, flatness and density as compared to sech
pulses of various pulse widths. However, it is very important to start with a good par-
abolic shape with no pedestal to obtain optimum performance. For this reason, the
parabolic pulse shaping SSFBG was annealed, and thereby its shaping performance was
improved relatively to what was presented in the previous Chapter. Potential applica-
tions, including spectrally sliced pulse source generation and efficient pulse compression,
are also discussed and demonstrated. In particular 38 spectrally sliced sources with a
spacing of ∼0.8 nm from 1528 nm to 1565.7 nm, a pulse duration of ∼7.2 ps and a TBP
of ∼0.58 are demonstrated. A linear pulse compression with a compression factor of
more than 30 relative to the initial 10 ps parabolic pulses is demonstrated as well.



Chapter 8

2R Regeneration in Bismuth fibre

8.1 Introduction

As widely discussed in Chapter 5, in-line all-optical signal regenerators are likely
to play an important role in future large-scale photonic networks, offering considerable
increases in the transmission distances that can be achieved and additional flexibility in
the network design. In their simplest form, signal regeneration devices cancel the effects
of amplitude noise accumulation in transmitted signals (2R regeneration), and they typi-
cally employ a fast nonlinear element with a step-like power transfer characteristic [106].
Such elements can be implemented in optical fibres by making use of the ultrafast Kerr
nonlinearity. Fibre-based nonlinear devices offer the advantages of being transparent
to the bit rate (to rates that exceed several 100’s of Gb/s), and of not degrading the
signal-to-noise ratio or the extinction ratio of the signal [107]. However, because of the
relatively low nonlinearity of silica, fibre based regenerator devices usually have to be
quite long - typically of order >100 m in length. For example, Her et al. [108] have shown
an optimization of a regenerator based on spectral filtering of self-phase modulation in
fibre, where the length of the HNLF used was 2.5 km.
The implementation of more compact nonlinear devices represents a challenge, and is
currently a hot topic in fibre technology research. Recently, promising new highly nonlin-
ear glasses have been developed, such as Bi-Oxide [9], lead silicate [10] and chalcogenide
glasses [11]. Fibres drawn from these compound glasses have been shown to exhibit
effective nonlinearities per unit length which are some orders of magnitude higher than
standard single mode fibres. This allows for a drastic reduction in the length require-
ments of fibre-based nonlinear devices [109], and enables the implementation of meter-
long nonlinear switches with improved performance in terms of stability and input power
requirements.

There have been several demonstrations of fibre-based 2R regenerators that make use
of either SPM [44], XPM [110], FWM [111], or even SRS [112]. Amongst these, SPM-

119
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based schemes have the advantage that no additional laser source is required, making
the regenerator structure simpler [113]. In this Chapter, the performance of a 2-m long
all-optical regenerator, based on a bismuth-oxide-based nonlinear fibre with an effective
nonlinear coefficient γ of ∼1100 W−1km−1, is demonstrated at 10 Gb/s and 40 Gb/s.
The 2R regeneration scheme used is based on spectral broadening of the signal due to
SPM in the Bi-NLF followed by narrow-band offset filtering. The normal dispersion of
the Bi-NLF at telecommunication wavelengths favored the generation of a smooth SPM
spectrum [114], free from any noise arising from modulation instability, which would be
observed in anomalously dispersive fibres [115].

This Chapter opens by explaining the basic principle of the technique and how the
amplitude noise was induced in the system. The main characteristics of the highly
nonlinear bismuth oxide fibre used are described and a comparison with different kinds
of nonlinear fibre is presented. Finally, two slightly modified systems are described
at 10 Gb/s and at 40 Gb/s. For each repetition rate, the experimental set-up and
a complete characterization of the system, supported both by experimental data and
numerical analysis, are presented.

8.2 Reshaping technique: basic principle

The detailed operation principle of the SPM-based 2R regenerator is explained in Sec-
tion 2.4.1. However, in this Section, some key points of the technique are summarized.
For the implementation of the SPM-based 2R regenerator, the amplified data signal
propagates through the nonlinear fibre, and the spectrally broadened signal is then
passed through a filter, which is centered at a wavelength slightly offset from the origi-
nal signal [44]. At low powers (i.e. when the transmitted symbol is nominally a ”zero”),
the signal does not experience any spectral broadening during its propagation through
the fibre, such that the signal is rejected by the filter (i.e. suppression of the ”zero”
bits). However, if the signal power is high enough (i.e. when the transmitted signal is
nominally a ”one”), then a portion of the SPM-broadened spectrum passes through the
filter. Furthermore, since the spectral density of the broadened spectrum at the filter
pass-band can be made to be relatively insensitive to the peak power of the input pulse,
any amplitude fluctuations on the ”one” bits are reduced in the process (i.e. equalization
of the ”one” bits).
Clearly, this behaviour depends strongly on the launched power, filter offset and fibre
characteristics. The aim of this investigation is to achieve the optimum performance
of the 2R regenerator; no attempt is made to minimize the input power-fibre length
product. For this reason relatively high power levels and wavelength detunings will be
considered. However, as will be discussed later, the power-fibre length product of this
kind of fibre is more than one order of magnitude lower than conventional silica based
fibres, highlighting the potential of these kinds of fibre for compact practical nonlinear
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optical processing devices.

8.3 Characteristics of the highly nonlinear bismuth oxide

fibre

Figure 8.1: Example of a cross-sectional image of the highly nonlinear bismuth oxide
fibre.

The fibre sample used for the demonstration of the 2R regeneration was fabricated by
the Asahi Glass Company. A photograph of the cross-sectional image of the bismuth
fibre is shown in Fig. 8.1.
Tab. 8.1 summarizes the characteristics of the fibre, as measured at 1550 nm.
In general, optical fibres with a high Kerr nonlinearity can be fabricated by using novel

Core Core Cladding Effective
diameter refractive refractive Mode Area

(µm) index index [µm2]
1.97 2.219 2.13 3.04

Dispersion Dispersion Slope Length Loss Effective Nonlinearity
(ps nm−1km−1) (ps nm−2km−1) (m) (dB m−1) (W−1km−1)

-278 0.947 2 0.9 1000± 100

Table 8.1: Characteristics of the fibre used in the 2R regeneration scheme. The results
were provided by the Asahi Glass Company.

glass materials with high nonlinear refractive index, n2, and/or tightly confining light
within the core of the fibre, since the nonlinear coefficient, γ, is defined as follows [29]:

γ =
2πn2

λAeff
, (8.1)

where λ is the signal wavelength and Aeff represents the effective area, which is related
to the core size and the numerical aperture of the optical fibre. The nonlinear refractive



Chapter 8 2R Regeneration in Bismuth fibre 122

index of the core glass in Bismuth oxide fibre is over 40 times greater than the nonlinear
refractive index of silica, and the small Aeff ∼ 3µm2 of the Bi-NLF contributes to the
achievement of the high γ. On the other hand, the small core causes some difficulties in
splicing to conventional silica fibres, leading to large splicing losses. At the moment, the
typical splicing loss value from SMF to this kind of fibre is 3 dB. However, in principle
this value could be reduced further using tapered waveguide structure [116].
Fig. 8.2 shows the spliced fibre sample used in the experiment.

Figure 8.2: Photograph of the spliced highly nonlinear bismuth oxide fibre used.

Moreover, as far as the fibre itself is concerned, it is interesting to compare the perfor-
mance of this kind of fibre with other types of nonlinear fibres. A commonly used figure
of merit (FOM) for the nonlinear efficiency evaluation is the γ×Leff product expressed
in W−1, where Leff is the effective length, defined in Eq. 2.2 [117]. The γ×Leff product
provides the quantitative information of the nonlinear phase shift achievable in an opti-
cal fibre at an input peak pump power of 1 W. This FOM depends on both the effective
nonlinear coefficient and the propagation loss (indeed Leff depends on the actual length
of the fibre as well as the attenuation loss α, see Eq. 2.2). For optimum performance, i.
e. large phase shift and/or small input power, both Leff and and γ should be as large as
possible. The maximum effective fibre length is the reciprocal of the propagation loss,
Leff,max = 1/α, and thus the term γ/α describes the FOM when using long fibre lengths.
However, short fibre lengths are desirable to allow the realization of compact devices. In
this way, this last FOM is not an appropriate value for such devices. A better parameter
could be one where the real fibre length is fixed to a reasonable value for compact devices
and to use the corresponding effective length. 1 m seems an appropriate fibre length for
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fibre Length γ × Leff γ × Leff,1m

(m) (W−1) (10−3W−1)
Bi-NLF 2 1.8 993.5
HNLF 220 4.3 20

Table 8.2: FOMs for 2 m bismuth fibre and 220 m HNLF.

compact nonlinear devices, thus the term γ×Leff,1m serves as a reasonable FOM [118].
Taking into account these FOMs, it is interesting to compare the values obtained for
the 2 m of bismuth fibre with the ones obtained with the HNLF, previously used in this
thesis (see Tab. 3.1). These results are reported in Tab. 8.2. While the low loss values
of the HNLF still makes this technology beneficial, Bi-NLF yields better results when
compactness is the primary requirement. Obviously, these FOMs alone do not give a
complete characterization picture. Dispersion and other nonlinear effects (such as two
photon absorption (TPA)) also need to be taken in account.
Finally, the normal dispersion of the bismuth-oxide based step-index fibre at the tele-
com wavelengths enables its use in 2R regeneration schemes based on SPM and offset
filtering, free from modulation instability induced noise, as described in this Chapter.

8.4 Artificial introduction of amplitude noise

It is fair to say that the ultimate test of any signal regenerator is performed through
transmission experiments. However, making such measurements is a major undertak-
ing and in this Chapter, I have chosen to add intensity noise in an artificial manner
in common with many other researchers reporting regenerator elements in the litera-
ture. Compared to the experimental set-up described in Chapter 5, a second modulator
driven by a 15 MHz sinusoidal signal is included to add amplitude jitter. The amount of
induced amplitude jitter can be varied both by varying the amplitude of the frequency
modulation as well as by degrading the extinction ratio between marks and spaces of the
data, facilitated by choosing a non-optimum bias voltage for the modulator. The main
reason for this choice, rather than considering ASE noise added to the initial signal,
is to have increased control over the amount of noise introduced in the system. It has
also allowed us to have increased flexibility over the exact amount of noise added on the
two levels, allowing us to assess the performance of the regenerator individually both in
terms of elimination of ghost pulses and amplitude noise. There are indeed applications
where it is more important to be able to compensate for one of the two levels. For
example, in Chapter 5, the non-flat top of the rectangular pulse adds further amplitude
noise to the ”one” level, resulting in an uneven noise on the two levels.
Note that several previous papers have demonstrated the robustness of similar 2R-
regenerator based on different HNLFs schemes against possible phase noise on the initial
signal, see for example [108, 119]. In particular in [119], a similar 2R regenerator exper-
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iment based on 1 m of Bi-NLF was implemented and demonstrated employing an ASE
as a noise source to impact the signal degradation.

8.5 Experimental Set-up for the 10 Gb/s experiments
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Figure 8.3: Experimental Set-up. MOD: modulator. RX: Receiver. BERT: Bit error
rate tester.

The experimental set-up is shown in Fig. 8.3. The 10 GHz, actively mode-locked, EFRL
was used as the data source to generate ∼2 ps sech pulses at the operation wavelength
of 1555.7 nm. The pulses were modulated to provide a 231 − 1 PRBS and noise was
artificially induced via the amplitude noise generator described in Section 8.4. The
pulses were then intentionally broadened by a ∼ 0.7 nm bandpass filter to 5 ps and
subsequently amplified by a high power Er/Yb amplifier before being launched into the
2-m-long Bi-NLF. Finally, a tunable 0.6 nm bandpass grating filter was used to filter
the output of the regenerator. This filter bandwidth was the closest to that of the signal
entering the 2R regenerator, available in the laboratory. Note that the power levels
quoted herein correspond to the powers at the input of the Bi-NLF patchcord, and not
to the input of the Bi-NLF itself (∼3 dB less due to the splicing losses).

8.6 Results and discussion for the 10 Gb/s experiments

In order to assess the performance of the nonlinear thresholder, the SPM-broadened
spectra of the pulses for various input signal powers were experimentally studied, see
Fig. 8.4.a. It can be seen that the combined effects of SPM and normal dispersion
result in a smooth, almost flat-topped spectrum, which is desirable for 2R regenera-
tion since it leads to a flatter power transfer function. It is worth noting, though, that
the asymmetric broadening behavior between the longer and shorter wavelengths is in-
dicative that the input pulses are not symmetric transform-limited input pulses since
such pulses would give symmetric SPM-induced spectral broadening. To understand
this behaviour the non-linear Schrödinger equation was numerically solved, by using the
standard split-step Fourier method. Effects included in the simulation were attenuation,
group-velocity dispersion, cubic dispersion and Kerr nonlinearity, see Section 2.5.1 for
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Figure 8.4: a) Experimental SPM-induced spectral broadening for various input peak
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offset for ease of reading.

Time[ps]

-15 -10 -5 0 5 10 15

In
te

ns
ity

[a
.u

.]

0.0

0.5

1.0

C
hi

rp
[G

H
z]

-200

-100

0

100

200

Time[ps]

-15 -10 -5 0 5 10 15

In
te

ns
ity

a.
u.

]

0.0

0.5

1.0

C
hi

rp
 [G

H
z]

-200

-100

0

100

200

(a) (b)

Figure 8.5: Intensity and chirp profile of the pulses at (a) the input and (b) output
of the regenerator using SHG-FROG.

further details. Considering an ideal 2 ps sech pulse, a symmetric spectrum (red curve
in Fig. 8.4.b) was predicted. Consequently, the pulses entering the regenerator system in
the experiment were characterized using SHG-FROG. As can be seen in Fig. 8.5.a, the
chirp of these pulses exhibits higher order components, which are induced by the filter
used to broaden the pulse to ∼5 ps. To understand this observation, the corresponding
intensity profile and group delay of the filter used were characterized and the results
are shown in Fig. 8.6, where a small local peak in the phase response at the central
wavelength of the filter is visible. The slope (chirp) of this central peak is opposite to
the overall slope of the grating phase, implying that the filter induces a nonlinear chirp
on the pulses. By including this filter characteristic contribution within the numerical
Split Step Fourier technique based nonlinear pulse propagation calculations it was pos-
sible to accurately account for the observed experimental behaviour. To demonstrate
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Figure 8.6: Reflectivity and group delay profiles of the filter used to broaden up the
data signal.

this numerical SPM-induced spectral broadening (blue curve in Fig. 8.4.b) is plotted
together with the experimental one (black curve) for similar input power.
In order to make use of this flat spectral region during the implementation of the 2R
regenerator, the filter was tuned towards longer wavelengths relative to the original
signal wavelength. To optimise the regeneration performance further numerical simula-
tions were carried out, since the filter offset has been shown to be a key parameter for
obtaining the best performance. Fig. 8.7.a shows numerical transfer characteristics at
different offset filterings. As well known, the higher the offset, the flatter the transfer
curve becomes at the ”zero” level, although the power requirements to reach the curve
peak increases and becomes more challenging experimentally. Fig. 8.7.a also shows that
regeneration could be achieved in the instance that the filter was tuned towards shorter
wavelengths relative to the original signal wavelength for the same amount of detuning,
see grey dashed curve. Because of the asymmetry of the spectral broadening, the trans-
fer functions observed either side of the central wavelength show different behaviour.
In particular, for the same amount of peak power, the side of the spectrum towards
shorter wavelengths broadens less and exhibits more pronounced ripple compared to
longer wavelength operation. For these reasons, the corresponding curve is flatter for
lower power levels, while the curve peak, reached at higher power levels, is sharper.
In the experiment, the maximum average input power level available was used (∼31 dBm).
Fig. 8.7.b shows a measurement of the transfer characteristic of the regenerator (circles)
together with the numerical one (black curve) at a filter offset of 6.1 nm. The corre-
sponding filtered spectrum is shown in Fig. 8.4.b (dashed curve). The relatively large
offset wavelength, combined with the very flat SPM spectrum, ensures a clear two-level
response between low and high powers. Despite the very good agreement, the reasons for
the slight difference between the two curves could be linked to the high power amplifier
used. Indeed, in the simulation the ASE noise induced by the amplifier and possible
nonlinear effects with the amplifier were not accounted for. These effects are evident
in the experimental spectral traces in Fig. 8.4 (for example see the visible ASE noise
contribution at longer wavelengths for the lower power levels).
For completeness, the pulses at the output of the regenerator were also characterized
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Figure 8.7: a) Numerical nonlinear transfer functions at various filter detunings b)
Numerical and measured transfer function of the regenerator at 6.1 nm offset filtering.
Note that the power levels correspond to the powers at the input of the Bi-NLF patch
cord, and not to the input of the Bi-NLF itself.
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20 GHz. e) Corresponding BER measurements.

using the SHG-FROG technique, (see Fig. 8.5.b), and good quality, fairly unchirped
pulses with a FWHM of ∼6.0 ps (as mainly determined by the bandwidth of the offset
filter) were demonstrated.

Finally, the noise-rejection properties of the system were examined. Fig. 8.8.a and
Fig. 8.8.c show the data signal at the input and output of the system when no ampli-
tude noise is added to the pulses, and demonstrate that the reshaping system does not
in itself introduce any additional noise to the signal. Next, some additional noise was
induced on the input signal. Defining ρ as the relative power variation (rms standard
deviation) around the mean of the pulse for the zero and one levels, then the noise vari-
ations introduced on the marks and spaces were 11% and 7% respectively, see Fig. 8.8.b.
Note that due to noise restrictions in the DCA-based measuring system used, a 2%
standard deviation in amplitude is measured for a nominally noise-free signal. Fig. 8.8.d
shows the eye diagram of the received signal at the output of the bandpass filter, which
shows that the noise at the spaces has been suppressed, while amplitude equalization
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has been performed at the marks. The normal dispersion of the Bi-NLF at the wave-
lengths of operation ensures suppression of particularly detrimental nonlinear effects,
such as modulation instability, that can give rise to additional amplitude noise on the
signal. The measured BERs as a function of the launched optical average power into
the receiver are presented in Fig. 8.8.e. Penalty-free operation of the regenerator for a
noiseless input signal is confirmed, while an improvement in the receiver sensitivity by
more than ∼5 dB is achieved for the case when amplitude noise is deliberately applied
to the incident data pulses. This significant improvement is due to the flat-topped spec-
trum achieved in the Bi-NLF. Q-factor measurements of the system before and after the
regenerator were carried out also, see Fig. 8.9. The amplitude noise intensity histograms
of Fig. 8.9.b demonstrate that amplitude noise associated with the zero and one levels
is drastically reduced compared to Fig. 8.9.a and approaches the ”no noise” case, as
already confirmed by the BER measurements and the nonlinear characteristic function.
In particular, when the Q-factor of the initial signal was degraded from 22 down to
5.6, by adding the noise to the system the Q-factor of the final signal remained fairly
constant at around 20.

Since fibre based devices have issues such as stability and polarization dependence,
a comment related to the stability of the system is required. In this particular ex-
periment, the short length of fibre used and the weak polarization dependence of the
SPM-broadening ensured the overall system was insensitive relative to environmental
instability. Furthermore, since no additional sources need to be synchronized to the
data signal the system configuration is quite simple.
Finally, a comment related to the energy efficiency of this regenerator is required. As
already discussed in Section 2.4, the SPM-based 2R regenerator is known to exhibit
poor efficiency, and the higher the filter offset, the lower this efficiency becomes. In the
experiment described herein, the average optical input power at the optimum point is
∼31 dBm, while the corresponding average power at the output of the filter is ∼7 dBm,
resulting in a loss for the overall system of ∼24 dB. In this investigation, I targeted
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the achievement of the optimum performance of the 2R regenerator without trying to
minimize the input power levels and wavelength detunings. However, the peak power x
length product of the device at this optimum operating point is ∼0.09 W km, as opposed
to a value of >3.6 W km reported in [44] or 2.5-2.7 W km reported in [108], showing
more that one order of improvement due to the fibre used. A further improvement could
be obtained by reducing the splicing losses of the fibre.

8.7 Experimental Set-up for the 40 Gb/s experiments
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Figure 8.10: Experimental Set-up. MOD: modulator. POL: Polarizer. RX: Receiver.
BERT: Bit error rate tester.

The performance of the Bi-NLF 2R regenerator was also assessed at 40 Gb/s. The
experimental set-up is shown in Fig. 8.10. Compared to Fig. 8.3, the set-up is slightly
modified, in order to maintain a similar duty cycle and hence achieve similar peak power
levels at the Bi-NLF. In more detail, the 2 ps data pulses were passively multiplexed
through a 1:4 multiplexer to a rate of 40 Gb/s and then launched into 10 m of DCF
to compensate for the chirp induced by the few hundreds of meters of SMF of the
multiplexer. The signal was then amplified and fed onto 1.5 km of Dispersion Decreasing
fibre (DDF) and the pulses compressed down to 1.4 ps. The SHG-FROG characterization
of these pulses is shown in Fig. 8.11.a, indicating a pedestal at a level of ∼12 dB below
the pulse peak, as well as a fairly linear chirp due to the pulse evolution within the DDF.
The signal was then amplified by a high power Er/Yb amplifier before being launched
into the 2-m-long Bi-NLF. A 0.6 nm tunable bandpass grating filter was used to filter
the output of the regenerator. The signal was finally demultiplexed into four 10 Gb/s
constituent channels using an EAM and measured.
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Figure 8.11: Intensity and chirp profile of the pulses at (a) the input and (b) output
of the regenerator using SHG-FROG.

8.8 Results and discussion for the 40 Gb/s experiments
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Figure 8.12: a) Optical spectra at the input of the Bi-NLF (black dotted trace), after
the propagation in the fibre (experimental (black solid trace) and simulated traces (blue
and red traces)) and at the output of the 0.6 nm filter (black dashed trace) for an input
power Pin∼31 dBm. The spectra are vertically offset for ease of reading. b) Optical
spectra after propagation in the bismuth fibre for different extinction ratios between
marks and spaces of the data signal.

Due to the difference in the characteristics of the starting pulses relative to the 10 Gb/s
case, see Fig. 8.11.a and Fig. 8.5.a, similar measurements to those previously made at
10 Gb/s were carried out. First, an assessment of the performance of the nonlinear
thresholder was performed. Again, optimum regeneration performance was achieved
for a relatively high power level (∼31 dBm) and wavelength detuning of ∼3.9 nm, (see
dashed curve in Fig. 8.12.a for the filtered spectrum). Note again that the power levels
quoted herein, correspond to the powers at the input of the Bi-NLF patch-cord, and
not to the input of the Bi-NLF itself (∼3 dB less). The measured transfer function of
the 2R regenerator is presented in Fig. 8.13. The flat top of the curve is reached at
a lower peak power than in the 10 Gb/s case, due to the smaller filter offset chosen
in this case. As expected from the FROG characterization in Fig. 8.11.a, the obtained
spectrum (see black solid curve in Fig. 8.12.a) is symmetric about the central wavelength,



Chapter 8 2R Regeneration in Bismuth fibre 131

Input Pulse peak power (W)

0 10 20 30

N
or

m
al

is
ed

 O
ut

pu
t P

ow
er

 (
a.

u)

0.0

0.5

1.0

Figure 8.13: Measured nonlinear characteristic function of the 2R regenerator.

so similar performance is expected for both positive and negative filter offsets compared
to the input signal wavelength. In this case, the offset filter was chosen to be placed
at wavelengths shorter than the original data wavelength in order to reduce the ASE
noise levels introduced by the EDFA, which peak towards longer wavelengths. However,
a comparison of the experimentally obtained spectrum with simulations, (see red curve
in Fig. 8.12.a) shows an unexpected peak of ∼2 dB at the central wavelength. This
contribution is caused by the finite extinction ratio of the data modulator, and hence
the existence of ghost pulses in the zero-slots. This is discussed in the Appendix for
a ”1 0” sequence and here it is demonstrated for completeness for a PRBS sequence.
The SPM broadening of the data signal was numerically investigated, when a modulator
with a finite extinction of ∼16 dB was considered, blue curve in Fig. 8.12.a, which shows
a good agreement with the experimental trace previously obtained. An evaluation of
this contribution was also carried out experimentally. In particular, Fig. 8.12.b shows
different spectra at the output of the bismuth fibre at different extinction ratios between
marks and spaces of the data signal, when 2 ps sech pulses were considered as the input
pulses of the Bismuth fibre. As can be seen, decreasing the extinction ratio of the
modulator, i.e. increasing the intensity of the ghost pulses at the input, the central peak
on the spectrum increases.
The pulses at the output of the regenerator were characterized using the SHG-FROG
technique, (Fig. 8.11.b), and a very similar behavior was obtained to the previous case
shown in Fig. 8.5.b. This implies that the features of the output pulses were mainly
determined by the optical filter used. Note that no pedestal is observed on the output
pulses.
Finally, in order to evaluate the noise-rejection of the system similar measurements to
those made for the 10 Gb/s case were repeated. The system is first assessed for the case
when no amplitude noise is added onto the data, demonstrating that the technique does
not in itself introduce any additional noise to the signal, (see Fig. 8.14.a and Fig. 8.14.c).
Amplitude noise was next introduced to the input signal. In this case it was more
difficult to evaluate the amplitude noise introduced to the 40 Gb/s signal. The receiver
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Figure 8.14: Eye diagrams of the input and output of the system for no added noise
((a) and (c)) and some induced noise ((b) and (d)). Scale: 10 ps/div. Scope bandwidth:
20 GHz. e) Corresponding BER measurements.

bandwidth of 20 GHz, which was available at the time of the measurements, was not fast
enough to repeat similar measurements as those performed in the previous case. Indeed,
in Fig. 8.14.a-d it is possible to see the ringing of the photodetector, very difficult to
discern it from the noise on the zero level. Direct measurements of amplitude histograms
from the eye diagrams would not be the proper way to assess the data signal. For this
reason, the noise introduced on the pulse was assessed before multiplexing the signal.
Even if this underestimates the real noise before the regenerator, since some noise will
be introduced by the propagation in the multiplexer and the DDF themselves, it does
however give an idea of the value. From histogram measurements of the 10 Gb/s signal,
noise with a ∼11 % and ∼4 % standard deviation in the amplitude of the marks and
spaces respectively was introduced, see Fig. 8.14.b for the corresponding eye diagram at
40Gb/s. The eye diagrams of the received signal at the output of the bandpass filter were
assessed (see Fig. 8.14.d). The eye opening was clearly improved during the regenerative
process. The signal was next demultiplexed into four 10 Gb/s constituents using an
EAM, and BER measurements were performed on the four demultiplexed signals, (see
Fig. 8.14.e). For power levels <-16 dBm, the noise-degraded signals did not allow error-
free operation of the receiver. However, error- and penalty-free operation was achieved
after the 2R regenerator, with a receiver sensitivity improvement which exceeds 2 dB in
all cases.

8.9 Conclusion

In this Chapter, the use of a 2-m-long highly nonlinear bismuth-oxide-based fibre in
a simple 2R regeneration scheme based on spectral broadening due to SPM and offset
filtering is reported at repetition rates of 10 Gb/s and 40 Gb/s. The regenerator benefits
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from the strong normal dispersion of the Bi-NLF in addition to its high nonlinearity.
Indeed, the normal dispersion at the telecommunication wavelengths favours the gener-
ation of a smooth SPM spectrum, while the high nonlinearity allows a drastic reduction
in the length and input power requirements. For example, the power-length product in
this case is ∼0.09 W km, much lower compared to ∼2.5 W km for a silica based highly
nonlinear fibre.
The performance of the regenerator was tested with heavily degraded input RZ signals
using SHG-FROG characterization, and both eye diagram and BER measurements. Nu-
merical and experimental studies on the spectral broadening of such pulses were carried
out as well, to gain a better understanding of the behaviour of the system. Even in such
a short piece of fibre, and at power levels which are readily achieved using commercial
amplifiers, an improvement in the receiver sensitivity of ∼5 dB at 10 Gb/s and >2 dB
at 40 Gb/s was achieved. Because of the compactness and simplicity of the regenerator,
the overall system was very stable.
In this work, the use of a high power amplifier was required to achieve optimum perfor-
mance, although already underlined in this Chapter, lower power levels could have been
used to obtain 2R regeneration albeit with reduced regeneration performance. Higher
power levels were chosen to obtain maximum improvement. This explains the very low
energy efficiency of the regenerator: the higher the filter offset is, the lower the efficiency
becomes. Furthermore, the high splicing losses of the bismuth fibre can be reduced us-
ing better splicing technologies, meaning that conventional EDFAs might be sufficient
to provide the signal power required for device operation in the future.

This experiment highlights the potential of compound glass fibre technology for future
compact and robust all-optical signal processing applications. Note again that this
scheme is capable of operating at far higher bit rates, due to the fs response of the
Kerr effect in optical fibres. However, going to higher repetition rates, the pulsewidth
of the signal should be scaled down as well to keep the same duty cycle and so similar
performance for identical average power levels. Increasing the initial repetition rate,
other issues such as filters bandwidths will also have to be taken into account.
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Conclusion and Future work

In this thesis, I investigate new all-optical techniques for the amplitude and time
regeneration of high bit-rate signals. Fibre technology has an important role to play
within all-optical processing techniques, both in terms of pulse shape control using SSF-
BGs and in terms of ultrafast nonlinear optical processing. In my work I have combined
both of these types of linear and nonlinear processing, thereby achieving a higher level
of control over the properties of the signals under question.
As a first step, I have presented different techniques to measure the shaped pulses. In-
deed, direct diagnostic tools with picosecond to femtosecond time resolution are needed
to accurately assess the exact pulse shapes. I have discussed the development of an
optical sampling oscilloscope and variations on the frequency resolved optical gating
technique, both of which I used for the assessment of the fine features of shaped pulses.
In my experiments, these techniques are compared to each other confirming the overall
good agreement between them.
Subsequently, pulses with a rectangular shape were generated and used in a proof of
principle experiment to achieve retiming of a data signal. The amount of jitter that can
be compensated for is determined by the width of the reshaped pulses, which can be
readily adjusted to fit the specific jitter characteristics of a given transmission system.
The upper limit on the compensated timing jitter is obviously determined by the repe-
tition rate of the system.
In a second step, I extended this work and obtained pulse reshaping/amplitude noise
reduction as well as retiming of the data pulses in a single switch using the regenerative
properties of a NOLM. The S-shaped switching characteristic of the NOLM together
with the square switching window provide the pulse reshaping and amplitude noise re-
duction.
A second application based on pulse re-shaping into 10 ps parabolic pulses was nu-
merically and experimentally investigated for the retiming of short optical pulses. The
technique relies on frequency-chirping mistimed pulses using XPM in a HNLF pumped
by parabolic clock pulses. The profile of these pulses ensures that the chirp on the

134
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switched pulses is linear over a wide range, so that it can be removed by linear propa-
gation in an SMF.
These linearly shaped parabolic pulses have also been employed for the generation of
ultra-flat broadened spectra in a normal dispersion HNLF. They provide optimum per-
formance in terms of spectral broadening, flatness and spectral density as compared to
more conventional pulse shapes. Potential applications, including spectrally sliced pulse
generation and efficient pulse compression, are also discussed and demonstrated.
Finally, the use of a fibre with higher nonlinear coefficient than standard silica based
fibre is shown to allow a drastic reduction in the length and input power requirements
of nonlinear switches, so that compact and simple devices can be implemented. As an
example, a 2-m-long highly nonlinear bismuth-oxide-based fibre in a simple 2R regener-
ation scheme based on spectral broadening due to SPM and offset filtering is reported
at repetition rates of 10 Gb/s and 40 Gb/s.

Future work

Rectangular pulses

Rectangular pulses are implemented in Chapter 4 and 5, where the developed systems
account for re-timing and re-shaping of the data signals. The technique is reported at
a repetition rate of 10 Gb/s, however in principle application at far higher repetition
rates should be achievable. It is clear thought that the particular 20 ps rectangular-pulse
grating used in this demonstration would already introduce a large amount of cross-talk
between adjacent shaped pulses at a repetition rate of 40 Gbit/s . To go to even higher
repetition rates, therefore, shorter square windows have to be used. A grating that can
shape the pulses into 10 ps square pulses has been already fabricated and characterized
(see Chapter 3) and can be developed further in order to reduce the desired timing jitter
at a higher repetition rate. Furthermore, long period gratings that can shape pulses into
square pulses as narrow as 1 ps have been already demonstrated [120].

The true test for a 3R regenerator is the characterization of its performance under
transmission (this would thus require a clock recovery module to recover the clock from
the data sequence). In the laboratory, a recirculating loop can be used in order to
simulate the transmission performance and test regenerators in the regime of a multi-
thousand kilometer long transmission system.
Finally, alternative architectures of the non-linear gate and new materials should also
be investigated for the implementation of shorter devices at lower operating powers (see
for example the discussion on 2R regeneration in Bismuth fibre below).
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Parabolic pulses

Parabolic pulses, also formed in a pulse shaping SSFBG, are developed to demonstrate
a different re-timing technique. However, in the experiments I described in Chapter 6
the final pulsewidth of the retimed pulses was broader than the initial one due to the
dispersive medium used after the HNLF. This broadening can in principle be avoided if
the pulses are pre-chirped before entering the retiming system or by carefully choosing
the peak power of the control pulse (and consequently the length of the SMF used).

In a similar scheme, these parabolic pulses or more explicitly the XPM induced by them
in a HNLF could be used as the basis for an all-optical element that provides quadratic
phase modulation in time. Such an element is required in applications that perform
OFT. For example this scheme could be then used for mitigating any kind of linear
distortions (namely high order dispersion) after transmission, thus improving the over-
all BER performance of the system. In an analogous way, the scheme could also have
potential applications for pulse characterization by mapping the spectral profile of the
waveform in the time domain, and vice versa.
Finally, by preceding and following the quadratic phase modulation (XPM in a HNLF)
with suitable dispersive elements, the demonstration of scaling in the time domain the
waveform under test could be possible, while maintaining the overall shape of the enve-
lope (imaging system).

The sharp tails of parabolic pulses and the fast Kerr response of fibres facilitate scala-
bility of the scheme to far higher repetition rates. For the case examined in this thesis,
data signals up to 80 Gb/s could be considered. Operation at higher repetition rates
would require the generation of even shorter parabolic pulses to form the control signal.
This would obviously present a greater challenge in terms of grating fabrication and
higher pump power levels to obtain similar XPM-effects when the same HNLF is used.
This last issue could be tackled using different kinds of fibres with higher nonlinearities.
On the other hand, considering the experimental set-up described in Chapter 6, the par-
abolic pulses could be temporally broadened to adapt themselves better to even more
extreme cases of system impairment. This could be easily achieved if they propagate in
normally dispersive HNLFs (see Chapter 7) before being coupled with the data signal
under test. Note again, that the use of different N-HNLF with higher nonlinearities
could be used to decrease the power requirements to achieve a given pulse width.

Finally, this technique is directly applicable to the simultaneous retiming of several
synchronized WDM channels to increase the data transmission capacity. The dispersion
slopes of state of the art HNLFs can be as low as 0.001 ps/nm2/km, implying good
XPM efficiency across all the WDM channels.
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2R Regeneration in Bismuth fibre

A 2-m-long compact device based on spectral broadening due to SPM and offset filtering
is reported at repetition rates of 10 Gb/s and 40 Gb/s in a highly nonlinear bismuth-
oxide-based fibre. In this work, the use of a high power amplifier was required to achieve
optimum performance. The high splicing losses (∼3 dB per slice) of the bismuth fibre
is one of the reasons for such high power levels and can be reduced significantly using
better splicing technologies [116], meaning that conventional EDFAs would be sufficient
to provide signal power for the device operation in the future. In this case, this scheme
can be demonstrated at even higher bit rates.
If the issue of splicing losses is properly tackled, such fibres could be used as well in
interferometric schemes, namely NOLMs, to improve the compactness and stability of
such switches.
It would be interesting to consider different materials, which are made of glasses with
greater intrinsic material nonlinearity coefficients than silica (chalcogenide, lead-silicate
glasses...).
Furthermore, if the intrinsic properties of the corresponding waveguide, and especially
the waveguide dispersion, have to be chosen properly, Holey Fibres (HFs) with suitable
manipulation of their microstructure design can be considered. HFs based on various
nonlinear materials have been already designed and fabricated to tackle this issue [121–
123]. Unfortunately, the main drawback of such technologies relates to the possibility
of splicing them to conventional SMF.
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Alternative method to optimize

the extinction ratio of an optical

modulator

In this appendix, two new simple methods to optimize the performance of an optical
modulator, and thus to obtain the best extinction ratio of the data signal, are demon-
strated exploiting the SPM-induced spectral broadening of the pulses at different energy
levels in HNLF. These simple but extremely significant and sensitive methods display
the signal at the output of the HNLF on an optical spectrum analyzer or an oscilloscope.

A.1 Introduction

For transmission systems employing signals at 10 Gbit/s and higher, external optical
modulation is commonly applied for intensity and/or phase modulation of the optical
carrier. In this way, the modulator, which carries the data information, modifies the
intensity (or phase) of a generic continuous wave or pulse train. To obtain the best per-
formance during transmission, it is then important that the extinction ratio between the
ones (presence of an optical pulse) and zeros (absence of an optical pulse) is maximised
at the transmitter. In the case of a LiNbO3 intensity modulator, this extinction ratio can
be varied by adjusting the polarization of the signal, the temperature of the modulator,
the bias voltage and so on. Indeed, even if the Vπ of the modulator can be measured
easily using a CW source, the optimum bias voltage is a function of the temperature on
the device, and hence is difficult to be monitor. This optimization is usually carried out
while displaying the data signal on an oscilloscope straight after the modulator (linear
method), before transmitting it. However, using this method, it is hard to distinguish
between extinction ratios higher than 10 dB, due to the limited dynamic range of the
oscilloscope. It is consequently interesting to have a more sensitive technique to be able

138



Appendix A Alternative method to optimize the extinction ratio of an optical
modulator 139

to measure higher extinction ratios. In this appendix, it is shown how the SPM-induced
phase modulation in a HNLF ans subsequent display either on an OSA or on an oscillo-
scope after a proper optical filter, can effectively be used to assess directly the quality of
the modulated signal for extinction ratios (higher than 10 dB). After a brief explanation
of the basic principle and the corresponding set-up, some experimental results will be
presented, showing the higher sensitivity of the method compared to the linear method.

A.2 Basic principle and Experimental set-up

The basic principle of this technique is described in Fig. A.1. A generic modulated
signal can always be seen to consist of two types of pulses, pulse A and pulse B, of
identical forms but different peak power levels (PA À PB) (Fig. A.1.a). Pulse B could
for example be seen as a ghost pulse, resulting from the finite extinction ratio of the
modulator. In the spectral domain, the resulting spectrum (Fig. A.1.b) is the sum of
the spectrum of A, plus the one of B, plus an interference term between the two. If
this signal is then injected into a HNLF, where the SPM-induced phase modulation will
be the dominant effect, pulse A, which has a higher peak power, will see a strong spec-
tral broadening, while the spectral broadening of pulse B will be almost unaffected [44].
However, if the nonlinearity of the fibre is relatively high, spectral broadening is induced
also for relatively low peak power levels, so that any small deviation from the optimum
extinction ratio is visible on the spectrum as a beating term (Fig. A.1.c). This beating
term can then be directly visualized in the wavelength domain using an OSA (method
(a)) or in the time domain after proper optical filtering (method (b)). Indeed, using an
optical filter, whose central frequency is identical to that of the initial pulse (case (1) in
Fig. A.1.d), the extinction ratio of the signal can be measured on an oscilloscope with a
much higher accuracy than before. In more detail, Fig. A.1.d shows that, in the central
zone, the spectrum is made up by pulses A and B at the same time. For very high peak
powers, the spectral intensity of pulse A in the central zone will have a decreased weight
compared that of pulse B. For this reason, even a small change in the peak power of
pulse B will translate onto a relatively higher spectral peak, so that the ghost pulse can
easily be seen on the oscilloscope, hence increasing the sensitivity of the method.
The experimental set-up, used to validate these new methods, is represented Fig. A.2.
Pulses generated by the EFRL at 1550 nm are gated down to a repetition rate of 5 GHz
to produce a ”0 1” sequence using a lithium niobate modulator. Their quality can be
visualized directly on an oscilloscope according to the conventional linear method. Al-
ternatively, after being amplified (high power levels are preferred to facilitate significant
spectral broadening in the HNLF), the pulses are launched onto 500 m of normally dis-
persive HNLF to avoid solitonic type effects and then measured with an OSA (method
(a)). Finaly, the pulses can pass through an optical filter, centered at the central fre-
quency of the transmitted signal, and then measured on a suitably oscilloscope (method
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Figure A.1: Basic principle of the technique. Generic representation of the modulated
signal in the time (a) and frequency (b) domain. c) Zoom of the simulated resultant
spectrum at the central frequency of the signal. d) Corresponding measured spectrum.
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A.3 Results and discussion

Fig. A.3 presents various experimental results. First, the optimum extinction ratio of the
modulator is considered (top row of Fig. A.3). Fig. A.3.a1 shows the direct measurement
of the data signal on a sampling oscilloscope, while Fig. A.3.b1 shows the corresponding
spectrum at the output of the HNLF, where the oscillations characteristic of a sech pulse
subjected to SPM are visible. No peak is discernible in the central part of the spectrum.
The periodicity of the signal is then evaluated calculating the Fourier transform of
the measured spectrum. As can be seen from Fig. A.3.c1, it comprises only peaks
separated by 200 ps, which correspond to a repetition rate of 5 GHz. A slight change
on the modulator bias voltage was then carried out to slightly degradate the extinction
ratio of the signal (bottom row of Fig. A.3). The modification is barely visible on
the oscilloscope trace, when the signal is detected directly (Fig. A.3.a2). On the other
hand, considering method (a), a noticeable central peak appears on the spectrum of
Fig. A.3.b2, in accordance with the principle described in Fig. A.1. Trying to minimize
the amplitude of this central peak, which is very sensitive to any small changes in the
modulator parameters, the optimum extinction ratio for the data signal can be easily
and properly found. It is also worth noting that the Fourier transform of the degraded
spectrum is marked by the appearance of secondary peaks, circled in Fig. A.3.c2. This
different periodicity, which is 100 ps, implies the presence of ghost pulses.

Rather than using an OSA, it is possible to use a photodiode and an oscilloscope to visu-
alize the transmitted signal using method (b). Fig. A.4.a-c represent oscilloscope traces
detected using direct detection (green pulses) and the ones obtained using method (b)
(blue pulses) for various modulator extinction ratio degrading settings. While no differ-
ence is visible from the green scope traces in Fig. A.4, using method (b), it is possible to
distinguish among all the different cases from the blue oscilloscope traces, implying more
sensitivity to any small changes. On the other hand, if the central wavelength of the op-
tical filter is shifted, compared to the central position of the transmitted signal (case (2)
in Fig. A.1.d), the ghost pulse is completely eliminated (Fig. A.5). In the particular case
described herein, the -3 dB bandwidth of the filter was ∼0.5 nm and the offset filtering
was ∼1.2 nm. This is a clear and simple illustration of the ”Mamyshev” method [44],
which is characterized by SPM-induced spectral broadening in HNLF and subsequent
off-set filtering, discussed in Section 2.4.1. The ”Mamyshev” method is one of the most
promising current solutions for all optical regeneration of high-bit rate signals, and an
example of application is given in Chapter 8.
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Figure A.3: Experimental results obtained for the optimum extinction ratio of the
modulator (top row) and for a slightly degraded extinction ratio (bottom row). The
modulated signal is visualized directly on an oscilloscope (method (a)) or on a OSA
(Res=0.5 nm), after being propagated onto a N-HNLF (method (b)). c) Corresponding
Fourier transform of the optical spectra.
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Figure A.4: Oscilloscope traces of the initial (green trace) and filtered (blue trace)
signals for various levels of extinction ratio degrading, when the optical filter is aligned
to the central frequency of the transmitted signal.

Figure A.5: Oscilloscope traces of the initial and filtered signal filtered when the
optical filter is offset from the central frequency of the signal.
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A.4 Conclusion

Two simple and very sensitive methods to optimize the extinction ratio of an optical
modulator to improve the transmission length of a signal are discussed and demon-
strated, using either an OSA or an optical filter and an oscilloscope.
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