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## Chapter 1

## Background

### 1.1 Introduction

In order to study the geometry of a space we can employ one of two general methods, either controlling the geometry of the space intrinsically or extrinsically. Examples of intrinsic controls on the geometry of a space are the $\operatorname{CAT}(0)$ condition and the hyperbolicity condition (see [20]). Extrinsic control on the geometry of a space is achieved via an embedding of the space within another space with known geometry. Examples of spaces in which we can usefully embed are Euclidean space $\mathbb{E}^{n}$, Hyperbolic space $\mathbb{H}^{n}$, the sphere $\mathbb{S}^{n}$ and Hilbert space. We also consider embeddings into products of the above spaces.

A notable success of the extrinsic method is the following theorem
Theorem. [42] If $G$ is a finitely generated group which coarsely embeds in Hilbert space then the strong Novikov conjecture holds for $G$.

It is known that hyperbolic groups quasi-isometrically embed in products of $\mathbb{H}^{2}$ and these coarsely embed in Hilbert space (see [5]). Other examples include groups with Yu's property A (as defined in [42]) (which includes hyperbolic groups (see [39])), which also embed in Hilbert space.

In [16] Dranishnikov and Januszkiewicz noted that Coxeter groups embed in products of trees (we give a proof of this in lemma 1.48) and used this to show that every Coxeter group acts amenably on a compact space and
has finite asymptotic dimension (see [41] for the definition of asymptotic dimension).

It is natural to ask what one can say about the products of trees in which a group can embed quasi-isometrically. In particular, when does it quasiisometrically embed in a finite product of locally finite trees. Dranishnikov and Schroeder answered this for right-angled Coxeter groups in [17].

In chapter 3 of this thesis we explore generalisations of this result showing that their theorem holds for several widely studies classes of groups, including finitely generated Coxeter groups which contain no subgroups isomorphic to the Euclidean triangle groups $\triangle(2,3,6), \triangle(2,4,4)$ or $\triangle(3,3,3)$, surface groups and some 3 -mainifold groups.

Given these results one can ask if every $\mathrm{CAT}(0)$ cube complex quasiisometrically embeds in a finite product of trees. Every asymptotically finite dimensional space $X$ is quasi-isomorphic to a subset of a finite product of trees ([15]). Hence the question of whether every CAT(0) cube complex $X$ embeds quasi-isometrically in a product of trees is equivalent to the question of whether every CAT(0) cube complex has finite asymptotic dimension.

This is a delicate question and it is not even known whether every CAT(0) square complex has finite asymptotic dimension. In this context we provide the following interesting result in chapter 2:

Theorem. For each $k \in \mathbb{N}$ there exists a right-angled Coxeter group $W_{k}$ and a 2-dimensional CAT(0) cube complex $\mathcal{U}_{k}$ such that $W_{k}$ acts isometrically, cocompactly and properly on $\mathcal{U}_{k}$ and there is no bending map from $\mathcal{U}_{k}$ to a product of less than $k$ trees.

It should be noted that this does not in itself settle the question of the asymptotic dimension as we have restricted the class of maps from quasiisometries to bending maps (see section 2.1 for definition). However this class of maps seems natural, arising in "Groups acting on CAT(0) cube complexes" by Niblo and Reeves ([26]), and does suggest a possible class of counter examples to the conjecture that CAT(0) cube complexes have finite asymptotic dimension.

### 1.2 Coxeter Groups

We begin by defining Coxeter groups and considering some of their properties. The material in this section is mainly based on the books "Buildings" $[6]$ and "Reflection Groups and Coxeter Groups" 233 .

### 1.2.1 Definitions

A Coxeter system $(W, S)$ consists of a group $W$ and a set of generators $S \subset W$, such that the generating relations for $W$ can be written in the form $\left(s s^{\prime}\right)^{m_{s, s^{\prime}}}=1$ for some $s, s^{\prime} \in S$ and some $m_{s, s^{\prime}} \in \mathbb{N} \cup\{\infty\}$, where $m_{s, s^{\prime}}=1$ if and only if $s=s^{\prime}$. Since $m_{s, s^{\prime}}=1$ if $s=s^{\prime}$, each of the generators of $W$ has order 2 . In the case where there is no relation between a pair of generators $s, s^{\prime}$, we define $m_{s, s^{\prime}}=\infty$.

We call the group $W$ a Coxeter group. If no element $s \in S$ can be written as a product of the elements of $S \backslash\{s\}$ then $S$ is a minimal generating set for $W$. The rank of a Coxeter group $W$ is the size $|S|$ of the set $S$, where $S$ is a minimal generating set for $W$. For a given group $W$ the generating set $S$ is not necessarily unique, but any two minimal generating sets for $W$ have the same size, hence the rank of a Coxeter group is well defined. A Coxeter group is finitely generated if its rank is finite.

Coxeter groups are a generalisation of the Euclidean reflection groups. An element of a Coxeter group $W$ is called a reflection if it is a conjugate of an element of the generating set $S$. It is easy to see that all elements of this form have order 2 .

A Coxeter matrix $\left(m_{s, s^{\prime}}\right)_{s, s^{\prime} \in S}$ is a symmetric $|S| \times|S|$ matrix with $m_{s, s}=$ 1 for all $s \in S$ and with every other entry either an integer greater than 1 or $\infty$. A Coxeter matrix defines a Coxeter group $W$ generated by the index set $S$ and relations $\left(s s^{\prime}\right)^{m_{s, s^{\prime}}}=1$ for all $s, s^{\prime} \in S$.

Let $(W, S)$ be a Coxeter system. The Coxeter diagram of this system consists of a vertex for each element of $S$ together with an edge connecting distinct vertices $s$ and $t$ if $m_{s, t} \neq 2$ and the edge is labelled by $m_{s, t} .[9]$

A Coxeter diagram is irreducible if it is connected. A subdiagram of a Coxeter diagram is a subcomplex with the same labels as the Coxeter

### 1.2.2 The length function

Any element $\gamma \in W$ can be represented by a word $w$ with letters in the set $S$, say $\gamma=w=s_{1} s_{2} \ldots s_{r}$. The length of the word $w$ is $r$. We define the length of the identity element to be 0 . A word representing an element $\gamma$ is called a reduced word for $\gamma$ if it has minimal length among all words representing $\gamma$.

Theorem 1.1. ([6], page 50)
If $(W, S)$ is a Coxeter system and $\gamma$ is any element of $W$ then every word $w$ in the generators $S$ which represents $\gamma$ can be transformed to a reduced word representing $\gamma$ by a finite sequence of operations of the following types:
(i) delete a subword of the form ss, $s \in S$;
or
(ii) given $s, t \in S$ with $m_{s, t}<\infty$ replace a subword of the form stst... of length $m_{s, t}$ by a word tsts $\ldots$ of length $m_{s, t}$.

If $w$ and $w^{\prime}$ are reduced words representing the same element $\gamma \in G$ then $w$ can be transformed into $w^{\prime}$ by a finite sequence of operations of type (ii).

For a proof of this theorem see chapter II, section 3C of [6].
Analysing the effect of these operations on the length of a word gives the following corollary:

Corollary 1.2. (a) If the words $w$ and $w^{\prime}$ represent the same element of $W$ then the lengths of $w$ and $w^{\prime}$ are either both even or both odd.
(b) If $w$ and $w^{\prime}$ are reduced representations of the same element $\gamma \in G$ then $w$ and $w^{\prime}$ have the same length.

Let $\gamma \in W$ and let $w$ be a reduced representation of $\gamma$. The length of $w$ is denoted by $\ell(\gamma)$ and called the norm of $\gamma$. By corollary $1.2(\mathrm{~b})$ we see that the lengths of any two reduced words for $\gamma$ are equal and hence $\ell(\gamma)$ is well defined.

Humphreys [23] lists the following properties of the norm function $\ell$ for any $\gamma, \gamma^{\prime} \in W$ :

Lemma 1.3. Let $\gamma, \gamma^{\prime}$ be any pair of elements in a Coxeter group $W$ with generating set $S$.

1. $\ell(\gamma)=\ell\left(\gamma^{-1}\right)$.
2. $\ell(\gamma)=1$ if and only if $\gamma \in S$.
3. $\ell\left(\gamma \gamma^{\prime}\right) \leq \ell(\gamma)+\ell\left(\gamma^{\prime}\right)$.
4. $\ell\left(\gamma \gamma^{\prime}\right) \geq \ell(\gamma)-\ell\left(\gamma^{\prime}\right)$.
5. $\ell(\gamma)-1 \leq \ell(\gamma s) \leq \ell(\gamma)+1$, for $s \in S$.

Proof. 1. If $w=s_{1} s_{2} \ldots s_{n}$ is a reduced word for $\gamma$ then $\gamma^{-1}$ can be written as $w^{\prime}=s_{r}^{-1} \ldots s_{2}^{-1} s_{1}^{-1}=s_{r} \ldots s_{2} s_{1}$, which is also reduced, hence $\ell(\gamma)=$ $\ell\left(\gamma^{-1}\right)$.
2. This result is trivial.
3. Let $w$ be a reduced word for $\gamma$ and $w^{\prime}$ a reduced word for $\gamma^{\prime}$. Then the element $\gamma \gamma^{\prime}$ can be represented by the word $w w^{\prime}$ and hence $\ell\left(\gamma \gamma^{\prime}\right) \leq$ length of $w+$ length of $w^{\prime}=\ell(\gamma)+\ell\left(\gamma^{\prime}\right)$.
4. The element $\gamma$ can be written as $\gamma\left(\gamma^{\prime} \gamma^{\prime-1}\right)=\left(\gamma \gamma^{\prime}\right)\left(\gamma^{\prime-1}\right)$. Hence

$$
\begin{aligned}
\ell(\gamma) & =\ell\left(\left(\gamma \gamma^{\prime}\right) \gamma^{\prime-1}\right) \\
& \leq \ell\left(\gamma \gamma^{\prime}\right)+\ell\left(\gamma^{\prime-1}\right) \text { by point } 3 \\
& \leq \ell\left(\gamma \gamma^{\prime}\right)+\ell\left(\gamma^{\prime}\right) \text { by point } 1
\end{aligned}
$$

Rearranging the inequality gives $\ell\left(\gamma \gamma^{\prime}\right) \geq \ell(\gamma)-\ell\left(\gamma^{\prime}\right)$.
5. By points 3 and 4 we have

$$
\ell(\gamma)-\ell(s) \leq \ell(\gamma s) \leq \ell(\gamma)+\ell(s)
$$

Then since $s \in S$ point 2 gives

$$
\ell(\gamma)-1 \leq \ell(\gamma s) \leq(\gamma)+1
$$

It follows that setting $d_{W}(\gamma, \beta)=\ell\left(\gamma^{-1} \beta\right)$ we obtain a metric on $W$. A geodesic between two points $\alpha, \beta \in W$ is given by a sequence $\alpha=\gamma_{0}, \ldots, \gamma_{k}=$ $\beta$ with $d\left(\gamma_{i}, \gamma_{j}\right)=|i-j|$. Such a geodesic exists and corresponds to the reduced word $w=s_{1} s_{2} \ldots s_{r}$ for $\alpha^{-1} \beta$ by the following rule:

$$
\gamma_{0}=\alpha, \gamma_{1}=\alpha s_{1}, \gamma_{2}=\alpha s_{1} s_{2}, \ldots, \gamma_{r}=\alpha s_{1} s_{2} \ldots s_{r}=\beta
$$

Note that subwords of reduced words are reduced, hence for all $i \geq j$,

$$
\begin{aligned}
d\left(\gamma_{i}, \gamma_{j}\right) & =\ell\left(\gamma_{i}^{-1} \gamma_{j}\right) \\
& =\ell\left(\left(\alpha s_{1} \ldots s_{i}\right)^{-1} \alpha s_{1} \ldots s_{j}\right) \\
& =\ell\left(s_{i}^{-1} \ldots s_{1}^{-1} \alpha^{-1} \alpha s_{1} \ldots s_{j}\right) \\
& =\ell\left(s_{i+1} \ldots s_{j}\right)=|i-j|
\end{aligned}
$$

Let $\alpha, \beta$ and $\gamma$ be elements of $G$. We say that $\gamma$ lies between $\alpha$ and $\beta$ if $d(\alpha, \gamma)+d(\gamma, \beta)=d(\alpha, \beta)$. If $\gamma$ lies between $\alpha$ and $\beta$ then there exists a geodesic from $\alpha$ to $\beta$ which contains $\gamma$.

### 1.2.3 Coxeter groups are linear

In this section we will show that every Coxeter group is linear by constructing for each Coxeter group $W$ an injective group homomorphism from $W$ to a general linear group. The proof will be in several stages.

Lemma 1.4. Given any finitely generated Coxeter group $W$ there is a homomorphism $\sigma$ from $W$ to a finitely generated linear group.

The proof of this lemma comes from section 5.3 of [23].

Proof. Given a Coxeter group $W$ choose a Coxeter system $(W, S)$. Let $V$ be a vector space with coefficients in $\mathbb{R}$ and a basis $\left\{\alpha_{s} \mid s \in S\right\}$. Then a general vector $\lambda$ in $V$ can be written as $\left(r_{1} \alpha_{s_{1}}, \ldots, r_{n} \alpha_{s_{n}}\right)$ where $S=\left\{s_{1}, \ldots, s_{n}\right\}$ and $r_{i} \in \mathbb{R}$ for all $i \in\{1, \ldots, n\}$. We will construct a homomorphism from $W$ to the general linear group $G L(V)=G L_{n}(\mathbb{R})$, where $n$ is the rank of $W$.

For each pair of generators $s$ and $t$ in $S$ we have a relation of the form $(s t)^{m_{s, t}}=1$, where $m_{s, t} \in \mathbb{N} \cup\{\infty\}$. We can realise these relations geometrically as reflections in hyperplanes such that for any pair of elements $s$ and $t$ the corresponding hyperplanes meet at an angle of $\frac{\pi}{m_{s, t}}$ if $m_{s, t} \in \mathbb{N}$, or as reflections in parallel hyperplanes if $m_{s, t}=\infty$.

We define a bilinear form $B$ on $V$ by

$$
B\left(\alpha_{s}, \alpha_{t}\right)=\left\{\begin{array}{cl}
-\cos \left(\frac{\pi}{m_{s, t}}\right) & m_{s, t} \neq \infty \\
-1 & m_{s, t}=\infty
\end{array}\right.
$$

Since $B$ is bilinear, for a general vector $\lambda=\left(r_{1} \alpha_{s_{1}}, \ldots, r_{n} \alpha_{s_{n}}\right)$ we have $B\left(\lambda, \alpha_{s}\right)=r_{1} B\left(\alpha_{s_{1}}, \alpha_{s}\right)+\ldots+r_{n} B\left(\alpha_{s_{n}}, \alpha_{s}\right)$ and $B\left(\alpha_{s}, \lambda\right)=r_{1} B\left(\alpha_{s}, \alpha_{s_{1}}\right)+$ $\ldots+r_{n} B\left(\alpha_{s}, \alpha_{s_{n}}\right)$.

For each $s \in S$ we define a linear transformation $\sigma_{s}: V \rightarrow V$ by $\sigma_{s}(\lambda)=$ $\lambda-2 B\left(\alpha_{s}, \lambda\right) \alpha_{s}$. Since each element of $W$ can be written as a product of the elements of $S$, we can now define a natural homomorphism $\sigma: W \rightarrow G L_{n}(\mathbb{R})$ by taking the product operation on $G L_{n}(\mathbb{R})$ to be composition. Let $\gamma$ be any element of $W$ and let $w=t_{1} t_{2} \ldots t_{k}$ be a word representing $\gamma$ with $t_{i} \in S$ for all $i \in\{1, \ldots, k\}$. Then $\sigma(\gamma)=\sigma\left(t_{1}\right) \sigma\left(t_{2}\right) \ldots \sigma\left(t_{k}\right)=\sigma_{t_{1}} \sigma_{t_{2}} \ldots \sigma_{t_{k}}$.

In order to show that $\sigma$ is well defined we must check that any two words $w$ and $w^{\prime}$ representing the same element are mapped to the same linear transformation. By Lemma $1.1 w$ can be transformed to $w^{\prime}$ by a sequence of operations of types (i) and (ii). Hence it suffices to show that $\sigma(s s)(\lambda)=\lambda$ for all $s \in S$ and all $\lambda \in V$, and that if $m_{s, t}<\infty$ then the product sts... of length $m_{s, t}$ maps to the same linear transformation as the product $t s t \ldots$ of length $m_{s, t}$. Equivalently we show that $\sigma_{s}^{2}=e$ for all $s \in S$ and that $\left(\sigma_{s} \sigma_{t}\right)^{m_{s, t}}=e$ for any pair $s, t \in S$ such that $m_{s, t}<\infty$.

- $m_{s, t}=1$

Every element in the generating set $S$ is mapped to an element of order two in the linear group.

To see this, first note that for any $s \in S$

$$
\begin{aligned}
\sigma_{s}\left(\alpha_{s}\right) & =\alpha_{s}-2 B\left(\alpha_{s}, \alpha_{s}\right) \alpha_{s} \\
& =\alpha_{s}-2\left(-\cos \left(\frac{\pi}{1}\right)\right) \alpha_{s} \\
& =\alpha_{s}-2 \alpha_{s}=-\alpha_{s} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\sigma_{s}^{2}(\lambda) & =\sigma_{s}\left(\sigma_{s}(\lambda)\right) \\
& =\sigma_{s}\left(\lambda-2 B\left(\alpha_{s}, \lambda\right) \alpha_{s}\right) \\
& =\sigma_{s}(\lambda)-2 B\left(\alpha_{s}, \lambda\right) \sigma_{s}\left(\alpha_{s}\right) \\
& =\left(\lambda-2 B\left(\alpha_{s}, \lambda\right) \alpha_{s}\right)-2 B\left(\alpha_{s}, \lambda\right)\left(-\alpha_{s}\right) \\
& =\lambda
\end{aligned}
$$

- $1<m_{s, t}<\infty$

Definition. A bilinear form $B$ on a vector space $V$ is positive definite if for all $x \in V$ with $x \neq 0, B(x, x)>0 . B$ is non-degenerate if $B(x, y)=0$ for all $x$ implies $y=0$, and $B(x, y)=0$ for all $y$ implies $x=0$.

Consider the two-dimensional subspace $V_{s, t}=\mathbb{R} \alpha_{s} \bigoplus \mathbb{R} \alpha_{t}$. Then the restriction of $B$ to $V_{s, t}$ is positive definite and non-degenerate. To see this consider a general non-zero vector $\lambda=a \alpha_{s}+b \alpha_{t}$ in $V_{s, t}$. Note that


Figure 1.1: The transformation $\sigma_{s}$ applied to $\alpha_{t}$.

$$
\begin{aligned}
B\left(\alpha_{s}, \alpha_{s}\right)= & B\left(\alpha_{t}, \alpha_{t}\right)=-\cos (\pi)=1 \text { and let } m=m_{s, t} . \text { Then } \\
B(\lambda, \lambda) & =B\left(\lambda, a \alpha_{s}+b \alpha_{s}\right) \\
& =a B\left(\lambda, \alpha_{s}\right)+b B\left(\lambda, \alpha_{t}\right) \\
& =a^{2} B\left(\alpha_{s}, \alpha_{s}\right)+2 a b B\left(\alpha_{s}, \alpha_{t}\right)+b^{2} B\left(\alpha_{t}, \alpha_{t}\right) \\
& =a^{2}-2 a b \cos \left(\frac{\pi}{m}\right)+b^{2} \\
& =\left(a-b \cos \left(\frac{\pi}{m}\right)\right)^{2}-b^{2} \cos ^{2}\left(\frac{\pi}{m}\right)+b^{2} \\
& =\left(a-b \cos \left(\frac{\pi}{m}\right)\right)^{2}+b^{2} \sin ^{2}\left(\frac{\pi}{m}\right) \\
& >0 \quad \text { when } 1<m<\infty \text { and one of } a, b \text { non-zero }
\end{aligned}
$$

Since $B$ is positive definite, we can consider $V_{s, t}$ as the Euclidean plane. Then the transformations $\sigma_{s}(\lambda)=\lambda-2 B\left(\alpha_{s}, \lambda\right) \alpha_{s}$ and $\sigma_{t}(\lambda)=\lambda-$ $2 B\left(\alpha_{t}, \lambda\right) \alpha_{t}$ are the standard form for orthogonal reflections in two hyperplanes. Since $\sigma_{s}\left(\alpha_{t}\right)=\alpha_{t}-2 B\left(\alpha_{s}, \alpha_{t}\right) \alpha_{t}=\alpha_{t}+2 \cos \left(\frac{\pi}{m}\right) \alpha_{t}$ we see that the angle between $\alpha_{s}$ and $\alpha_{t}$ is $\pi-\frac{\pi}{m}$ (see figure 1.1) and so the angle between the reflecting lines must be $\frac{\pi}{m}$. Comparing this to the case of two reflecting lines in a dihedral group, we see that $\sigma_{s, t}$ must be
a rotation by $\frac{2 \pi}{m}$ and hence the order of the element $\sigma_{s} \sigma_{t}$ in $V_{s, t}$ is $m$ (for a discussion of dihedral groups see section 1.1 of [23]). This tells us that the order of $\sigma_{s} \sigma_{t}$ on the entire space $V$ is at least $m$.

Because the bilinear form $B$ is non-degenerate on $V_{s, t}, V$ can be written as the orthogonal direct sum of $V_{s, t}$ and its orthogonal complement $V_{s, t}^{\perp}$ (see lemma 1.2 of [36]). The order of $\sigma_{s} \sigma_{t}$ on $V$ will be the least common multiple of its order on $V_{s, t}$ and its order on $V_{s, t}^{\perp}$. Any vector $\lambda$ in $V$ can be written as the sum of a component in $V_{s, t}$ and a component in the complement, say $\lambda=\lambda_{s, t} \oplus \lambda_{s, t}^{\perp}$. Then

$$
\begin{aligned}
\sigma_{s}\left(\lambda_{s, t} \oplus \lambda_{s, t}^{\perp}\right) & =\lambda_{s, t} \oplus \lambda_{s, t}^{\perp}-2 B\left(\alpha_{s}, \lambda_{s, t} \oplus \lambda_{s, t}^{\perp}\right) \alpha_{s} \\
& =\lambda_{s, t}^{\prime} \oplus \lambda_{s, t}^{\perp}
\end{aligned}
$$

for some $\lambda_{s, t}^{\prime}$ in $V_{s, t}$. This shows that the transformation $\sigma_{s}$ fixes $V_{s, t}^{\perp}$ pointwise. Similarly $\sigma_{t}$ fixes $V_{s, t}^{\perp}$ pointwise and so $\sigma_{s} \sigma_{t}$ acts as the identity on the orthogonal complement of $V_{s, t}$. Hence $\sigma_{s} \sigma_{t}$ has order $m$ on the entire vector space $V$.

In order to check $\sigma$ is a homomorphism, we will need to show that $\left(\sigma_{s} \sigma_{t}\right)$ has degree $m_{s, t}$ for all $s, t$. Since we have already checked the cases $m_{s, t}=1$ and $1<m_{s, t}<\infty$ it only remains to check the case when $m_{s, t}=\infty$.

- $m_{s, t}=\infty$

If $m_{s, t}=\infty$ then $B\left(\alpha_{s}, \alpha_{t}\right)=B\left(\alpha_{t}, \alpha_{s}\right)=-1$. We also have $B\left(\alpha_{s}, \alpha_{s}\right)=$ $B\left(\alpha_{t}, \alpha_{t}\right)=1$.

Consider the vector $\lambda=\alpha_{s}+\alpha_{t}$
$B\left(\alpha_{s}, \lambda\right)=B\left(\alpha_{s}, \alpha_{s}\right)+B\left(\alpha_{s}, \alpha_{t}\right)=1-1=0$. Similarly $B\left(\alpha_{t}, \lambda\right)=0$.
Then

$$
\begin{aligned}
\sigma_{s}\left(\sigma_{t}(\lambda)\right) & =\sigma_{s}\left(\lambda-2 B\left(\alpha_{t}, \lambda\right) \alpha_{t}\right) \\
& =\sigma_{s}(\lambda) \\
& =\lambda-2 B\left(\alpha_{s}, \lambda\right) \alpha_{s} \\
& =\lambda
\end{aligned}
$$

Consider the vector $\alpha_{s}$ in $V$. Then

$$
\begin{aligned}
\sigma_{s}\left(\sigma_{t}\left(\alpha_{s}\right)\right) & =\sigma_{s}\left(\alpha_{s}-2 B\left(\alpha_{t}, \alpha_{s}\right) \alpha_{t}\right) \\
& =\sigma_{s}\left(\alpha_{s}\right)+2 \sigma_{s}\left(\alpha_{t}\right) \\
& =\alpha_{s}-2 B\left(\alpha_{s}, \alpha_{s}\right) \alpha_{s}+2 \alpha_{t}-4 B\left(\alpha_{s}, \alpha_{t}\right) \alpha_{s} \\
& =\alpha_{s}-2 \alpha_{s}+2 \alpha_{t}+4 \alpha_{s} \\
& =3 \alpha_{s}+2 \alpha_{t}
\end{aligned}
$$

So $\sigma_{s} \sigma_{t}\left(\alpha_{s}\right)=2 \lambda+\alpha_{s}$ and by iteration $\left(\sigma_{s} \sigma_{t}\right)^{n}\left(\alpha_{s}\right)=2 n \lambda+\alpha_{s}$. Hence $\sigma_{s} \sigma_{t}$ has infinite order on $V$ as required.

Hence the map $\sigma$ is well defined and is a homomorphism from $G$ to the set of linear transformations on a vector space $V$.

We will show that $\sigma$ is injective. In order to do this, we need the following lemma from [22]:

Lemma 1.5. For any $w \in W$ and $\alpha_{s}$ with $s \in S$ if $\ell(w s)>\ell(w)$ then $\sigma(w)\left(\alpha_{s}\right)$ can be written as $\sum_{s^{\prime} \in S} \lambda_{s^{\prime}} \alpha_{s^{\prime}}$ where $\lambda_{s^{\prime}} \geq 0$ for all $s^{\prime}$.

Proof. Choose some word $w \in W$ of minimal length such that the theorem fails for some $s \in S$, and choose such an $s$. Such a $w$ must be non-trivial, hence $\ell(w) \geq 1$ and we can choose some $t \in S \backslash\{s\}$ such that $\ell(w t)=\ell(w)-1$. We can write $w$ as a reduced word $w_{1}$ either of the form $v(s t)^{k}$ or of the form $v t(s t)^{k}$ where $k$ is maximal over all possible reduced words for $w$ and $\ell(v t)>\ell(v)$. Since $w_{1}$ is a reduced word and $\ell(w s)>\ell(w)$, we must have $k<\frac{m_{s, t}}{2}$ in the first case and $k+1<\frac{m_{s, t}}{2}$ in the second case.

We first consider the case where $w_{1}$ is of the form $v(s t)^{k}$ :
If $m_{s, t}=\infty$, then we have shown in the proof of the previous lemma that

$$
\left(\sigma_{s} \sigma_{t}\right)^{k}\left(\alpha_{s}\right)=(2 k+1) \alpha_{s}+2 k \alpha_{t} .
$$

If $m_{s, t}<\infty$ then we have shown that $\left(\sigma_{s} \sigma_{t}\right)^{k}$ acts on the space $V_{s, t}$ as a
rotation by $\frac{k \pi}{m_{s, t}}$, and on the orthogonal complement of $V_{s, t}$ trivially. Hence

$$
\left(\sigma_{s} \sigma_{t}\right)^{k}\left(\alpha_{s}\right)=\frac{1}{\sin \left(\frac{\pi}{m_{s, t}}\right)}\left[\sin \left(\frac{(2 k+1) \pi}{m_{s, t}}\right) \alpha_{s}+\sin \left(\frac{2 k \pi}{m_{s, t}}\right) \alpha_{t}\right] .
$$

Note that this is not the standard form for a rotation due to the fact that the basis for $V$ is orthonormal. Since $k<\frac{m_{s, t}}{2}$ both coefficients are non-negative.

We now consider the case where $w_{1}$ is of the form $v t(s t)^{k}$ :
If $m_{s, t}=\infty$ then

$$
\begin{aligned}
\sigma_{t}\left(\sigma_{s} \sigma_{t}\right)^{k}\left(\alpha_{s}\right) & =\sigma_{t}\left((2 k+1) \alpha_{s}+2 k \alpha_{t}\right) \\
& =(2 k+1) \alpha_{s}+2 k \alpha_{t}-2(2 k+1) B\left(\alpha_{t}, \alpha_{s}\right) \alpha_{t}-2(2 k) B\left(\alpha_{t}, \alpha_{t}\right) \alpha_{t} \\
& =(2 k+1) \alpha_{s}+2 k \alpha_{t}+2(2 k+1) \alpha_{t}-2(2 k) \alpha_{t} \\
& =(2 k+1) \alpha_{s}+(2 k+2) \alpha_{t}
\end{aligned}
$$

If $m_{s, t}<\infty$ then

$$
\begin{aligned}
\sigma_{t}\left(\sigma_{s} \sigma_{t}\right)^{k}\left(\alpha_{s}\right) & =\left(\sigma_{t} \sigma_{s}\right)^{k+1}\left(-\alpha_{s}\right) \\
& =-\frac{1}{\sin \left(\frac{\pi}{m_{s, t}}\right)}\left[-\sin \left(\frac{2 k+1}{m_{s, t}} \pi\right) \alpha_{s}-\sin \left(\frac{2 k+2}{m_{s, t}} \pi\right) \alpha_{t}\right]
\end{aligned}
$$

and since $k+1<\frac{m_{s, t}}{2}$ each of these coefficients is non-negative.
Hence $\sigma(w)\left(\alpha_{s}\right)=\sigma(v)\left(\eta \alpha_{s}+\mu \alpha_{t}\right)$ for some $\lambda, \mu \geq 0$.
Since the word $v(s t)^{k}$ or $v t(s t)^{k}$ was chosen so that $k$ is maximal, it follows that $\ell(v s)>\ell(v)$ and that $\ell(v)<\ell(w)$. Hence by the minimality of $w$ among elements for which the lemma fails, $\sigma(v)(\alpha(s))$ and $\sigma(v)\left(\alpha_{t}\right)$ can be expressed as a linear combination of the basis vectors with non-negative coefficients. Hence $\sigma(w)\left(\alpha_{s}\right)=\eta \sigma(v)\left(\alpha_{s}\right)+\mu \sigma(v)\left(\alpha_{t}\right)$ can be expressed as a linear combination of the basis vectors with non-negative coefficients. This contradicts our choice of $w$ and $s$ as a counterexample to the lemma and completes the proof.

Lemma 1.6. Any finitely generated Coxeter group $W$ is a finitely generated linear group.

Proof. By lemma 1.4, for any finitely generated Coxeter group $W$ there is a homomorphism from $W$ to a finitely generated linear group. In order to complete the proof, we must show that $\sigma$ is injective, that is for any nontrivial $w \in W$ there exists a $\lambda \in V$ such that $\sigma(w)(\lambda) \neq \lambda$.

Suppose that $w$ is a non-trivial element such that $\sigma(w)$ is trivial. Since $w$ is non-trivial $\ell(w) \geq 1$ and for some $s \in S$ we can write $w$ as $w^{\prime} s$ with $\ell\left(w^{\prime}\right)=\ell(w)-1$. Hence by lemma $1.5 \sigma\left(w^{\prime}\right)\left(\alpha_{s}\right)$ can be written as a linear combination of $\left\{\alpha_{s} \mid s \in S\right\}$ with non-negative coefficients.

Consider $\lambda=\alpha_{s}$. Then $\alpha_{s}=\sigma(w)\left(\alpha_{s}\right)=\sigma\left(w^{\prime} s\right)\left(\alpha_{s}\right)=\sigma\left(w^{\prime}\right) \sigma_{s}\left(\alpha_{s}\right)=$ $\sigma\left(w^{\prime}\right)\left(-\alpha_{s}\right)=-\sigma\left(w^{\prime}\right)\left(\alpha_{s}\right)$. Thus $\alpha_{s}$ can be expressed as a linear combination of $\left\{\alpha_{s} \mid s \in S\right\}$ in which every coefficient is non-positive. This contradicts the linear independence of the basis $\left\{\alpha_{s} \mid s \in S\right\}$ of $V$. Hence there is no such $w$ and $\sigma$ is an injective homomorphism. Hence $W$ is a linear group generated by the set $\left\{\sigma_{s} \mid s \in S\right\}$.

### 1.2.4 The Coxeter complex

Let $W$ be a Coxeter group and $S$ be a generating set for W . We call a subgroup $V<W$ a special subgroup if $V=\left\langle S^{\prime}\right\rangle$ for some (possibly empty) generating set $S^{\prime} \subset S$. Consider the cosets of the form $w V$ where $w \in W$ and $V$ is a special subgroup. We define the partial order $\leq$ on the set of cosets by setting $H \leq H^{\prime}$ if and only if $H^{\prime} \subset H$ as subsets of $W$. The partially ordered set $\Sigma(W, S)=\left\{w\left\langle S^{\prime}\right\rangle \mid w \in W, S^{\prime} \subset S\right\}$ is called the Coxeter complex of $W$. We realise this complex as a simplicial complex by identifying each coset of a special subgroup containing $k$ elements with a $k-1$ simplex, mapping the elements of the coset to the vertices of the simplex (see chapter III section 1 of [6]). $W$ acts on $\Sigma(W, S)$.

If $A, B$ are cosets of special subsets with $A \leq B$ then we say that $A$ is a face of $B$. We call a maximal element of the poset $\Sigma$ a chamber. Since $\{e\} \subset V$ for any subgroup $V$ of $W$, the set of chambers is the set of single element subsets of $W$. The subgroup $\{e\}$ is the fundamental chamber of $\Sigma$. The group $W$ acts simply transitively on the left on the set of chambers, that is given any pair of chambers $C$ and $C^{\prime}$ there is a unique element $w \in W$
such that $C=w C^{\prime}$.
Given a reflection $r \in W$ we define the wall $\mathcal{H}_{r}$ to be the fixed set of the action of $r, \mathcal{H}_{r}=\{x \in \Sigma(W, S) \mid r . x=x\}$. The stabiliser of a wall $\mathcal{H}_{r}$, denoted $\operatorname{stab}_{W}\left(\mathcal{H}_{r}\right)$, is the set $\left\{\gamma \in W \mid \gamma \mathcal{H}_{r}=\mathcal{H}_{r}\right\}$. The centraliser of the element $r$, denoted $C_{W}(r)$ is the set $\{\gamma \in W \mid \gamma r=r \gamma\}$.

Any wall $\mathcal{H}_{r}$ in $\Sigma(W, S)$ separates the complex into two components, called half-apartments ([28], p.5). We denote the half-apartments associated to the wall $\mathcal{H}_{r}$ by $X_{r}$ and $X_{r}^{*}$. Then $*$ is an involution which exchanges $X_{r}$ and $X_{r}^{*}$.

Two chambers are adjacent in $\Sigma(W, S)$ if they have a common codimension 1 face. Given any pair of adjacent chambers $C$ and $C^{\prime}$ there is a unique automorphism $s$ of the Coxeter complex of order 2 which exchanges $C$ and $C^{\prime}$ while fixing $C \cap C^{\prime}$, and $C \cap C^{\prime}$ lies in the unique wall $\mathcal{H}_{s}$ (see [9] pp.2-3).

Lemma 1.7. [9] The stabiliser of the wall $\mathcal{H}_{r}$ is the centraliser of the reflection $r$.

Proof. Given a reflection $r$, there exists a pair of adjacent chambers $C$ and $C^{\prime}$ such that $r$ exchanges $C$ and $C^{\prime}$ and fixes their common face $C \cap C^{\prime}$. To see this, note that any reflection $r$ can be written as $\gamma s \gamma^{-1}$ for some $\gamma \in W$ and $s \in S$. Then the pair of chambers $C=\gamma\{e\}$ and $C^{\prime}=r \gamma\{e\}=\gamma s\{e\}$ satisfies $r C=C^{\prime}$ and $C \cap C^{\prime}=\{\gamma, \gamma s\}=\gamma\langle s\rangle$ is a common codimension 1 face of $C$ and $C^{\prime}$. Choose such a pair $C, C^{\prime}$.

Suppose that $\gamma \in \operatorname{stab}_{W}\left(\mathcal{H}_{r}\right)$. Since $C \cap C^{\prime}$ is fixed by $r, C \cap C^{\prime}$ is in $\mathcal{H}_{r}$. Then $\gamma$ maps $C \cap C^{\prime}$ to another chamber $D$ in $\mathcal{H}_{r}$ such that $r$ fixes $D$. Hence both $r$ and $\gamma^{-1} r \gamma$ fix $C \cap C^{\prime}$ pointwise and exchange $\gamma C$ with $\gamma C^{\prime}$. Since $W$ acts simply transitively on the set of chambers we must have $\gamma^{-1} r \gamma=r$. Hence $\gamma \in \operatorname{stab}_{W}\left(\mathcal{H}_{r}\right)$ implies $\gamma \in C_{W}(r)$.

Now suppose that $\gamma \in C_{W}(r)$, that is $r \gamma=\gamma r$. Hence $r \gamma\left(\mathcal{H}_{r}\right)=\gamma r\left(\mathcal{H}_{r}\right)=$ $\gamma\left(\mathcal{H}_{r}\right)$. As $r$ fixes the unique wall $\mathcal{H}_{r}, r\left(\gamma\left(\mathcal{H}_{r}\right)\right)=\gamma\left(\mathcal{H}_{r}\right)$ means we must have $\gamma \mathcal{H}_{r}=\mathcal{H}_{r}$ and hence $\gamma \in \operatorname{stab}_{W}\left(\mathcal{H}_{r}\right)$.

### 1.2.5 Dranishnikov and Schroeder's construction

Definition. [17] A right-angled Coxeter group is a Coxeter group $W$ with generating set $S$ and all relations of the form $(s t)^{m_{s, t}}=1$ such that $m_{s, t} \in$ $\{1,2, \infty\}$ for any pair $s, t \in S$.

Definition. Let $W$ be a right-angled Coxeter group with generating set $S$. Then a colouring map for $W$ is a map $c: S \rightarrow\{1,2, \ldots, n\}$ which satisfies the condition $c(s) \neq c(t)$ if $m_{s, t}=2$. The minimum value of $n$ for which such a map is possible is called the chromatic number of $W$.

If $W$ is finitely generated then a colouring map exists. If the rank of $W$ is $k$ then the chromatic number of $W$ is less than or equal to $k$.

Dranishnikov and Schroeder proved the following theorem on embeddings of Coxeter groups in products of trees in [17]. In this theorem the metric on the group $W$ is the word length metric with respect to the generating set $S$.

Theorem 1.8. Let $W$ be a finitely generated right-angled Coxeter group with chromatic number $n$. Then $W$ admits an equivariant isometric embedding into a product of $n$ simplicial trees.

In general these trees are locally infinite. Dranishnikov and Schroeder also prove the following theorem on embeddings in products of locally finite trees.

Theorem 1.9. Let $W$ be a finitely generated right-angled Coxeter group with chromatic number $n$ and let $T$ be an exponentially branching locally compact tree. Then for every $r>0$ there exists a bilipschitz embedding $\psi: W \rightarrow$ $T \times \ldots \times T$ ( $n$-factors) such that $\psi$ restricted to every ball of radius $r$ is isometric.

### 1.3 Separability Properties

### 1.3.1 Definitions

Definition. [34] A group $G$ is residually finite (RF) if for every $g \in G \backslash\{e\}$ there exists a finite index subgroup $G_{g}$ of $G$ such that $g \notin G_{g}$.

Definition. [34] A group $G$ is locally extended residually finite (LERF) if for every finitely generated subgroup $S<G$ and every $g \in G \backslash S$ there exists a finite index subgroup $G_{g}$ of $G$ such that $S<G_{g}$ and $g \notin G_{g}$.

Definition. A subgroup $S<G$ is separable if there exists a (possibly infinite) set of finite index subgroups of $G$, which we denote by $\left\{H_{i}, i \in I\right\}$, such that $S=\bigcap_{i \in I} H_{i}$.

Remark 1.10. A group $G$ is residually finite if and only if $\{e\}$ is separable in $G . G$ is locally extended residually finite if and only if every finitely generated $S<G$ is separable in $G$.

Lemma 1.11. A group $G$ is residually finite if and only if for every $g \in$ $G \backslash\{e\}$ there exists a finite group $F_{g}$ and a homomorphism $\phi_{g}: G \rightarrow F_{g}$ such that $\phi_{g}(g) \neq e$.

Proof. Let $G$ be an RF group. Then for each $g \in G$ there exists a finite index subgroup $G_{g}$ of $G$ such that $g \notin G_{g}$. Let $\overline{G_{g}}=\bigcap_{\gamma \in G} \gamma G_{g} \gamma^{-1}$. Since $G_{g}$ is finite index, $\overline{G_{g}}$ is finite index, and since $g \notin G_{g}, g \notin \overline{G_{g}}$. Then the map $\phi_{g}: G \rightarrow G / \overline{G_{g}}$ is a homomorphism and $G / \overline{G_{g}}$ is a finite group $F_{g}$. Since $g \notin \overline{G_{g}}, \phi(g) \neq e_{F_{g}}$.

For every $g \in G \backslash\{e\}$ suppose there exists a finite group $F_{g}$ and a homomorphism $\phi_{g}: G \rightarrow F_{g}$ such that $\phi_{g}(g) \neq e_{F_{g}}$. Then the kernel of $\phi_{g}$ is a finite index (normal) subgroup of $G$ and $g \notin \operatorname{ker}\left(\phi_{g}\right)$.

Lemma 1.12. $G$ is locally extended residually finite if and only if for every finitely generated subgroup $S<G$ and every $g \in G \backslash S$ there exists a finite group $F_{g}$ and a homomorphism $\phi_{g}: G \rightarrow F_{g}$ such that $\phi_{g}(g) \notin \phi_{g}(S)$.

Proof. Suppose that $G$ is a LERF group. Then for any finitely generated subgroup $S$ of $G$ and any $g \in G \backslash S$ there exists a finite index subgroup $G_{g}$ of $G$ such that $g \notin G_{g}$ and $S \subset G_{g}$. Let $\overline{G_{g}}=\bigcap_{\gamma \in G} \gamma G_{g} \gamma^{-1}$. Then $\overline{G_{g}}$ is a finite index normal subgroup of $G$ and $\overline{G_{g}} \subset G_{g}$. Let $\phi_{g}$ be the homomorphism $\phi_{g}: G \rightarrow G / \overline{G_{g}}$. Let $F_{1}$ be the subset $\phi(S)$ of $G / \overline{G_{g}}$. Then $\phi_{g}^{-1}\left(F_{1}\right)=S \overline{G_{g}}$. Since $S \subset G_{g}$ and $\overline{G_{g}} \subset G_{g}, S \overline{G_{g}} \subset G_{g}$ and hence $g \notin S \overline{G_{g}}$, that is $\phi_{g}(g) \notin \phi_{g}(S)$.

Suppose that for every finitely generated subset $S$ of $G$ and every $g \in$ $G \backslash\{S\}$ there exists a finite group $F_{g}$ and a homomorphism $\phi_{g}: G \rightarrow F_{g}$ such that $\phi_{g}(g) \notin \phi_{g}(S)$. Then the kernel of $\phi_{g}$ is a finite index (normal) subgroup of $G$. Let $F_{1}$ denote the set $\phi_{g}(S)$. Then $\phi_{g}^{-1}\left(F_{1}\right)$ is a union of cosets of $\operatorname{ker}\left(\phi_{g}\right)$, and hence is a finite index subgroup of $G$ containing $S$. Since $\phi_{g}(g) \notin \phi_{g}(S), g \notin \phi_{g}^{-1}\left(F_{1}\right)$ and $G$ is locally extended residually finite.

Lemma 1.13. [34], [35] If $G$ is RF or LERF, then any subgroup of $G$ has the same property and so does any group $K$ which contains $G$ as a subgroup of finite index.

Proof. We first consider the case where $G$ is residually finite. Let $H$ be a subgroup of $G$ and choose any $h \in H \backslash\{e\}$. Then $h \in G \backslash\{e\}$ and by definition there exists a finite index subgroup $G_{h}$ of $G$ such that $h \notin G_{h}$. Then $H_{h}=G_{h} \cap H$ is a finite index subgroup of $H$ and $h \notin H_{h}$.

Now let $K$ be a group containing $G$ as a subgroup of finite index. If $G$ is not normal in $K$, replace $G$ by $G^{\prime}=\bigcap_{k \in K} k G k^{-1}$. Since $G$ is finite index in $K$, there are finitely many conjugates of $G$ and hence $G^{\prime}$ is a finite index normal subgroup of $K$. Since $G^{\prime}<G$ we know from the previous paragraph that $G^{\prime}$ is RF. Suppose $k \in K \backslash\{e\}$. If $k \in G$ then since $G$ is RF there exists a subgroup $G_{k}<G$ which is a finite index subgroup of $K$ not containing $k$. If $k \notin G$ then we take the subgroup $G$ itself as the finite index subgroup.

We now consider the case where $G$ is locally extended residually finite. Let $H$ be a subgroup of $G$, let $S_{H}$ be a finitely generated subgroup of $H$ and suppose $h \in H \backslash S_{H}$. Then $h \in G \backslash S_{H}$ and by definition there exists a finite index subgroup $G_{h}$ of $G$ such that $S_{H}<G_{h}$ and $h \notin G_{h}$. Then $H_{h}=G_{h} \cap H$ is a finite index subgroup of $H$ such that $S_{H}<H_{h}$ and $h \notin H_{h}$.

Now let $K$ be a group containing $G$ as a subgroup of finite index. If $G$ is not normal in $K$, replace $G$ by $G^{\prime}=\bigcap_{k \in K} k G k^{-1}$. Since $G^{\prime}<G$ we know $G^{\prime}$ is LERF. Let $F$ be the finite quotient group $K / G$ and let $p: K \rightarrow F$ be the natural projection map.

Let $S_{K}$ be a finitely generated subgroup of $K$ and suppose $k \in K \backslash S_{K}$. Since $G$ is normal in $K, S_{G}=S_{K} \cap G$ is a finitely generated normal subgroup of $S_{K}$. Suppose $g_{1}$ and $g_{2}$ are elements of $S_{K}$ with $p\left(g_{1}\right)=p\left(g_{2}\right)$, then there exists some $g \in G$ for which $g_{1}=g g_{2}$. Since $g_{1}$ and $g_{2}$ lie in the subgroup $S_{K}$, so does $g_{1} g_{2}^{-1}=g$ and hence $g$ lies in $S_{K} \cap G=S_{G}$. Hence for any pair $g_{1}, g_{2}$ of elements of $S_{K}, p\left(g_{1}\right)=p\left(g_{2}\right)$ if and only if $g_{1}=g g_{2}$ for some $g \in G \cap S_{K}$ and there exists an isomorphism from the quotient group $S_{K} / S_{G}$ to a subgroup $F_{1}$ of $F$.

Consider $K_{1}=p^{-1}\left(F_{1}\right)$. If $k \notin K_{1}$ then we can take $K_{1}$ to be the required finite index subgroup of $K$ containing $S_{K}$. If $k \in K_{1}$ then we can write $k=g s$ where $g \in G$ and $s \in S_{K}$. Since $k \notin S_{K}$, we know $g \notin S_{K}$ and hence $g \notin S_{G}$. Then, since $G$ is LERF there exists a finite index subgroup $G_{g}$ of $G$ (and hence of $K$ ) such that $S_{G}<G_{g}$ and $g \notin G_{g}$. Let $\overline{G_{g}}$ be the subset of $G_{g}$ consisting of all elements normalised by $S_{K}, \overline{G_{g}}=\bigcap_{s \in S_{K}} s G_{g} s^{-1}$. Since we already know that $S_{G}$ is normal in $S_{K}$, we have $S_{G}<\overline{G_{g}}$. Clearly we have $g \notin \overline{G_{g}}$. Let $K_{2}$ be the subgroup generated by $\overline{G_{g}}$ and $S_{K}$. Since $K_{2}$ contains $\overline{G_{g}}$, a finite index subgroup of $K, K_{2}$ is finite index in $K$, and by construction $K_{2}$ contains $S_{K}$ and does not contain $k$. Hence $K$ is LERF.

### 1.3.2 Examples of RF and LERF groups.

Examples of RF groups include all finite groups, free groups, surface groups and the fundamental groups of Haken 3 -manifolds ([21]). In "On faithful representations of infinite groups of matrices", [25], Malcev proved the following:

Theorem 1.14. Let $G$ be a finitely generated linear group. For every finite set $\left\{g_{1}, \ldots, g_{k}\right\}$ of elements of $G$ there exists a finite group $H$ and a homomorphism $\Phi$ from $G$ to $H$ such that if $g_{i} \neq g_{j}$ then $\Phi\left(g_{i}\right) \neq \Phi\left(g_{j}\right)$. Hence $G$ is residually finite.

Proof. Let $G$ be a finitely generated linear group. Then $G$ can be faithfully represented as a subgroup of $G L(n, \mathbb{R})$. Choose a set $M_{1}, \ldots, M_{m}$ of matrices such that $M_{j} \in G L(n, \mathbb{R})$ for all $j$ and every element of $G$ can be written as a product of non-negative powers of these $M_{j}$. Since $G$ is finitely generated, this can be done by selecting the matrices representing the generators of $G$ and their inverses. We write the matrix $M_{j}$ as $\left(a_{\alpha \beta}^{j}\right)_{\alpha, \beta \in 1, \ldots, n}$.

We have a set of relations $S$ between the generators of the group, written as $S_{i}\left(M_{1}, \ldots, M_{m}\right)-I_{n}=0_{n}$ where $S_{i}$ is a polynomial with integer coefficients and variables in the set $M_{1}, \ldots M_{m}$.

In general the set $S$ contains an infinite number of equations. By the Hilbert basis theorem, we can replace $S$ by a finite set of equations such that all the equations in the original set are a consequence of these.

In each of these equations the elements of the matrix on the left hand side are polynomials in $x_{\alpha \beta}^{j}$ with integer coefficients which give the required relation when set equal to 0 . There are a finite number of such polynomials and a set $a_{\alpha \beta}^{j}$ with elements in the field $\mathbb{R}$ such that setting $x_{\alpha \beta}^{j}=a_{\alpha \beta}^{j}$ satisfies the set of polynomials. Since there are a finite number of polynomials which these $x_{\alpha \beta}^{j}$ must satisfy, there is a finite degree extension of $\mathbb{Z}$ in which such a choice of $x_{\alpha \beta}^{j}$ is possible. Hence each of the generators $M_{1}, \ldots, M_{m}$ and each element of $G$ can be written as an element of $G L(n, R)$ where $R$ is a finite degree extension of $\mathbb{Z}$. Hence $G$ is a subgroup of $G L(n, R)$.

Consider a finite set of elements $\left\{g_{1}, g_{2}, \ldots, g_{k}\right\} \subset G$. For each $g_{i}$ let $P_{i}\left(M_{1}, \ldots, M_{m}\right)$ be an expression for $g_{i}$ in terms of the generating set. For each pair $g_{i}, g_{h}$ of elements in the set $\left\{g_{1}, \ldots, g_{k}\right\}$ with $g_{i} \neq g_{h}$, we have the non-equality $P_{i}\left(M_{1}, \ldots, M_{m}\right)-P_{h}\left(M_{1}, \ldots, M_{m}\right) \neq 0_{n}$. In each of these relations the entries of the matrix on the left hand side are polynomials in $x_{\alpha \beta}^{j}$. The $x_{\alpha \beta}^{j}$ 's must be chosen so that at least one entry in each matrix is non-zero.

Now consider the finite set $S^{*}$ of relations in the generators given by the set of equalities $S$ together with the set of non-equalities of the form $P_{i}\left(M_{1}, \ldots, M_{m}\right)-P_{h}\left(M_{1}, \ldots, M_{m}\right) \neq 0_{n}$. As our chosen matrices $M_{1}, \ldots, M_{m}$ in $G L(n, R)$ generate $G$ and the expressions $P_{i}$ and $P_{h}$ represent distinct group elements $g_{i}$ and $g_{h}$, setting $x_{\alpha \beta}^{j}=a_{\alpha \beta}^{j}$ as above satisfies the set of
relations $S^{*}$.
With these choices of $x_{\alpha \beta}^{j}$ each of the polynomial entries in the matrices $P_{i}\left(M_{1}, \ldots, M_{m}\right)-P_{h}\left(M_{1}, \ldots, M_{m}\right)$ takes a value $p_{\alpha \beta}^{i h} \in R$, and for each pair $i, h$ at least one of the $p_{\alpha \beta}^{i h}$ is non-zero. Choose a prime $p$ such that $p>$ $\max \left\{a_{\alpha \beta}^{j}, p_{\alpha \beta}^{i h} \mid j=1, \ldots, m ; i, h=1, \ldots, k, i \neq h, \alpha, \beta=1, \ldots, n\right\}$. Take $K$ to be the field $R / p \mathbb{Z}$. There is a natural map $\phi: R \rightarrow K$. The set of relations $S^{*}$ is soluble in the field $K$, specifically we can take $x_{\alpha \beta}^{j}=\phi\left(a_{\alpha \beta}^{j}\right)$ as a set of solutions. Since $R$ is a finite degree extension of $\mathbb{Z}$ the field $K$ is finite.

Let $N_{j}=\left(x_{\alpha \beta}^{j}\right)$ where $x_{\alpha \beta}^{j}=\phi\left(a_{\alpha \beta}^{j}\right)$ for all $j=1, \ldots, k, \alpha, \beta=1, \ldots, n$. This choice of matrices satisfies the set of relations $S$. For each $g \in G, g$ can be written as a product $P_{g}\left(M_{1}, \ldots, M_{m}\right)$ of the generators. Define $\Phi$ : $G \rightarrow H$ by $g \mapsto P_{g}\left(N_{1}, \ldots N_{m}\right)$. By our choice of prime $p, P_{g_{i}}\left(N_{1}, \ldots, N_{m}\right)-$ $P_{g_{h}}\left(N_{1}, \ldots N_{m}\right)$ is non-zero for all $i, h \in 1, \ldots, k$ and hence $\Phi\left(g_{i}\right) \neq \Phi\left(g_{h}\right)$ for all $g_{i}, g_{h}$ in our chosen finite set.

Since $K$ is a finite field, the group $G L(n, K)$ must also be finite. The group $H$ is generated by a finite set of elements of $G L(n, K)$ so $H<G L(n, K)$ and $H$ is finite.

Corollary 1.15. Let $G$ be a finitely generated Coxeter group. Then $G$ is residually finite.

Proof. By Lemma 1.6 every finitely generated Coxeter group is a finitely generated linear group. Theorem 1.14 completes the proof.

Lemma 1.16. Let $G$ be a residually finite group and $\alpha$ be an automorphism of $G$. Then the subgroup $\operatorname{Fix}(\alpha)=\{g \in G \mid \alpha(g)=g\}$ is separable in $G$.

Proof. Let $\alpha: G \rightarrow G$ be an automorphism of a residually finite group. Choose an element $\gamma \in G \backslash \operatorname{Fix}(\alpha)$. Then, by the definition of $\operatorname{Fix}(\alpha)$, we have $\gamma^{-1} \alpha(\gamma) \neq e_{G}$. Denote $\gamma^{-1} \alpha(\gamma)$ by $\gamma^{\prime}$. Since $G$ is a residually finite group, there exists a finite group $F_{\gamma^{\prime}}$ and a homomorphism $\phi_{\gamma^{\prime}}: G \rightarrow F_{\gamma^{\prime}}$ such that $\phi_{\gamma^{\prime}}\left(\gamma^{-1} \alpha(\gamma)\right) \neq e_{F_{\gamma^{\prime}}}$.

Construct a map $\Phi: G \rightarrow F_{\gamma^{\prime}} \times F_{\gamma^{\prime}}$ defined by $\Phi(g)=\left(\phi_{\gamma^{\prime}}(g), \phi_{\gamma^{\prime}}(\alpha(g))\right)$. Note that $\phi_{\gamma^{\prime}}\left(\gamma^{-1} \alpha(\gamma)\right) \neq e_{F_{\gamma}}$ implies that $\phi_{\gamma^{\prime}}(\gamma) \neq \phi_{\gamma^{\prime}}(\alpha(\gamma))$ and so $\Phi(\gamma) \notin$ $\left\{(f, f) \mid f \in F_{\gamma^{\prime}}\right\}$, the diagonal subgroup of $F_{\gamma^{\prime}} \times F_{\gamma^{\prime}}$.

Clearly, if $g \in \operatorname{Fix}(\alpha)$ then $g=\alpha(g)$ and so $\Phi(g) \in\left\{(f, f) \mid f \in F_{\gamma}\right\}$. Hence for any $\gamma \in G \backslash \operatorname{Fix}(\alpha)$ the pullback $\Phi^{-1}\left(\left\{(f, f) \mid f \in F_{\gamma}\right\}\right)$ is a finite index subgroup of $G$ containing Fix $(\alpha)$ but not containing $\gamma$, and so $\operatorname{Fix}(\alpha)$ is separable in $G$.

Corollary 1.17. Let $G$ be a residually finite group. Then $C_{G}(g)$, the centraliser of $g$ in $G$, is separable for all $g \in G$.

Proof. Consider the homomorphism $\alpha: G \rightarrow G$ given by $r \mapsto g^{-1} r g$. Then $\operatorname{Fix}(\alpha)=C_{G}(r)$ and Lemma 1.16 gives the result.

Corollary 1.18. Let $W$ be a finitely generated Coxeter group. Let $\mathcal{H}_{r}$ be a wall in the Coxeter complex $\Sigma(W, S)$. Then $\operatorname{stab}_{W}\left(\mathcal{H}_{r}\right)$ is separable.

Proof. By Corollary $1.15 W$ is residually finite and by Lemma 1.7, $\operatorname{stab}_{W}\left(\mathcal{H}_{r}\right)=$ $C_{W}(r)$. Hence by Corollary $1.17 \operatorname{stab}_{W}\left(\mathcal{H}_{r}\right)$ is separable.

Lemma 1.19. [24] Let $G$ be a RF group and $H$ a maximal abelian subgroup of $G$. Then $H$ is separable in $G$.

Proof. Suppose $H$ is a maximal abelian subgroup of $G$. Let $f\left(x_{1}, x_{2}\right)=$ $x_{1} x_{2} x_{1}^{-1} x_{2}^{-1}$. Then $H$ is maximal subject to the condition $f\left(h_{j}, h_{k}\right)=e$ for all $h_{j}, h_{k} \in H$. Since $G$ is residually finite we can choose a set of finite index normal subgroups $N_{i}$ in $G$ such that $\bigcap_{i \in I} N_{i}=\{e\}$. We take $M_{i}=H N_{i}$ and will show that $H=\bigcap_{i \in I} M_{i}$. Since $N_{i}$ is finite index in $G$ and $N_{i}<H N_{i}=$ $M_{i}$, each $M_{i}$ is finite index in $G$.

Note that

$$
\bigcap_{i \in I} M_{i}=\bigcap_{i \in I} H N_{i} \supset H\left\{\bigcap_{i \in I} N_{i}\right\}=H\{e\}=H
$$

For each choice of $N_{i}$ we have

$$
\begin{aligned}
f\left(h_{j} N_{i}, h_{k} N_{i}\right) & =\left(h_{j} N_{i}\right)\left(h_{k} N_{i}\right)\left(N_{i} h_{j}^{-1}\right)\left(N_{i} h_{k}^{-1}\right) \\
& =h_{j} h_{k} h_{j}^{-1} h_{k}^{-1} N_{i} \\
& =N_{i}
\end{aligned}
$$

and so $f\left(h_{j} N_{i}, h_{k} N_{i}\right) \in N_{i}$. Hence $\bigcap_{i \in I} f\left(H N_{i}, H N_{i}\right)<\bigcap_{i \in I} N_{i}=\{e\}$, so that any pair $x_{1}, x_{2}$ in the subgroup $\bigcap_{i \in I} H N_{i}$ satisfy $f\left(x_{1}, x_{2}\right)=e$. Since $H$ was chosen to be maximal with respect to this property, it follows that $H>\bigcap_{i \in I} H N_{i}$ and so $H=\bigcap_{i \in I} M_{i}$.

The following results are due to Scott and Hall respectively.
Theorem 1.20. [34, 35] Every surface group is LERF.
Corollary 1.21. Every finitely generated free group is LERF.
Proof. Every finitely generated free group is a subgroup of the fundamental group of the genus 2 orientable surface. Hence by lemma 1.13 and theorem 1.20, every finitely generated free group is LERF.

Corollary 1.22. Every Fuchsian group is LERF.
Proof. Any Fuchsian group has a subgroup of finite index which is a surface group. Hence by lemma 1.13 and theorem 1.20, every Fuchsian group is LERF.

### 1.3.3 Scott's results

Definition. [2] A topological space $X$ is called Hausdorff if for any pair of distinct points $u, v \in X$ we can choose open neighbourhoods $U$ and $V$ such that $u \in U, v \in V$ and $U \cap V=\emptyset$.

In "Subgroups of surface groups are almost geometric", [34], and a later correction, [35], Peter Scott gives the following characterisation of residual finiteness.

Lemma 1.23. ([34],page 557) Let $X$ be a Hausdorff topological space with a regular covering $\tilde{X}$ and covering group $G$. Then the following conditions are equivalent
(a) $G$ is $R F$,
(b) If $C$ is a compact set in $\tilde{X}$ then $G$ has a subgroup $G_{1}$ of finite index such that $g C \cap C$ is empty for every non-trivial element $g$ of $G_{1}$,
(c) If $C$ is a compact set in $\tilde{X}$ then the projection map $\tilde{X} \rightarrow X$ factors through a finite covering $X_{1}$ of $X$ such that $C$ projects by a homeomorphism into $X_{1}$.

This generalises to the following characterisation of locally extended residual finiteness.

Lemma 1.24. ([34],page 557) Let $X$ be a Hausdorff topological space with a regular covering $\tilde{X}$ and covering group $G$. Then $G$ is LERF if and only if given any f.g. subgroup $S$ of $G$ and a compact subset $C$ of $\tilde{X} / S$ there is a finite covering $X_{1}$ of $X$ such that the projection $\tilde{X} / S \rightarrow X$ factors through $X_{1}$ and $C$ projects homeomorphically into $X_{1}$.

Definition. ([34], page 555) Let $F$ be a surface and $X$ be a compact subsurface of $F$. $X$ is incompressible if no component of the closure of $F \backslash X$ is a 2-disc whose boundary is contained in the boundary of $X$.

Definition. ([34], page 555) Let $F$ be a surface. A subgroup $S$ of $\pi_{1}(F)$ is geometric if $S=\pi_{1}(X)$ for some incompressible subsurface $X$ of $F$.

Scott gave the following theorem about embedded loops in surfaces, which implies that the fundamental group of a surface is LERF.

Theorem 1.25. ([34], page 561) Let $F$ be a surface, let $S$ be a finitely generated subgroup of $\pi_{1}(F)$ and let $g \in \pi_{1}(F) \backslash S$. Then there is a finite covering $F_{1}$ of $F$ such that $\pi_{1}\left(F_{1}\right)$ contains $S$ but not $g$ and $S$ is geometric in $F_{1}$.

Scott also uses this approach to give a proof that the fundamental group of a compact Seifert fibre space is LERF.

### 1.4 Cube Complexes and Products of Trees

### 1.4.1 Definitions

Definition. ([4], p. 111) The unit $n$-cube $I^{n}$ is the $n$-fold product $[0,1]^{n}$, isometric to a cube in $\mathbb{E}^{n}$ with edges of length one. $I^{0}$ is defined to be a point. Faces of the cube are defined in the usual way as lower dimensional cubes embedded in the boundary of the cube. We denote the boundary of the cube $\sigma$ by $\partial \sigma$.

Definition. ([4], p.112) A cube complex $K$ is the quotient of a disjoint union of cubes $X=\coprod_{\lambda \in \Lambda} I^{n_{\lambda}}$ by an equivalence relation $\sim$. The restrictions $p_{\lambda}$ : $I^{n_{\lambda}} \rightarrow K$ of the natural projection $p: X \rightarrow K=X / \sim$ to a cube are required to satisfy:

1. for every $\lambda \in \Lambda$ the map $p_{\lambda}$ is injective;
2. if $p_{\lambda}\left(I^{n_{\lambda}}\right) \cap p_{\lambda^{\prime}}\left(I^{n_{\lambda^{\prime}}}\right) \neq \emptyset$ then there is an isometry $h_{\lambda, \lambda^{\prime}}$ from a face $T_{\lambda} \subset I^{n_{\lambda}}$ onto a face $T_{\lambda^{\prime}} \subset I^{n_{\lambda^{\prime}}}$ such that $p_{\lambda}(x)=p_{\lambda^{\prime}}\left(x^{\prime}\right)$ if and only if $x^{\prime}=h_{\lambda, \lambda^{\prime}}(x)$.

The dimension of a cube complex $X$ is equal to the dimension of the highest dimension cube in $X$. The set of 0 -dimensional cubes are called the vertices of $X$. The set of 1-dimensional cubes are called the edges of $X$.

Throughout this thesis, we will assume that all cube complexes are finite dimensional and locally finite, that is only finitely many cubes meet any point.

We will consider two different metrics on the set of vertices of a cube complex $X$. The first is the natural path metric inherited from $\mathbb{E}^{n}$, denoted by $d_{2}$. This metric can be defined on the whole of $X$. We will also consider the edge metric $d_{1}$ defined on the set of vertices of $X$ by $d_{1}(u, v)=\min \{$ length of $p \mid p$ is a edge path joining $u$ and $v\}$ where $u$ and $v$ are any pair of vertices of $X$.

Definition. A graph $G$ is a collection of vertices $V$ and a set of edges $E$ which join pairs of vertices. We can denote the edge $e$ which joins the vertices $u$
and $v$ by the pair $(u, v)$. We say an edge $e$ is incident with a vertex $v$ if $e$ joins $u$ and $v$ for some vertex $u$ in $G$.

A path in $G$ is a sequence of edges $\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \ldots,\left(u_{j}, v_{j}\right)$ such that $v_{i}=u_{i+1}$ for all $1 \leq i<j$. The length of a path is the number of edges in the sequence. A cycle in $G$ is a path in $G$ with the same initial and terminal vertices, in which no edge or vertex occurs more than once. The length of a cycle is the number of edges in the cycle. A tree is a graph containing no cycles.

A geodesic is a path whose length is minimal among the set of lengths of paths between its end points. In a general metric space there may be more than one geodesic with the same endpoints.

Given a cube complex $X$ denote by $X^{(i)}$ the $i$-skeleton of $X$, that is the subcomplex formed from all cubes of $X$ of dimension less than or equal to $i$. The 1 -skeleton $X^{(1)}$ of a cube complex is a graph. An edge path in a $\operatorname{CAT}(0)$ cube complex $X$ is entirely contained in its 1 -skeleton $X^{(1)}$.

Any tree is a 1 -dimensional CAT(0) cube complex.
Definition. ([4], p.34) Let $\triangle$ be a triangle in a metric space ( $X, d_{X}$ ) with vertices $p, q$ and $r$ and edge lengths $d_{X}(p, q), d_{X}(q, r)$ and $d_{X}(r, p)$. A comparison triangle for $\triangle$ in Euclidean space is a Euclidean triangle $\bar{\triangle}$ with vertices $\bar{p}, \bar{q}, \bar{r}$ such that $d(\bar{p}, \bar{q})=d_{X}(p, q), d(\bar{q}, \bar{r})=d_{X}(q, r)$ and $d(\bar{r}, \bar{p})=d_{X}(r, p)$.

A point $\bar{x} \in[\bar{q}, \bar{r}]$ is called a comparison point for $x \in[q, r]$ if $d(\bar{q}, \bar{x})=$ $d_{X}(q, x)$. Comparison points for points on $[p, q]$ and $[p, r]$ are defined in the same way.

Definition. ([4], p.158) A metric space $X$ is $\operatorname{CAT}(0)$ with respect to the metric $d_{X}$ if for every geodesic triangle $\triangle$ in $X$ and comparison triangle $\bar{\triangle}$ in Euclidean space, every pair of points $x, y \in \triangle$ with comparison points $\bar{x}, \bar{y} \in \bar{\triangle}$ satisfies $d_{X}(x, y) \leq d(\bar{x}, \bar{y})$. Where the metric is clear from the context, we will say that the space is $\operatorname{CAT}(0)$.

A metric space $X$ is locally $C A T(0)$ if for every $x \in X$ there exists a ball $B\left(x, r_{x}\right)$ which is $\operatorname{CAT}(0)$ with respect to the induced metric.

We say that a cube complex is $\operatorname{CAT}(0)$ if it is $\operatorname{CAT}(0)$ with respect to the inherited metric $d_{2}$.


Figure 1.2: A comparison triangle for a pair of geodesics

Lemma 1.26. Geodesics in $C A T(0)$ spaces are unique.
Proof. Let $(X, d)$ be a metric space which is $\operatorname{CAT}(0)$ with respect to the metric $d$. Let $u$ and $v$ be two points in $X$ and suppose that $l$ and $l^{\prime}$ are two geodesics joining $u$ and $v$. Choose a point $w$ on $l$. Then the comparison triangle for the triangle with vertices $u, v, w$ is a line segment with length equal to the length of $l$, as in figure 1.2. Let $x$ and $y$ be points on $l$ and $l^{\prime}$ respectively with $d_{X}(u, x)=d_{X}(u, y)$. Then we have $\bar{x}=\bar{y}$ and, since $X$ is $\operatorname{CAT}(0), d_{X}(x, y) \leq d(\bar{x}, \bar{y})=0$ and by the definition of a metric must have $x=y$. This is true for any pair of corresponding points, and hence we must have $l=l^{\prime}$.

In the case of a cube complex $X$, we have an alternative method of checking whether $X$ is $\operatorname{CAT}(0)$. This method is based on examining the set of directions at each point in $X$, and results in a combinatorial condition which must be satisfied for $X$ to be locally CAT(0).

Definition. ([20], pp.102-103, 108) Let $X$ be a cube complex, and let $x$ be some point in $X$. The open star of $x$, denoted $s t(x)$, is the union of the interiors of the cells that contain $x$. Given $y, y^{\prime} \in \operatorname{st}(x) \backslash\{x\}$, we say that the geodesic segments $[x, y]$ and $\left[x, y^{\prime}\right]$ define the same direction at $x$ if one of them is contained in the other. The geometric link of $x$ is the set $L k_{X}(x)$ of directions at $x$. For any two directions $u$ and $u^{\prime}$ contained in the same cube of
st $(x)$, we define the distance between $u$ and $u^{\prime}$ to be the angle between $u$ and $u^{\prime}$. We hence define a distance function on $L k_{X}(x)$ by taking the distance between $u$ and $u^{\prime}$ to be the length of the shortest path $u=u_{0}, u_{1}, \ldots, u_{m}=u^{\prime}$ where for each $1 \leq i \leq m u_{i-1}$ and $u_{i}$ lie in the same simplex of $\operatorname{st}(x)$.

Lemma 1.27. (Theorem 7.16 of [4]) Let $X$ be a cube complex and $x$ be a vertex in $X$. Then $L k_{X}(x)$ is isometric to $\partial(B(x, 1) \cap X)$, that is the intersection of the boundary of a ball of radius 1 with $X$.

Definition. [33] The link of a m-cube $\sigma$ in $X$, denoted $\operatorname{link}_{X}(\sigma)$ is a simplicial complex whose $n$-skeletons are defined inductively as follows: The set of vertices is the set $\left\{\tau \in X^{(n+1)}: \sigma \in \partial \tau\right\}$, and the set $\left\{\tau_{0}, \ldots, \tau_{n}\right\} \subset$ $\operatorname{link}_{X}(\sigma)^{(0)}$ spans an $n$-simplex if there exists a cube $C$ such that every $\tau_{i}$ lies in the boundary of $C$. Where the space $X$ is clear from the context, we denote $\operatorname{link}_{X}(\sigma)$ by $\operatorname{link}(\sigma)$.

We note that in the case where $\sigma$ is a vertex in $X$ the link of the 0 -cube $\sigma, \operatorname{link}_{X}(\sigma)$, is isometric to the geometric link $L k_{X}(\sigma)$ of the point $\sigma$ in $X$, where the metric on $\operatorname{link} k_{X}(\sigma)$ is defined by setting each edge in $\operatorname{link} k_{X}(\sigma)$ to have length $\frac{\pi}{2}$.

Definition. [27] A cube complex $X$ is non-positively curved if for any cube $C$ the following conditions are satisfied:
(i) (no bigons) For each pair of vertices in $\operatorname{link}_{X}(C)$ there is at most one edge containing them.
(ii) (no triangles) Every edge cycle of length three in $\operatorname{link}_{X}(C)$ is contained in a 2 -simplex of $\operatorname{link}(C)$.

Definition. [2] Let $X$ be a topological space. A path in $X$ is a continuous function $\gamma:[0,1] \rightarrow X$. A loop in $X$ is a path $\gamma:[0,1] \rightarrow X$ such that $\gamma(0)=\gamma(1)$.
$X$ is path-connected if any pair $a, b$ of its points can be joined by a path, that is there exists a path $\gamma:[0,1] \rightarrow X$ such that $\gamma(0)=a$ and $\gamma(1)=b$.

For any subset $A$ of $X$, let $\operatorname{cl}(A)$ denote the closure of $A$. $X$ is connected if whenever it is decomposed as the union $A \cup B$ of two non-empty subsets then either $\operatorname{cl}(A) \cap B \neq \emptyset$ or $A \cap \operatorname{cl}(B) \neq \emptyset$.
$X$ is simply connected if it is path-connected and has trivial fundamental group, that is every loop in $X$ is homotopic to the constant loop.

Remark 1.28. If $X$ is a metric space then $X$ is simply connected if any two points in $X$ can be joined by a unique geodesic path.

Lemma 1.29. [20] $X$ is locally CAT(0) if and only if it is non-positively curved, and it is $C A T(0)$ if and only if it is simply connected and nonpositively curved.

Definition. Given a cell complex $X$ and a cell in $x$, the star of $x$, denoted $\operatorname{star}(x)$, is the union of all cells of $X$ which contain $x$ in their boundaries, $\operatorname{star}(x)=\bigcup_{C \in X, x \in \partial C} C$.

Definition. [33] An automorphism of a cube complex $X$ is a homeomorphism of the underlying space which restricted to each cube is a linear isomorphism onto a cube of $X$.

An action of $G$ on $X$ is a homomorphism $\phi$ from $G$ to the automorphism group of $X$. We will write $g(x)$ for $\phi(g)(x)$ when the action is clear from the context.

Definition. We say the action of a group $G$ on a space $X$ is cocompact if there exists a compact subspace $C$ of $X$ such that $G C=X$.

Definition. We say the action of a group $G$ on a space $X$ is free if for any $g \in G$ and $x \in X g(x)=x$ implies $g=e$ where $e$ is the identity.

Definition. We say the action of a group $G$ on a space $X$ is properly discontinuous (or proper) if for every compact subspace $K$ of $X$ the set $\{g \in G \mid g K \cap K \neq \emptyset\}$ is finite.

Lemma 1.30. Let $G$ be a group and $X$ be a CAT(0) cube complex on which $G$ acts properly and cocompactly. Then $G$ is a finitely generated group.

Proof. If $G$ acts properly and cocompactly on $X$, there is some compact region $C \subset X$ such that $G C=X$. Let $S=\{g \in G \mid g C \cap C \neq \emptyset\}$. Since that action of $G$ on $X$ is properly discontinuous, $S$ is finite. We claim $S$ is a generating set for $X$. Suppose $\gamma \in G$. Then $\gamma C \in X$ and since $X$ is path-connected we can choose a path $p$ from a point in $e C$ to a point in $\gamma C$. Let $g_{0} C=e C, g_{1} C, \ldots, g_{n} C=\gamma C$ denote the images of $C$ through which $p$ passes.

Since each $g_{i} C$ is compact and hence closed, it follows that $g_{i} C \cap g_{i+1} C \neq$ $\emptyset$. Hence $g_{i}^{-1} g_{i} C \cap g_{i}^{-1} g_{i+1} C=C \cap g_{i}^{-1} g_{i+1} C \neq \emptyset$ and by definition $g_{i}^{-1} g_{i+1} \in$ $S$. This is true for each choice of $i$ and hence $g_{n}=\gamma \in\langle S\rangle$. Hence $G$ is generated by the finite set $S$.

Suppose $G$ is a group with finite generating set $S$. Then there is a natural length function on the elements of $G$ given by defining $\ell_{w}(g)$ to be the minimum possible length of $\gamma$ where $\gamma$ is a word for $g$ in the elements of $S$ and their inverses. Using this length function, we define a metric on $G$ by setting $d_{W}\left(g_{1}, g_{2}\right)$ to be $\ell_{w}\left(g_{1} g_{2}^{-1}\right)$ (see section 1.1.2 for a discussion of this metric in the case of finitely generated Coxeter groups). We call this metric the word length metric.

Definition. Let $G$ be a group with finite generating set $S$. We construct the Cayley graph $\Gamma(G ; S)$ of $G$ as follows: Let $V(\Gamma)=G$. We connect vertices $g, h \in G$ by an edge in $\Gamma$ if $g^{-1} h \in S$, i.e. For all $g \in G, s \in S$ we have an edge connecting $g$ to $g s$.

We can use any action $a$ of a group $G$ on a space $X$ to define a map $\alpha$ from $G$ into $X$ as follows. Choose any point $x \in X$ and define $\alpha(e)=x$ where $e$ is the identity element of $G$. Then for any element $g$ of $G$ we define $\alpha(g)=g(x)$.

If the action of $G$ on $X$ is free then the map $\alpha$ will be an embedding of $G$ in $X$, that is $\alpha(g)=\alpha(h) \Longrightarrow g=h$.

Definition. Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be metric spaces. A map $f: X \rightarrow Y$ is an isometric embedding if for every pair of points $u, v \in X, d_{Y}(f(u), f(v))=$ $d_{X}(u, v)$. The map $f$ is an isometry if it is also surjective. If there is an isometric map $f: X \rightarrow Y$ then we say $X$ and $Y$ are isometric.

For example, there exists a isometric embedding $f: \mathbb{Z} \rightarrow \mathbb{R}$ given by mapping the integer $z$ to the point $z$ on the real line. However, this map is not surjective, and the spaces $\mathbb{Z}$ and $\mathbb{R}$ are not isometric.

Suppose $X$ and $Y$ are a pair of cube complexes and let $d_{1}$ be the edge metric. A map $f: X \rightarrow Y$ is $d_{1}$-isometric if for any pair of points $u, v \in$ $X, d_{1}(f(u), f(v))=d_{1}(u, v)$.

Note that metric space formed by the group $G$ with finite generating set $S$ with the word length metric is isometric to the Cayley graph $\Gamma(G ; S)$ with the edge path metric.

Definition. Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be metric spaces. A map $f: X \rightarrow Y$ is a quasi-isometry if there exists some $k_{1}, k_{2} \in \mathbb{R}$ with $k_{1}, k_{2}>0$ such that for all $u, v \in X k_{1} d_{X}(u, v) \leq d_{Y}(f(u), f(v)) \leq k_{2} d_{X}(u, v)$.

If there is a quasi-isometry $f: X \rightarrow Y$ then we say $X$ and $Y$ are quasiisometric.

Lemma 1.31. ([3], p.24) If $S$ and $S^{\prime}$ are finite generating sets for $G$ then $\Gamma(G ; S)$ is quasi-isometric to $\Gamma\left(G ; S^{\prime}\right)$.

Lemma 1.32. ([3], p.26) Suppose that $\Gamma$ is a finitely generated group and that $G \leq \Gamma$ is finite index. Then $G$ is quasi-isometric to $\Gamma$.

We say that the action of a group $G$ on a space $X$ is isometric if for any $g \in G, x, y \in X d_{X}(x, y)=d_{X}(g(x), g(y))$. The action is quasi-isometric if there exists some $k_{1}, k_{2}$ such that $k_{1} d_{X}(x, y) \leq d_{X}(g(x), g(y)) \leq k_{2} d_{X}(x, y)$.

Note that the metric $d_{2}$ and the edge metric $d_{1}$ on a finite dimensional CAT(0) cube complex $X$ are quasi-isometric, that is for any $x, y \in X^{(0)}$ there exists some $k_{1}, k_{2}$ such that $k_{1} d_{1}(x, y) \leq d_{2}(x, y) \leq k_{2} d_{1}(x, y)$. In fact, we can see that $k_{2}=1$ and $k_{1}=\sqrt{n}$ where $n$ is the maximum dimension of a cube in $X$.

### 1.4.2 Hyperplanes

Definition. [19] Consider the cube $[0,1]^{n}$. Then for each $i \in\{1,2, \ldots, n\}$ there is a midplane $M$ of $[0,1]^{n}$ given by setting the coordinate $x_{i}$ to be $\frac{1}{2}$, that is $M=\left\{\left.\left(\alpha_{1}, \ldots, \alpha_{i-1}, \frac{1}{2}, \alpha_{i+1}, \ldots, \alpha_{n}\right) \right\rvert\, \alpha_{j} \in[0,1]\right\}$.

Given a CAT(0) cube complex $X$, take the set of all midplanes of cubes in $X$. Two midplanes $M$ and $N$ in $X$ are said to be hyperplane equivalent if there is a sequence of midplanes $M=M_{1}, \ldots, M_{n}=N$ such that $M_{i} \cap M_{i+1}$ is a midplane for all $i \in\{1, \ldots, n-1\}$. We call such a sequence a chain of midplanes.

Given an equivalence class of midplanes, we build a complex by identifying the faces of midplanes in the class along their common intersections. We will use the term hyperplane for both the equivalence class of a midplane and the associated complex.

Lemma 1.33. [27] The hyperplanes of a CAT(0) cube complex $X$ are also CAT(0) cube complexes.

Proof. By definition, any hyperplane $\mathfrak{h}$ in a CAT(0) cube complex is a connected cube complex. In order to show that $\mathfrak{h}$ is $\operatorname{CAT}(0)$, we will show that there is a global isometry from $\mathfrak{h}$ to $X$. Hence any triangle in $\mathfrak{h}$ is isometric to a triangle in $X$, and so $\mathfrak{h}$ satisfies the definition of a $\operatorname{CAT}(0)$ space.

The following proof is due to Niblo and Reeves in [27].
Let $M$ be a midplane in $\mathfrak{h}$ and let $C_{M}$ denote the unique lowest dimension cube of $X$ containing $M$ as a midplane. Let $\phi: \mathfrak{h} \rightarrow X$ denote the natural inclusion of $\mathfrak{h}$ in $X$, which maps cubes to midplanes. We show that for all $x \in \mathfrak{h}$ there is a neighbourhood $U$ of $x$ such that $\left.\phi\right|_{U}: \mathfrak{h} \rightarrow X$ is an isometry. For any $M$ in $\mathfrak{h},\left.\phi\right|_{M}$ is an isometry and so when $x$ lies in a single cube $M$ in $\mathfrak{h}$, we can choose as $U$ any neighbourhood of $x$ contained in $M$.

Suppose $x \in \mathfrak{h}$ lies in more than one cube of $\mathfrak{h}$. For each midplane $M \subset X$ let $\rho_{M}: C_{M} \rightarrow C_{M}$ denote reflection in $M$. Let $S t_{\mathfrak{h}}(x)$ denote the set of cubes in $\mathfrak{h}$ containing $x$ and $S t_{X}(\phi(x))$ denote the set of cubes in $X$ containing $\phi(x)$. We can define a map $\rho: S t_{X}(\phi(x)) \rightarrow S t_{X}(\phi(x))$ by setting $\left.\right|_{C_{\phi(M)}}$ to be $\rho_{\phi(M)}$ for each $M \in S t_{\mathfrak{h}}(x)$. To see that this function is well defined we note that if $M_{1}$ and $M_{2}$ lie in a hyperplane and both contain $x$, then $\rho_{\phi\left(M_{1}\right)}$ and $\rho_{\phi\left(M_{2}\right)}$ agree on $C_{\phi\left(M_{1} \cap M_{2}\right)}$. We also check that $\rho$ is defined on every cube of $S t_{X}\left(C_{\phi(x)}\right)$, which follows from the fact that the minimal cube in $X$ containing $\phi(x)$ is $C(M)$ where $M$ is the minimal cube of $\mathfrak{h}$ containing $x$.


Figure 1.3: An isometry from a hyperplane to the CAT(0) cube complex

Given any $x \in \mathfrak{h}$, there exists a ball of $B$ of radius $\epsilon>0$ centered at $\phi(x)$ such that $B$ is convex and is contained in $S t_{X}(\phi(x))$ (see fingure 1.3. Hence the map $\rho$ preserves $B$ and is an isometry with fixed point set $\phi\left(S t_{\mathfrak{h}}(x)\right) \cap B$. Since $\phi\left(S t_{\mathfrak{h}}(x)\right) \cap B$ is the fixed set of an isometry, it is a totally geodesic subspace of $X$. Hence the set $U=\phi^{-1}\left(\phi\left(S t_{\mathfrak{h}}(x)\right) \cap B\right)$ is a set containing $x$ such that $\left.\phi\right|_{U}: \mathfrak{h} \rightarrow X$ is an isometry. Hence for each $x \in \mathfrak{h}$ we can choose a neighbourhood $U$ of $x$ such that $\left.\phi\right|_{U}: \mathfrak{h} \rightarrow X$ is an isometry, and so $\phi$ is a local isometry.

Hence since $X$ is CAT(0), by the Cartan-Hadamard theorem (section 4 [20]), the local isometry $\phi$ must be a global isometry. Hence the cube complex $\mathfrak{h}$ is CAT(0).

Remark 1.34. If a group $G$ acts on a $\operatorname{CAT}(0)$ cube complex $X$, then $G$ acts on the set of hyperplanes of $X$. Since the action of $G$ on $X$ preserves incidence of cubes, it preserves incidence of midplanes and hence extends to an action on hyperplanes.

Each hyperplane $\mathfrak{h}$ divides $X$ into two simply connected pieces called halfspaces (see [33] p.610-611). We denote the two halfspaces of $X$ with respect to $\mathfrak{h}$ by $X_{\mathfrak{h}}$ and $X_{\mathfrak{h}}^{*}$. Each hyperplane is geodesically convex, that is for any hyperplane $\mathfrak{h}$ every geodesic with initial and end points both in $\mathfrak{h}$ is entirely contained in $\mathfrak{h}$ (see [27] p.624).

Suppose that $X_{\mathfrak{h}}$ is not geodesically convex. Then there exists a pair of points $u, v$ in $X_{\mathfrak{h}}$ and a geodesic $\ell$ from $u$ to $v$ which has non-trivial intersection with $X \backslash X_{\mathfrak{h}}$. This geodesic must intersect the boundary $\mathfrak{h}$ of $X_{\mathfrak{h}}$ in at least two points. Let $u^{\prime}$ and $v^{\prime}$ be the points of $\mathfrak{h} \cap \ell$ closest to $u$ and $v$ respectively. Since $\mathfrak{h}$ is geodesically convex, any geodesic between $u^{\prime}$ and $v^{\prime}$ must be entirely contained in $\mathfrak{h}$, hence the intersection of $\ell$ with $X \backslash X_{\mathfrak{h}}$ is trivial. It follows that for every $\mathfrak{h}$ the halfspaces $X_{\mathfrak{h}}$ and $X_{\mathfrak{h}}^{*}$ are geodesically convex.

We say that two hyperplanes $\mathfrak{h}_{1}$ and $\mathfrak{h}_{2}$ intersect if each of the sets

$$
X_{\mathfrak{h}_{1}} \cap X_{\mathfrak{h}_{2}}, X_{\mathfrak{h}_{1}}^{*} \cap X_{\mathfrak{h}_{2}}, \quad X_{\mathfrak{h}_{1}} \cap X_{\mathfrak{h}_{2}}^{*}, \quad X_{\mathfrak{h}_{1}}^{*} \cap X_{\mathfrak{h}_{2}}^{*},
$$

is non empty. Equivalently, $\mathfrak{h}_{1}$ and $\mathfrak{h}_{2}$ intersect if and only if $\mathfrak{h}_{1} \neq \mathfrak{h}_{2}$ and there exists midplanes $M_{1}$ of $\mathfrak{h}_{1}$ and $M_{2}$ of $\mathfrak{h}_{2}$ such that $M_{1} \cap M_{2} \neq \emptyset$.

Suppose there exists a pair of vertices $u, v$ in $X$ which lie in the same set of halfspaces. Since $X$ is connected, there exists a shortest edge path from $u$ to $v$. Since each edge contains a midpoint which is a midplane in some hyperplane, the endpoints of any edge lie in different halfspaces. Since halfspace are geodesically convex, the geodesic from $u$ to $v$ crosses between halfspaces $X_{\mathfrak{h}}$ and $X_{\mathfrak{h}}^{*}$ at most once for each hyperplane $\mathfrak{h}$,. Hence any geodesic of length $>1$ has endpoints lying in different halfspaces for at least one hyperplane, and so $d(u, v)=0$, that is $u=v$. Hence every vertex in $X$ is uniquely determined by the set of halfspaces containing it.

We say a hyperplane $\mathfrak{h}$ separates the vertices $u$ and $v$ if $u$ lies in $X_{\mathfrak{h}}$ and $v$ lies in $X_{\mathfrak{h}}^{*}$, or vice versa. We say the edge $e$ and the hyperplane $\mathfrak{h}$ intersect if the midpoint of $e$ lies in a midplane in the equivalence class of midplanes $\mathfrak{h}$. Let $u$ and $v$ be a pair of vertices in $X$ and let $p$ be a geodesic edge path between them. For each edge in the path $p, p$ intersects a single hyperplane in $X$. Since halfspaces in $X$ are geodesically convex, the path $p$ intersects each hyperplane at most once and the length of the path $p$ is equal to the number of hyperplanes intersecting edges in $p$. Using the fact that halfspaces are geodesically convex for a second time, we note that if the path $p$ intersects a hyperplane $\mathfrak{h}$, then $u$ and $v$ lie in different halfspaces $X_{\mathfrak{h}}$ and $X_{\mathfrak{h}}^{*}$. Hence
the length of any geodesic path from $u$ to $v$, denoted by $d_{1}(u, v)$, is equal to the number of hyperplanes separating $u$ and $v$.

For any hyperplane $\mathfrak{h}$ in $X$, let $\operatorname{stab}_{G}(\mathfrak{h})$ denote the set of elements of $G$ which act on $X$ to map $\mathfrak{h}$ to itself.

### 1.4.3 Almost Residual Finiteness

Definition. A group $G$ is almost residually finite if there exists a finite subgroup $H$ of $G$ such that $H$ is separable.

Lemma 1.35. Let $G$ be a group and suppose that $G$ has a proper action on a CAT(0) cube complex $X$ such that for every hyperplane $\mathfrak{h}$ in $X \operatorname{stab}_{G}(\mathfrak{h})$ is separable. Then $G$ is almost residually finite.

Proof. Choose a vertex $v$ in $X$. Let $\mathcal{H}$ denote the set of hyperplanes in $X$ and let $\overline{\mathcal{H}}$ be the set of hyperplanes adjacent to $v$, that is hyperplanes which intersect an edge incident with $v$. Since $X$ is locally finite, the set $\overline{\mathcal{H}}$ is finite.

For some choice of halfspace $X_{\mathfrak{h}}^{(*)}$ in $\left\{X_{\mathfrak{h}}, X_{\mathfrak{h}}^{*}\right\}$ for each $\mathfrak{h}, v$ is the unique vertex contained in the intersection $\cap_{\mathfrak{h} \in \mathcal{H}} X_{\mathfrak{h}}^{(*)}$. Since the set $\overline{\mathcal{H}}$ contains all hyperplanes adjacent to $v, v$ is the unique vertex contained in $\bigcap_{\mathfrak{h} \in \overline{\mathcal{H}}} X_{\mathfrak{h}}^{(*)}$.

Consider the group $I=\bigcap_{\mathfrak{h} \in \overline{\mathcal{H}}^{\operatorname{stab}}}(\mathfrak{h})$. Since each subgroup $\operatorname{stab}_{G}(\mathfrak{h})$ is separable, the group $I$ is separable. Then $I$ acts on $X$ and preserves each hyperplane in the set $\overline{\mathcal{H}}$, and so we can say that $I$ acts on the set of components of $X \backslash \overline{\mathcal{H}}$.

Since the set $\overline{\mathcal{H}}$ is finite and each $\mathfrak{h} \in \overline{\mathcal{H}}$ divides $X$ into two components, it follows that $X \backslash \overline{\mathcal{H}}$ has only finitely many components, say $n$. Then $I$ permutes the components of $X \backslash\{\overline{\mathcal{H}}\}$ and is homomorphic to a subgroup of the symmetric group $S_{n}$. Since $S_{n}$ is finite, it follows that for each component of $X \backslash \overline{\mathcal{H}}$, the subgroup of $I$ preserving that component is finite index in $I$. Let $H_{v}$ be the subgroup fixing the component containing $v$. Since $v$ is uniquely determined by the set $X_{\mathfrak{h}}^{(*)}$ of halfspaces containing it, it follows that $H_{v}$ fixes $v$.

Since the action of $G$ on $X$ is proper, $\{g \in G \mid g v=v\}$ is finite. $H_{v}$ is a subgroup of this set and hence if finite. $H_{v}$ is a finite index subgroup of
the separable group $I$, so $H_{v}$ is also separable. Hence $G$ is almost residually finite.

### 1.4.4 Coxeter groups act on CAT(0) cube complexes

The following construction is due to Niblo and Reeves and can be found in [28].

Definition. ([28], p.2) We consider the triple $(H, \leq, *)$ where $H$ is a set, $\leq$ is a partial order on $H$ and $*$ is an order reversing involution on $H$, denoted by $X \mapsto X^{*}$.

Suppose $(H, \leq, *)$ satisfies the following conditions:
(1) Given any two elements $X_{1}$ and $X_{2}$ of $H$, there exist only finitely many elements $X_{3} \in H$ such that $X_{1} \leq X_{3} \leq X_{2}$.
(2) Given any pair of elements $X_{1}$ and $X_{2}$ of $H$, at most one of the following holds:

$$
X_{1} \leq X_{2}, X_{1} \leq X_{2}^{*}, X_{1}^{*} \leq X_{2}, X_{1}^{*} \leq X_{2}^{*}
$$

Then $(H, \leq, *)$ is a halfspace system. The elements of the set $H$ are called halfspaces.

A pair of halfspaces $X_{1}$ and $X_{2}$ in $H$ are said to be transverse if none of the conditions in part (2) of the definition above hold.

For any set of halfspaces $K \subset H$ a halfspace $X \in K$ is said to be a minimal halfspace in the set $K$ if for every $X^{\prime} \in K, X^{\prime} \nless X$.

For a general halfspace system $(H, \leq, *)$, we define an equivalence relation $\sim$ on $H$ by $X_{1} \sim X_{2}$ if and only if $X_{1}=X_{2}$ or $X_{1}=X_{2}^{*}$. We denote the equivalence class containing $X$ by $[X]=\left\{X, X^{*}\right\}$. The boundary map $\partial$ is a map $\partial: H \rightarrow H / \sim$ defined by $X \mapsto[X]$. We call the equivalence class $[X]$ the boundary of $X$.

A pair of boundaries $\left[X_{1}\right],\left[X_{2}\right]$ are said to intersect if the halfspaces $X_{1}$ and $X_{2}$ are transverse.

Given a CAT(0) cube complex, there is an obvious triple given by the set of halfspaces $H$ associated to the set of hyperplanes in the complex with the
partial order $\leq$ induced by inclusion and with the order reversing involution *.

Lemma 1.36. Let $X$ be a CAT(0) cube complex. Then the associated triple $(H, \leq, *)$ is a halfspace system

Proof. Given any pair of halfspaces $X_{\mathfrak{h}_{1}}$ and $X_{\mathfrak{h}_{2}}$, let $I\left(X_{\mathfrak{h}_{1}}, X_{\mathfrak{h}_{2}}\right)$ denote the set $\left\{X_{\mathfrak{h}_{3}} \in H \mid X_{\mathfrak{h}_{1}} \leq X_{\mathfrak{h}_{3}} \leq X_{\mathfrak{h}_{2}}\right\}$. If $X_{\mathfrak{h}_{1}} \not \leq X_{\mathfrak{h}_{2}}$ then $I\left(X_{\mathfrak{h}_{1}}, X_{\mathfrak{h}_{2}}\right)$ is empty. Suppose $X_{\mathfrak{h}_{1}} \leq X_{\mathfrak{h}_{2}}$, then there is a finite length edge path $p$ in the cube complex $X$ joining the hyperplanes $\mathfrak{h}_{1}$ and $\mathfrak{h}_{2}$, that is a path whose initial and final edges have midpoints contained in midplanes in the hyperplanes $\mathfrak{h}_{1}$ and $\mathfrak{h}_{2}$ respectively.

If $X_{\mathfrak{h}_{3}}$ satisfies $X_{\mathfrak{h}_{1}} \leq X_{\mathfrak{h}_{3}} \leq X_{\mathfrak{h}_{2}}$ then $\mathfrak{h}_{3}$ must cross the path $p$, that is some edge of $p$ must have midpoint in $\mathfrak{h}_{3}$. The midpoint of each edge in $p$ is in exactly one hyperplane. Since $p$ has finite length, there must be a finite number of $\mathfrak{h}_{3}$ crossing $p$ and hence finitely many $X_{\mathfrak{h}_{3}}$ with $X_{\mathfrak{h}_{1}} \leq X_{\mathfrak{h}_{3}} \leq X_{c h_{2}}$.

Given any pair of halfspaces $X_{\mathfrak{h}_{1}}$ and $X_{\mathfrak{h}_{2}}$ with $\mathfrak{h}_{1} \neq \mathfrak{h}_{2}$, we show that at most one of the inequalities listed in part 2 of the definition of a halfspace system. Suppose $X_{\mathfrak{h}_{1}} \leq X_{\mathfrak{h}_{2}}$, and consider in turn each of the other inequalities.

- If $X_{\mathfrak{h}_{1}} \leq X_{\mathfrak{h}_{2}}^{*}$, then $X_{\mathfrak{h}_{1}} \leq X_{\mathfrak{h}_{2}} \cap X_{\mathfrak{h}_{2}}^{*}=\emptyset$.
- If $X_{\mathfrak{h}_{1}}^{*} \leq X_{\mathfrak{h}_{2}}$ then $X_{\mathfrak{h}_{1}} \cup X_{\mathfrak{h}_{1}}^{*}=X \leq X_{\mathfrak{h}_{2}}$.
- If $X_{\mathfrak{h}_{1}}^{*} \leq X_{\mathfrak{h}_{2}}^{*}$ then, applying the order reversing involution $*, X_{\mathfrak{h}_{2}} \leq X_{\mathfrak{h}_{1}}$ and we have $X_{\mathfrak{h}_{1}}=X_{\mathfrak{h}_{2}}$.

In each case we have a contradiction. Similarly, taking any of $X_{1} \leq X_{2}^{*}, X_{1}^{*} \leq$ $X_{2}, X_{1}^{*} \leq X_{2}^{*}$ to be true, we show that assuming any other inequality in the list to also be true leads to a contradiction.

We will consider a vertex of the cube complex $X$ as defined by the set of halfspaces containing it, and examine the properties of these sets of halfspaces. Each vertex will lie in exactly one of $X_{1}, X_{1}^{*}$ for every $X_{1}$. Suppose a halfspace $X_{1}$ is contained in a halfspace $X_{2}$. If the vertex $v$ in $X$ lies in
$X_{1}$ then it also lies in $X_{2}$. Two vertices $u, v$ in $X$ which are joined by an edge will be separated by a single hyperplanes $\mathfrak{h}$, the hyperplane equivalence class containing the midplane of the edge joiing $u$ and $v$. Since $u$ and $v$ are separated by a single hyperplane, the set of halfspaces containing $u$ and $v$ will be identical with the exception of $u$ being contained in $X_{\mathfrak{h}}$ and $v$ being contained in $X_{\mathfrak{h}}^{*}$. We note that for a halfspace system arising from hyperplanes in a $\operatorname{CAT}(0)$ cube complex the definition of intersection of boundaries in a halfspace system is equivalent to the definition of intersection of hyperplanes given in section 1.3.2.

Lemma 1.37. ([28],p.3) Given any halfspace system $(H, \subseteq, *)$, we can construct a CAT(0) cube complex whose hyperplanes form the halfspace system $(H, \subseteq, *)$

In the following paragraphs, we outline the construction of a CAT(0) cube complex from a halfspace system. Our definitions will be motivated by the properties of sets of halfspaces in cube complexes containing vertices, discussed above.

Definition. A map $v: H / \sim \rightarrow H$ is a section for $\partial$ if $\partial v([X])=[X], \forall X$.
A section is interpreted as an orientation on a boundary. We view the section $v$ as a list of the halfspaces in which a vertex lies. We saw that if $X_{1} \leq X_{2}$ and the vertex $v$ in $X$ lies in $X_{1}$ then $v$ should also lie in $X_{2}$. Hence for any pair of hyperplanes $X_{1}$ and $X_{2} v\left(\left[X_{1}\right]\right) \nless v\left(\left[X_{2}\right]\right)^{*}$ (see figure 1.4). We take the set of vertices for the $\operatorname{CAT}(0)$ cube complex to be all sections $v$ for $\partial$ such that $v\left(\left[X_{1}\right]\right) \nless v\left(\left[X_{2}\right]\right)^{*}$ for all $X_{1}, X_{2} \in H$.

We say two vertices $u$ and $v$ are separated by the boundary $[X]$ if $u([X]) \neq$ $v([X])$. We join two vertices $u$ and $v$ by an edge if and only if $u$ and $v$ are separated by exactly one boundary $[X]$. Not every halfspace $u([X])$ can be replaced by its complement to give a new vertex. Suppose two vertices $u$ and $v$ are joined by an edge. Then for some element $[X]$ of $H / \sim, u([X])=$ $v([X])^{*}$. By the definition of a vertex, for any halfspace $Y$ we have $u([Y])=$ $v([Y]) \nless v([X])^{*}=u([X])$. Hence $u([X])$ must be minimal among the set of halfspaces in the image of $H / \sim$ under $u$. The set of vertices adjacent to


Figure 1.4: Vertices must satisfy $v\left(\left[X_{1}\right]\right) \not \leq v\left(\left[X_{2}\right]\right)^{*}$
$u$ are those obtained by replacing $u([X])$ by $u([X])^{*}$ where $[X]$ is a minimal halfspace in $u(H / \sim)$.

Now consider conditions necessary for a set of vertices to be the vertices of a square. If the vertices $u$ and $v$ are to lie at opposite corners of the square, then the values of $u$ and $v$ must differ on precisely two elements of $H / \sim$, call them $\left[X_{i}\right], i \in\{1,2\}$. For $i=1,2$ we must have $u\left(\left[X_{i}\right]\right)$ minimal in $u(H / \sim)$.

The pair $u, v$ has the following properties:

$$
\begin{aligned}
u\left(\left[X_{1}\right]\right) \nless u\left(\left[X_{2}\right]\right) & \text { by the minimality of } u\left(\left[X_{1}\right]\right) \\
u\left(\left[X_{1}\right]\right)^{*} \nless u\left(\left[X_{2}\right]\right) & \text { by the minimality of } u\left(\left[X_{2}\right]\right) \\
u\left(\left[X_{1}\right]\right) \nless u\left(\left[X_{2}\right]\right)^{*} & \text { since } u \text { is a vertex } \\
v\left(\left[X_{1}\right]\right)=u\left(\left[X_{1}\right]\right)^{*} \nless u\left(\left[X_{2}\right]\right)=v\left(\left[X_{2}\right]\right)^{*} & \text { since } v \text { is a vertex }
\end{aligned}
$$

So $u\left(\left[X_{1}\right]\right)$ and $u\left(\left[X_{2}\right]\right)$ are transverse. For $i=1,2$ we replace either or both of the $u\left(\left[X_{i}\right]\right)$ with $u\left(\left[X_{i}\right]\right)^{*}$ to get the remaining three vertices of the square.

In general, if we have a set $\left[X_{1}\right],\left[X_{2}\right], \ldots,\left[X_{n}\right]$ of boundaries such that each $u\left(\left[X_{i}\right]\right)$ is minimal in $u(H / \sim)$ and any pair $u\left(\left[X_{i}\right]\right), u\left(\left[X_{j}\right]\right)$ are transverse, then by replacing the $u\left(\left[X_{i}\right]\right)$ with $u\left(\left[X_{j}\right]\right)^{*}$, we form the vertices of an $n$-dimensional cube. We construct a cube complex by filling in the cubes which occur in this way.

The cube complex constructed in this way may have more than one component. For example, consider the halfspace system $(\mathcal{H}, \leq, *)$ where
$\mathcal{H}=\left\{\mathcal{H}_{i}, \mathcal{H}_{i}^{*} \mid i \in \mathbb{Z}\right\}$ and $\mathcal{H}_{i} \leq \mathcal{H}_{j}$ if and only if $i \leq j$. Let $\mathfrak{h}_{i}=\left[\mathcal{H}_{i}, \mathcal{H}_{i}^{*}\right]$. The CAT(0) cube complex constructed from this halfspace system as defined by lemma 1.37 is isometric to the real line with additional points $\{+\infty,-\infty\}$. This cube complex has three connected components, $\{-\infty\}, \mathbb{R}$ and $\{+\infty\}$. The vertex corresponding to a integer point $z$ can be defined by the section

$$
z\left(\mathfrak{h}_{i}\right)= \begin{cases}\mathcal{H}_{i} & \text { if } i<z \\ \mathcal{H}_{i}^{*} & \text { if } i \geq z\end{cases}
$$

The points $\infty$ and $-\infty$ are defined by the sections

$$
\begin{array}{ll}
-\infty\left(\mathfrak{h}_{i}\right)=\mathcal{H}_{i} & \text { for all } i \in \mathbb{Z} \\
+\infty\left(\mathfrak{h}_{i}\right)=\mathcal{H}_{i}^{*} & \text { for all } i \in \mathbb{Z}
\end{array}
$$

To see that the cube complex has three connected components, suppose $\infty$ and $\mathbb{R}$ lie in the same component. Then, by the definition of a connected set, for any decomposition of $\infty \cup \mathbb{R}$ as two subsets $A$ and $B$, at least one of the sets $\operatorname{cl}(A) \cap B, A \cap \operatorname{cl}(B)$ is non-empty.

Let

$$
A=\bigcap_{i \in \mathbb{Z}} X_{\mathfrak{h}_{i}}^{*}
$$

and

$$
B=X-A=X-\bigcap_{i \in \mathbb{Z}} X_{\mathfrak{h}_{i}}^{*}=\bigcup_{i \in \mathbb{Z}} X_{\mathfrak{h}_{i}}
$$

Now $B$ is a union of open sets, and hence is open. Hence $A$ is closed and $c l(A) \cap B=A \cap B$. Any point $x \in B$ lies inside $X_{\mathfrak{h}_{j}}$ for some $j$, and hence $x \notin X_{\mathfrak{h}_{j}}^{*}$ and $x \notin \bigcap_{i \in \mathbb{Z}} X_{\mathfrak{h}_{i}}^{*}=A$. Hence $\operatorname{cl}(A) \cap B=\emptyset$.

We now consider the closure of $B, c l(B)=B \cup \partial B \subset \bigcup_{i \in \mathbb{Z}} X_{\mathfrak{h}_{i}} \cup \bigcup_{i \in Z} \partial X_{\mathfrak{h}_{i}}$. For any $i \in \mathbb{Z},\left(X_{\mathfrak{h}_{i}} \cup \partial X_{\mathfrak{h}_{i}}\right) \subset X_{\mathfrak{h}_{i+1}}$ and hence $\left(X_{\mathfrak{h}_{i}} \cup \partial X_{\mathfrak{h}_{i}}\right) \cap X_{\mathfrak{h}_{i+1}}^{*}=\emptyset$. Suppose $\operatorname{cl}(B) \cap A \neq \emptyset$. Then for some $j \in \mathbb{Z}$

$$
\left(X_{\mathfrak{h}_{j}} \cup \partial X_{\mathfrak{h}_{j}}\right) \cap\left(\bigcap_{i \in \mathbb{Z}} X_{\mathfrak{h}_{i}}^{*}\right) \neq \emptyset
$$

Hence for each $k \in \mathbb{Z}$

$$
\left(X_{\mathfrak{h}_{j}} \cup \partial X_{\mathfrak{h}_{j}}\right) \cap X_{\mathfrak{h}_{k}} \neq \emptyset
$$

which is false for $k=j+1$. Hence $c l(B) \cap A=\emptyset$ and $+\infty$ and $\mathbb{R}$ are separate components of the cube complex.

In a similar fashion, we can construct a halfspace system corresponding to the Euclidean plane. The cube complex constructed using this halfspace system has 9 components, $\mathbb{E}^{2}$, four points corresponding to $( \pm \infty, \pm \infty)$ and four copies of the real line, corresponding to $( \pm \infty, \mathbb{R})$ and $(\mathbb{R}, \pm \infty)$.

For a proof that the components of the space we just constructed are CAT(0) cube complexes, see [33].

Theorem 1.38. ([28],p.1) If $W$ is a finitely generated Coxeter group then there exists a locally finite, finite dimensional CAT(0) cube complex $X$ on which $W$ acts properly discontinuously by isometries, and in which there is an isometric embedding of $W$.

Given a finitely generated Coxeter group $W$, we construct a cube complex $X$ as follows: We begin by defining a halfspace system for the Coxeter group $W$. We then use the general method of constructing a cube complex given in lemma 1.37 on this halfspace system. Finally, we show that if a halfspace system is constructed from a Coxeter group $W$ then $W$ embeds quasi-isometrically in a component of the corresponding cube complex.

There are three ways of defining a halfspace system for a Coxeter group $W$. We will describe two of them. For the third definition of a halfspace system associated to the Coxeter group $W$, see section 2.1 of [28]. We choose a generating set $S$ for $W$.

Definition. Given a Coxeter system $(W, S)$ construct the Coxeter complex $\Sigma(W, S)$. Define the set of halfspaces $H_{W}$ to be the half-apartments of $\Sigma(W, S), H_{W}=\left\{X_{r}, X_{r}^{*} \mid r\right.$ is a reflection in $\left.W\right\}$. Then the triple $\left(H_{W}, \subseteq, *\right)$ where $\subseteq$ is inclusion of half-apartments is a halfspace system. In this case the map $\partial$ is equivalent to the map $X_{r} \mapsto \mathcal{H}_{r}$ which takes the halfspace corresponding to the reflection $r$ to the wall corresponding to $r$.

Definition. Let $\Gamma_{W}$ denote the Cayley graph of $(W, S)$. Let $u, v$ be adjacent vertices in $\Gamma_{W}$ and define $H(u, v)=\{w \in W \mid d(w, u)<d(w, v)\}$. Since $u$ and $v$ are adjacent, $u=v s$ for some $s \in S$. Recalling the definition of the metric on $\Gamma_{W}$ we have $d(g, h)=\ell\left(g^{-1} h\right)$, where $\ell(\gamma)$ is the minimum length of a word for $\gamma$ in the generators. By corollary 1.2

$$
d(w, u)=\ell\left(w^{-1} u\right)=\ell\left(w^{-1} v s\right) \neq \ell\left(w^{-1} v\right)=d(w, v)
$$

and hence $H(u, v) \cap H(v, u)$ is empty. For a fixed $u$ and $v, W$ is the disjoint union of $H(u, v)$ and $H(v, u)$. Let $H_{W}^{\prime}=\{H(u, v) \mid u, v \in W, d(u, v)=1\}$ be the collection of all such sets, and denote by $*: H_{W}^{\prime} \rightarrow H_{W}^{\prime}$ the involution which sends $H(u, v)$ to $H(v, u)$. Let $\leq$ be the natural order given by inclusion as subsets. Then $\left(H_{W}, \leq, *\right)$ is a halfspace system.

Lemma 1.39. For any Coxeter group $W$ the halfspace systems ( $H_{W}, \subseteq, *$ ) and $\left(H_{W}^{\prime}, \leq, *\right)$ are isomorphic as partially ordered sets.

Proof. For the proof of this lemma, see proposition 1 of [28] and proposition 2.6 of [32].

We have seen that the cube complex $X$ corresponding to a halfspace system may have more than one component. We define an embedding of $W$ into a single component of $X$ as follows:

For each edge $(u, v)$ in $\Gamma_{W}$, the pair $H(u, v), H(v, u)$ represents a subdivision of $\Gamma_{W}$ into two components, with exactly one of the two halfspaces $H(u, v), H(v, u)$ containing the vertex $e$. We define a section $v_{e}$ to $\partial$ by setting $v_{e}([H(u, v), H(v, u)])$ to be the halfspace containing $e$. By definition, the intersection of any two halfspaces in the image of $v_{e}$ contains the vertex $e$ and so is non-empty. Hence for any pair of halfspaces $v_{e}(H(u, v))$ and $v_{e}(H(x, y))$ in the image, $v_{e}(H(u, v)) \not \leq v_{e}(H(x, y))^{*}$ and $v_{e}(H(x, y)) \not \leq v_{e}(H(u, v))^{*}$. Hence by definition $v_{e}$ is a vertex in the $\operatorname{CAT}(0)$ cube complex..

Similarly, for any $g \in \Gamma_{W}$ a section $v_{g}$ is defined by choosing the halfspace of $\Gamma_{W}$ containing the vertex $g$ for each pair $H(u, v), H(v, u)$ where $\{u, v\}$ is an edge.

Vertices of $\Gamma_{W}$ are labelled by elements of $W$ by the construction of $\Gamma_{W}$. By the definition of the metric on $W$, the embedding of $W$ in $\Gamma_{W}$ defined by this labelling is an isometry. Hence it is sufficient to show that $\Gamma_{W}$ embeds isometrically in the cube complex. We define the embedding to be the map which takes $g$ to $v_{g}$ for all $g \in \Gamma_{W}$

Let $g, h$ be a pair of vertices in $\Gamma_{W}$ and let $g=\gamma_{0}, \gamma_{1}, \ldots, \gamma_{n}=h$ be a geodesic from $g$ to $h$ in $\Gamma_{W}$. Then for each edge $\left\{\gamma_{i}, \gamma_{i+1}\right\}$ in the geodesic, $g \in H\left(\gamma_{i}, \gamma_{i+1}\right)$ and $h \in H\left(\gamma_{i+1}, \gamma_{i}\right)$. Hence the value of the sections $v_{g}$ and $v_{h}$ differ on at least $n$ boundaries and the distance $d_{1}\left(v_{g}, v_{h}\right)$ between $v_{g}$ and $v_{h}$ in $X$ satisfies $d_{1}\left(v_{g}, v_{h}\right) \geq d_{W}(g, h)$. In fact, there is a bijection from the set of boundaries in $\Gamma_{W}$ which separate $g$ and $h$ to the set of hyperplanes in $X$ which separate $v_{g}$ and $v_{h}$. Hence we have $d_{1}\left(v_{g}, v_{h}\right)=d_{\Gamma_{W}}(g, h)$ and so the map taking $g$ to $v_{g}$ for all $g \in W$ is an isometry from $\left(W, d_{W}\right)$ to $\left(X, d_{1}\right)$.

See [28] for the proof that $X$ is locally finite (p.9) and finite dimensional (p.8), and for the proof that $W$ acts properly discontinuously (by isometries) on $X$ (p.9).

We note that the CAT(0) cube complex constructed in this way has the property that for any hyperplane $\mathfrak{h}$ in the complex, $\operatorname{stab}_{W}(\mathfrak{h})=\operatorname{stab}_{W}\left(\mathcal{H}_{r}\right)$ for some $\mathcal{H}_{r}$ in the Coxeter complex $\Sigma(W, S)$.

The action of $W$ on $X$ as defined by Niblo and Reeves is not necessarily cocompact. Williams gives the following theorem.

Theorem 1.40. [40] Let $W$ be a Coxeter group acting on a CAT(0) cube complex $X$ as defined in the proof of theorem 1.38. Then the action of $W$ on $X$ is cocompact if and only if for any triple $p, q, r$ of positive integers, $W$ contains only finitely many conjugacy classes of subgroups isomorphic to the $p, q, r$ triangle group $<a, b, c \mid a^{2}=b^{2}=c^{2}=(a b)^{p}=(b c)^{q}=(a c)^{r}=1>$.

Niblo and Reeves conjectured that the action of $W$ on $X$ will be cocompact if and only if $W$ contains no subgroups isomorphic to Euclidean triangle groups, that is to either $\triangle(2,3,6), \triangle(2,4,4)$ or $\triangle(3,3,3)$. This result was later proved by Caprace and Mühlherr in [7].

Lemma 1.41. ([7], p.468) Let $(W, S)$ be a Coxeter system of finite rank. The following statements are equivalent:
(i) there are only finitely many conjugacy classes of reflection triangles,
(ii) the Coxeter diagram of $(W, S)$ has no irreducible affine subdiagrams of rank $\geq 3$.

Considering the Coxeter diagrams of the affine groups (see for example [38]), we see that the irreducible affine diagrams of rank 3 are those corresponding to the groups $\triangle(2,3,6), \triangle(2,4,4)$ and $\triangle(3,3,3)$. One of these diagrams appears as a subdiagrams of the Coxeter diagram for a group $(W, S)$ if and only if $W$ contains a subgroup isomorphic to the corresponding Euclidean triangle group.

### 1.4.5 Actions and maps on CAT(0) cube complexes

Lemma 1.42. Let $G$ be a finitely generated group which acts freely, isometrically, cocompactly and properly on a CAT(0) cube complex $X$. Then there is a quasi-isometric map from $G$ to $X$.

Proof. Let $S$ be a generating set for $G$. Choose any point $x \in X$ and use the action of $G$ on $X$ to define a map $p$ from $G$ to $X$ by setting $p(g)=g(x)$ for all $g \in G$. Denote by $k_{1}$ the maximum distance between $x$ and $s(x)$ for any $s \in S$, that is $k_{1}=\max \left\{d_{X}(x, s(x)) \mid s \in S\right\}$. Both the map $p$ and the specific value of $k_{1}$ are dependant on our choice of $x$. Since the action of $G$ on $X$ is isometric, it follows that for any $g \in G$ and $s \in S$, $d_{X}(g(x),(g s)(x)) \leq k_{1}$. Given any $g, h \in G$ there is a word $s_{1} \ldots s_{n}, s_{i} \in S$ representing $g^{-1} h$ such that $n=d_{G}(g, h)$. It follows that there is a path in $X$ from $p(g)$ to $p(h)$ defined by the vertices $g(x), g s_{1}(x), \ldots, g s_{1} \ldots s_{n}(x)=$ $\left(g g^{-1} h\right)(x)=h(x)$. Since $d_{X}(g(x), g s(x)) \leq k_{1}$ for all $g \in G, s \in S$ it follows that $d_{X}(p(g), p(h)) \leq k_{1} n=k_{1} d_{G}(g, h)$.

In order to prove the map $p$ is quasi-isometric it remains to show that there exists some $k_{2}$ such that $k_{2} d_{G}(g, h) \leq d_{X}(p(g), p(h))$ holds for any pair $g, h$. We consider an alternative generating set for the group $G$. Since the action of $G$ on $X$ is cocompact we can choose a compact region $C \subset X$ containing $x$ such that $G C=X$. Then there is some $r \in \mathbb{R}$, the diameter
of the fundamental region $C$, such that for every $y \in X \exists g \in G$ such that $d_{X}(y, g(x)) \leq r$.

Let $k=\max \left\{2 r+1, k_{1}\right\}$. Let $S^{\prime}=\left\{g \in G \backslash\{1\} \mid d_{X}(x, g(x)) \leq k\right\}$. Then $S \subset S^{\prime}$ and $S^{\prime}$ is a generating set for $G$. We construct the graph $\Delta$ with vertex set $V(\Delta)=G$ by connecting $g, h \in G$ by an edge if $d_{X}(g(x), h(x)) \leq k$. Then $\Delta$ is the Cayley graph of $G$ with generating set $S^{\prime}$. By lemma 1.31 the metric $d_{G}$ on the group $G$ with generating set $S$ is quasi-isometric to the metric $d_{\Delta}$ on the Cayley graph for $G$ with generating set $S^{\prime}$. Hence it is sufficient to prove that, for all $g, h \in G, k_{2} d_{\Delta}(g, h) \leq d_{X}(p(g), p(h))$.

Given any $g, h \in G$, let $\alpha \subset X$ be a geodesic connecting $g(x)$ to $h(x)$. Choose a sequence of points $g(x)=x_{0}, x_{1}, \ldots, x_{n}=h(x)$ along $\alpha$, such that $d\left(x_{i}, x_{i+1}\right) \leq 1$ for all $i$ and such that $d_{X}(g(x), h(x))>n-1$.

For each $x_{i}$, we can choose some $g_{i}$ such that $d\left(g_{i}(x), x_{i}\right)<r$. Hence we can construct a path $g(x)=g_{0}(x), g_{1}(x), \ldots, g_{n}(x)=h(x)$ in $X$ such that $d_{X}\left(g_{i}(x), g_{i+1}(x)\right) \leq r+1+r \leq k$ for all $i$. Hence by the definition of $\Delta$ for each $i$ we have $d_{\Delta}\left(g_{i}, g_{i+1}\right)=1$, and there is a path in $\Delta$ from $g$ to $h$ with length $n$. Hence $d_{\Delta}(g, h) \leq n \leq d_{X}(g(x), h(x))+1$.

Since the action of $G$ on $X$ is free and properly discontinuous, we can choose some $k^{\prime}>0$ in $\mathbb{R}$ such that for all $g, h \in X d_{X}(g(x), h(x))>k^{\prime}$. Then

$$
\begin{aligned}
\frac{d_{X}(g(x), h(x))}{k^{\prime}} & >1 \\
\Rightarrow \frac{k^{\prime}+1}{k^{\prime}} d_{X}(g(x), h(x)) & >d_{X}(g(x), h(x))+1 \\
& >d_{\Delta}(g, h)
\end{aligned}
$$

and the map $p: G \rightarrow X$ is a quasi-isometric embedding.

We can define a quasi-inverse to $p$, that is a quasi-isometric map $q: X \rightarrow$ $G$ such that $p \circ q$ and $q \circ p$ are a bounded distance from the identity maps. We have seen that for each point $y \in X$ there exists a $g \in G$ such that $d_{X}(y, g(x)) \leq r$. Let $q$ be a map which takes each $y$ to some element $g$ of $G$ satisfying $d_{X}(y, g(x)) \leq r$.

Consider $p \circ q(y)$. We have defined $q(y)$ to be some $g \in G$ such that $d_{X}(y, g(x)) \leq r$ and hence $d_{X}(y, p \circ q(y))=d_{X}(y, g(x)) \leq r$.

Let $C^{\prime}$ be the compact subset of $X$ defined by $C^{\prime}=\left\{y \mid d_{X}(y, g(x)) \leq\right.$ $r\}$. Since the action of $G$ on $X$ is properly discontinuous, there are finitely many $g_{i} \in G$ such that $g_{i} C^{\prime} \cap C^{\prime} \neq \emptyset$. Let $m=\max \left\{d\left(e, g_{i}\right) \mid g_{i} C^{\prime} \cap C^{\prime} \neq\right.$ $\emptyset\}$. Consider $q \circ p(g)=q(g(x))$. Then $q \circ p(g)$ is some $g^{\prime} \in G$ for which $d_{X}\left(g^{\prime}(x), g(x)\right)<r$. Since the action of $G$ on $X$ is isometric $d_{X}\left(g^{-1} g^{\prime}(x), x\right)<$ $r$ and hence $g^{-1} g^{\prime} \in\left\{g_{i} \mid g_{i} C^{\prime} \cap C^{\prime} \neq \emptyset\right\}$ and $\ell\left(g^{-1} g^{\prime}\right)=d_{G}\left(g, g^{\prime}\right) \leq m$.

### 1.4.6 Products of CAT(0) cube complexes

Definition. The Cartesian product of a pair of sets $X$ and $Y$ is the set of all possible ordered pairs whose first component is a member of $X$ and whose second component is a member of $Y$

$$
X \times Y=\{(x, y) \mid x \in X, y \in Y\}
$$

Definition. The product a pair of cube complexes $X$ and $Y$, denoted $X \times Y$ is the cartesian product $X \times Y$ together with the cubical structure inherited from $X$ and $Y$, that is each pair of cubes $C_{X}$ in $X$ and $C_{Y}$ in $Y$ with dimensions $m$ and $n$ respectively gives rise to a $(m+n)$-cube $C_{X} \times C_{Y}$ in $X \times Y, C_{X} \times C_{Y}=\left\{(x, y) \mid x \in C_{x}, y \in C_{y}\right\}$.

We wish to show that the product of a pair of $\mathrm{CAT}(0)$ cube complexes is $C A T(0)$. We will do this by considering the links of the vertices in the product.

Lemma 1.43. A CAT(0) cube complex $X$ is CAT(0) if $X$ is simply connected and for every vertex $v$ in $X$ the link $L k_{X}(v)$ is a $C A T(1)$ space.

Proof. See definition 5.1, theorem 5.2 and theorem 5.4 of [4].
Lemma 1.44. $L k(v)$ is CAT(1) if and only if every pair $x$ and $y$ of point in $L k(v)$ with $d_{L k(v)}(u, v) \leq \pi, x$ and $y$ are joined by at most one geodesic.

Proof. See 4.2.B of [20]. Note that $L k_{X}(v)$ is isomorphic to the intersection of the boundary of the ball $B(v, 1)$ with $X$ and hence has curvature 1 .

Definition. ([4], p.63) Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be two metric spaces. As a set, their spherical join $X * Y$ is $\left[0, \frac{\pi}{2}\right] \times X \times Y$ modulo the equivalence relation $\sim$ where $(\theta, x, y) \sim\left(\theta^{\prime}, x^{\prime}, y^{\prime}\right)$ whenever

- $\theta=\theta^{\prime}=0$ and $x=x^{\prime}$ or
- $\theta=\theta^{\prime}=\frac{\pi}{2}$ and $y=y^{\prime}$ or
- $\theta=\theta^{\prime} \notin\left\{0, \frac{\pi}{2}\right\}$ and $x=x^{\prime}, y=y^{\prime}$.

We define a metric $d$ on $X * Y$ by requiring that the distance between the points $u=(\theta, x, y)$ and $u^{\prime}=\left(\theta^{\prime}, x^{\prime}, y^{\prime}\right)$ be at most $\pi$ and that $d$ satisfy the formula $\cos \left(d\left(u, u^{\prime}\right)\right)=\cos \theta \cos \theta^{\prime} \cos \left(d_{X}\left(x, x^{\prime}\right)\right)+\sin \theta \sin \theta^{\prime} \cos \left(d_{Y}\left(y, y^{\prime}\right)\right)$.

We think of $X * Y$ as the product of $X \times Y$ with the interval [ $0, \frac{\pi}{2}$ ], identifying points to 'collapse' the ends so that $(0, X, Y)=\{(0, x, y) \mid x \in$ $X, y \in Y\}$ is isometric to $X$ and $\left(\frac{\pi}{2}, X, Y\right)=\left\{\left.\left(\frac{\pi}{2}, x, y\right) \right\rvert\, x \in X, y \in Y\right\}$ is isometric to $Y$.

Lemma 1.45. ([4], p.284) Let $X$ and $Y$ be two complete CAT(0) spaces. Then $\partial(X \times Y)$ with the angular metric $\angle$ (as defined in definition 23 of [14]) is isometric to the spherical join $\partial X * \partial Y$ of $(\partial X, \angle)$ and $(\partial Y, \angle)$. More specifically, given $\psi=(\theta, x, y)$ and $\psi^{\prime}=\left(\theta^{\prime}, x^{\prime}, y^{\prime}\right)$ in $\partial(X \times Y)$, we have

$$
\cos \left(\angle\left(\psi, \psi^{\prime}\right)\right)=\cos \theta \cos \theta^{\prime} \cos \left(\angle\left(x, x^{\prime}\right)\right)+\sin \theta \sin \theta^{\prime} \cos \left(\angle\left(y, y^{\prime}\right)\right)
$$

Lemma 1.46. Let $X$ and $Y$ be cube complexes and let $u \in X, v \in Y$ be vertices of $X$ and $Y$ respectively. Then the geometric link of the vertex $u \times v$ in $X \times Y$ satisfies $L k_{X \times Y}(u \times v)=L k_{X}(u) * L k_{Y}(v)$

Proof. The link of a vertex in a $\operatorname{CAT}(0)$ cube complex is isometric to the boundary of the ball of radius 1 centered at that vertex with the angular metric. Given a pair of vertices $u, v$ in $X, Y$ respectively, let $X^{\prime}$ denote the sphere of radius 1 in $X$ centered at $u$ and let $Y^{\prime}$ denote the sphere of radius 1 in $Y$ centered at $v$. Then the sphere of radius 1 in $X \times Y$ centered at $(u, v)$
is isometric to the direct product $X^{\prime} \times Y^{\prime}$. Hence by lemma 1.45

$$
L k_{X \times Y}((u, v))=\partial\left(X^{\prime} \times Y^{\prime}\right)=\partial\left(X^{\prime}\right) * \partial\left(Y^{\prime}\right)=L k_{X}(u) * L k_{Y}(v)
$$

Lemma 1.47. The product of a pair of $\operatorname{CAT}(0)$ cube complexes is a $\operatorname{CAT}(0)$ cube complex.

Proof. Let $X$ and $Y$ be a pair of CAT(0) cube complexes. By definition, the product $X \times Y$ is a cube complex. By lemma 1.43, $X \times Y$ is $\operatorname{CAT}(0)$ if and only if for every vertex $v$ in $X \times Y L k_{X \times Y}(v)$ satisfies the conditions in lemma 1.44. Every vertex $v$ in $x$ is of the form $(x, y)$ for some vertex $x$ in $X$ and some vertex $y$ in $Y$. By lemma 1.46, $L k_{X \times Y}(v)=L k_{X}(x) * L k_{Y}(y)$. By the definition of the metric on the spherical product, any geodesic between two points has length at most $\frac{\pi}{2}$, and so $L k_{X \times Y}(v)$ is $\operatorname{CAT}(1)$ if and only if no two points in $L k_{X \times Y}(v)$ are joined by more than one geodesic, that is if and only if $L k_{X \times Y}(v)$ is simply connected.

Suppose $\ell$ is a non-trivial loop in $L k_{X \times Y}(v)$, then we can homotope the loop $\ell$ to a loop contained in the subspace $\left(0, L k_{X}(x), L k_{Y}(y)\right)$ by a continuous change in the first coordinate. This loop is then homotopic to any loop in $\left(0, L k_{X}(x), t\right)$ for fixed $t$, since points $(0, s, t)$ and $\left(0, s^{\prime}, t^{\prime}\right)$ are identified under the equivalence if $s=s^{\prime}$. We can then homotope to a loop in the subspace $\left(\frac{\pi}{2}, L k_{X}(x), L k_{Y}(y)\right)$, which since $t$ is fixed and $(0, s, t)$ and $\left(0, s^{\prime}, t^{\prime}\right)$ are identified under the equivalence if $t=t^{\prime}$ is a point . Hence the product of a pair of $\operatorname{CAT}(0)$ cube complexes is a $\operatorname{CAT}(0)$ cube complex.

A product of trees $T_{1} \times T_{2} \times \ldots \times T_{n}$ is a CAT(0) cube complex of dimension $n$. The product of $\operatorname{CAT}(0)$ cube complexes $X_{1}$ and $X_{2}$ of dimensions $n$ and $m$ will have dimension $n+m$. We consider the $d_{1}$ metric on products of $\operatorname{CAT}(0)$ cube complexes. This choice of metric has the useful property that for any pair of vertices $u=\left(u_{1}, u_{2} \ldots, u_{n}\right)$ and $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ in $X_{1} \times \ldots \times X_{n}$ we have $d_{1}(u, v)=\sum_{i=1}^{n} d_{1}\left(u_{i}, v_{i}\right)$, where $d_{1}\left(u_{i}, v_{i}\right)$ is the distance between $u_{i}$ and $v_{i}$ in $X_{i}$.

The Niblo-Roller construction found in [29] may be regarded as showing that any $\operatorname{CAT}(0)$ cube complex can be $d_{1}$-isometrically embedded in $[0,1]^{\infty}$, which can be viewed as an infinite product of trees.

Definition. A colouring map for a graph $G$ is a map $c: V \rightarrow\{1,2, \ldots, n\}$ such that $c(v)=c(u) \Longrightarrow u$ and $v$ are not joined by any edge of $G$.

The chromatic number of a graph $G$ is the smallest $n$ such that there exists a colouring map $c: V \rightarrow\{1,2, \ldots, n\}$.

Definition. ([31]) The transversality graph of a halfspace system ( $H, \leq, *$ ) is the graph $T(H)$ with vertex set $H / \sim$, where $\sim$ is the equivalence relation $X_{1} \sim X_{2}$ if and only if $X_{1}=X_{2}$ or $X_{1}=X_{2}^{*}$. We denote the equivalence class containing $X_{1}$ by $\left[X_{1}\right]$. Two vertices $\left[X_{1}\right]$ and $\left[X_{2}\right]$ are connected by an edge in $T(H)$ if and only if $X_{1}$ and $X_{2}$ are transverse in $H$.

Definition. The hyperplane chromatic number of a CAT(0) cube complex $X$ is the chromatic number of the transversality graph $T(H)$ of the halfspace system $(H, \leq, *)$ associated to $X$. Note that the chromatic number of a cube complex may be infinite.

For any finitely generated Coxeter group $W$ Dranishnikov and Schroeder [17] give a construction of a $\operatorname{CAT}(0)$ cube complex in which $W$ embeds and a proof that the hyperplane chromatic number of $X$ is finite. In the proof of lemma 2.9, we will give a construction for a $\operatorname{CAT}(0)$ cube complex with hyperplanes chromatic number $k$ for any $k \in \mathbb{N}$.

The following lemma is proved using a generalisation of the methods of Niblo and Roller in [29].

Lemma 1.48. Let $X$ be a CAT(0) cube complex with hyperplane chromatic number $n$. Then $X$ can be embedded $d_{1}$-isometrically in a product of $n$ trees.

Proof. Suppose $X$ has hyperplane chromatic number $n$ and let $H$ denote the set of hyperplanes in $X$. We can find a map $c: H / \sim \rightarrow\{1, \ldots, n\}$ such that for all $\left[X_{1}\right],\left[X_{2}\right]$ in $H c\left(\left[X_{1}\right]\right)=c\left(\left[X_{2}\right]\right) \quad \Longrightarrow \quad\left[X_{1}\right]$ and $\left[X_{2}\right]$ are not joined by an edge in $T(H)$, that is $X_{1}$ and $X_{2}$ are not transverse
in $X$. We rewrite the set $H$ as a disjoint union of sets $H=\coprod H_{i}$ where $H_{i}=\left\{\left[X_{j}\right] \in H \mid c\left(\left[X_{j}\right]\right)=i\right\}$.

The construction outlined here is based on the construction given in the proof of lemma 1.37, and is discussed in detail in section 3.1.2.

For each set $H_{i}$ we can build a tree $T_{i}$ using the construction given in lemma 1.37 and the halfspace system $\left(\left\{X_{h}, X_{h}^{*} \mid h \in H_{i}\right\}, \leq, *\right)$ where $\leq$ is the order defined by inclusion and $*$ exchanges $X_{h}$ and $X_{h}^{*}$ for each $h \in H_{i} . X \backslash H_{i}$ consists of a number of connected components. For each component there is a vertex $v$ in $T_{i}$ defined by the section which maps each boundary $\left[X_{j}\right]$ to the halfspace $X_{j}$ or $X_{j}^{*}$ containing that component. We join two vertices by an edge if and only if the corresponding components are separated by exactly one hyperplane. By definition no pair of hyperplanes in $H_{i}$ are transverse. Hence since $n$-cubes arise from sets of $n$ boundaries which are pairwise transverse, $T_{i}$ contains no cubes of dimension greater than 1 and is a graph. Since the components of the complex constructed from $\left(H_{i}, \leq, *\right)$ are $\operatorname{CAT}(0), T_{i}$ is simply connected and hence must be a tree.

For each $H_{i}$ and $T_{i}$ we define a map $\sigma_{i}: X^{(0)} \rightarrow T_{i}$ by sending each vertex $v$ to the vertex of $T_{i}$ corresponding to the component of $X \backslash H_{i}$ which contains $v$. We note that this map is not injective, two vertices may lie in the same component and hence be mapped to the same vertex of $T_{i}$. Two vertices in $T_{i}$ are joined by an edge if and only if the corresponding components of $X \backslash H_{i}$ are separated by a single hyperplane. Hence for any two components in $X \backslash H_{i}$ separated by $k$ hyperplanes, there is a path of length $k$ between the corresponding vertices in $T_{i}$. Since $T_{i}$ is a tree, there is no shorter path, and the distance between components in the number of hyperplanes separating them. Hence for any pair of vertices $u, v$ the distance between $\sigma_{i}(u)$ and $\sigma_{i}(v)$ is the number of hyperplanes in the set $H_{i}$ separating them.

We define the map $\sigma: X^{(0)} \rightarrow T_{1} \times T_{2} \times \ldots \times T_{n}$ for every vertex $v \in X$ by $\sigma(v)=\left(\sigma_{1}(v), \sigma_{2}(v), \ldots, \sigma_{n}(v)\right)$. Since every edge in the $\operatorname{CAT}(0)$ cube complex intersects exactly one hyperplane, the distance $d_{1}(u, v)$ between two vertices $u, v$ in the $\operatorname{CAT}(0)$ cube complex is precisely the number of hyperplanes separating them. Each hyperplane lies in $H_{i}$ for exactly one $i$ in $\{1, \ldots, n\}$, hence taking the product metric on the product of trees $d_{1}(u, v)$
is exactly the distance between $\sigma(u)$ and $\sigma(v)$ in $T_{1} \times T_{2} \times \ldots \times T_{n}$ and the map $\sigma$ is an $d_{1}$-isometry.

## Chapter 2

## Cube complexes which do not embed in finite products of trees

We will prove the following result:
Theorem 2.1. For each $k \in \mathbb{N}$ there exists a right-angled Coxeter group $W_{k}$ and a 2-dimensional CAT(0) cube complex $\mathcal{U}_{k}$ such that $W_{k}$ acts isometrically, cocompactly and properly on $\mathcal{U}_{k}$ and there is no bending map from $\mathcal{U}_{k}$ to a product of less than $k$ trees.

### 2.1 Preliminaries

Definition. A hyperplane colouring map for a CAT(0) cube complex $X$ with hyperplane set $\mathcal{H}$ is a map $c: \mathcal{H} \rightarrow\{1,2, \ldots, n\}$ such that for all $\mathfrak{h}, \mathfrak{h}^{\prime} \in \mathcal{H}$, $c(\mathfrak{h})=c\left(\mathfrak{h}^{\prime}\right) \Longrightarrow \mathfrak{h}$ and $\mathfrak{h}^{\prime}$ do not intersect.

Note that a hyperplane colouring map corresponds to a colouring of the transversality graph of the corresponding halfspace system.

The hyperplane chromatic number of a $\operatorname{CAT}(0)$ cube complex $X$ is the smallest $n$ such that there exists a hyperplane colouring map $c: \mathcal{H} \rightarrow$ $\{1,2, \ldots, n\}$ for $X$.

Remark 2.2. Let $X$ be a CAT(0) cube complex and $\mathcal{H}$ be the set of hyperplanes in $X$. Let $k$ be the hyperplane chromatic number of $X$ and $c: \mathcal{H} \rightarrow\{1, \ldots, k\}$ be a hyperplane colouring map for $X$. Let $\overline{\mathcal{H}} \subset \mathcal{H}$ be a subset of the hyperplanes of $X$. Then the restriction of $c$ to the set $\mathcal{H}$ has the property that for all $\mathfrak{h}, \mathfrak{h}^{\prime} \in \overline{\mathcal{H}}, c(\mathfrak{h})=c\left(\mathfrak{h}^{\prime}\right) \Longrightarrow \mathfrak{h}$ and $\mathfrak{h}^{\prime}$ do not intersect. We make use of this fact in later in this chapter.

Recall the definition of a hyperplane as an equivalence class of midplanes. For any $\operatorname{CAT}(0)$ cube complex there is an canonical map $m$ from the set of edges to the set of hyperplanes given by inclusion of midpoints of edges in these classes.

Definition. Let $X$ be a $\operatorname{CAT}(0)$ cube complex and $e, \bar{e}$ a pair of edges in $X$. A square-path from $e$ to $\bar{e}$ in $X$ is a sequence of 2-dimensional cubes $C_{1}, \ldots, C_{n}$ in $X$ such that $e \cap C_{1}=e, C_{n} \cap \bar{e}=\bar{e}$ and $C_{i} \cap C_{i+1}$ is an edge for all $1 \leq i \leq n-1$.

A straight square-path from $e$ to $\bar{e}$ in $X$ is a square-path $C_{1}, \ldots, C_{n}$ from $e$ to $\bar{e}$ which in addition satisfies $e \cap C_{1} \cap C_{2}=\emptyset, C_{n-1} \cap C_{n} \cap \bar{e}=\emptyset$ and $C_{i} \cap C_{i+1} \cap C_{i+2}=\emptyset$ for all $1 \leq i \leq n-2$. This additional condition ensures that for all $i$ the cubes $C_{i}$ and $C_{i+2}$ meet $C_{i+1}$ at opposite edges.

Lemma 2.3. Let $X$ be a CAT(0) cube complex and e, $\bar{e}$ be edges in $X$. The edges $e$ and $\bar{e}$ are mapped by $m$ to the same hyperplane $\mathfrak{h}$ if and only if there is a straight square-path from e to $\bar{e}$.

Proof. Suppose that there is a straight square-path $C_{1}, \ldots, C_{n}$ from $e$ to $\bar{e}$. Denote $e$ by $C_{0}$ and $\bar{e}$ by $C_{n+1}$. Let $M_{0}$ be the midpoint of $e$ and $M_{n+1}$ be the midpoint of $\bar{e}$. Then for all $0 \leq i \leq n, C_{i} \cap C_{i+1}$ is an edge, call this edge $e_{i}$. Since $C_{i} \cap C_{i+1} \cap C_{i+2}=\emptyset$, the edges $e_{i}$ and $e_{i+1}$ must be opposite faces of the square $C_{i+1}$. Let $M_{i+1}$ be the midplane of $C_{i+1}$ which cuts both $e_{i}$ and $e_{i+1}$. Then both $M_{i+1}$ and $M_{i+2}$ cut the edge $e_{i+1}$, and $M_{i+1} \cap M_{i+2}$ is a midplane - the midpoint of the edge $e_{i+1}$. Thus the sequence $M_{0}, M_{1}, \ldots, M_{n}, M_{n+1}$ is a chain of midplanes and $M_{0}=m(e)$ and $M_{n+1}=m(\bar{e})$ lie in the same hyperplane.

Suppose $e$ and $\bar{e}$ are mapped by $m$ to the same hyperplane $\mathfrak{h}$. Then there exists a chain of midplanes $M_{1}, M_{2}, \ldots, M_{n}$ where $M_{1}$ is the midpoint
of $e$ and $M_{n}$ the midpoint of $\bar{e}$. Given such a chain of midplanes, we can construct a chain of midplanes from $M_{1}$ to $M_{n}$ in which each midplane has dimension less than 2. Suppose $M_{2}$ has dimension $d_{2} \geq 2$. Then we can choose an edge path $m_{2}^{1}, \ldots, m_{2}^{k_{2}}$ of length at most $d_{2}$ from the vertex $M_{1} \cap$ $M_{2}$ to a vertex in $M_{2} \cap M_{3}$, since the edges and vertices of $M_{2}$ are also midplanes in $X, m_{2}^{1}, \ldots, m_{2}^{k_{2}}$ is a chain of midplanes. Replace the chain $M_{1}, M_{2}, \ldots M_{n}$ with $M_{1}, m_{2}^{1}, \ldots, m_{2}^{k_{2}}, M_{3}, \ldots, M_{n}$. Repeating this process with the new chain for each $M_{i}$ of dimension greater than 1, we obtain a chain of midplanes $M_{1}, m_{2}^{1}, \ldots, m_{2}^{k_{2}}, \ldots, m_{n-1}^{1}, \ldots, m_{n-1}^{k_{n-1}}, M_{n}$ in which every midplane has dimension at most one.

Given a chain of midplanes $m_{1}, m_{2}, \ldots, m_{n}$ we can replace any subsequence $m_{j}, m_{j+1}, m_{j+2}$ such that $m_{j} \cap m_{j+1} \cap m_{j+2}$ is a midplane with the subsequence $m_{j}, m_{j+2}$ to construct a shorter chain of midplanes from $m_{1}$ to $m_{n}$. Using this process, we remove midplanes from the chain $M_{1}, m_{2}^{1}, \ldots, m_{2}^{k_{2}}, \ldots$, $m_{n-1}^{1}, \ldots, m_{n-1}^{k_{n-1}}, M_{n}$ as necessary to produce a chain of midplanes which has no subsequence of length three such that the intersection of the elements in that subsequence is a midplane.

Let $C_{i}^{j}$ be the unique square with midplane $m_{i}^{j}$. Let $m_{j}, m_{j+1}$ be adjacent midplanes in the chain of midplanes. Then $m_{j} \cap m_{j+1}$ is a midplane of dimension 0 and is the midpoint of an edge $e_{j}$. Hence we must have $C_{j} \cap$ $C_{j+1}=e_{j}$. Since $m_{j+1} \cap m_{j+2}$ is also a midplane and $m_{j} \cap m_{j+1} \cap m_{j+1}$ is not a midplane, it follows that $m_{j+1} \cap m_{j+2}$ is the midpoint of the edge of $C_{j+1}$ opposite $e_{j}$. Label this edge $e_{j+1}$. Then $C_{j+1} \cap C_{j+2}=e_{j+1}$, and $C_{j} \cap C_{j+1} \cap C_{j+2}=e_{j} \cap e_{j+1}=\emptyset$. Hence $C_{2}^{1}, C_{2}^{2}, \ldots, C_{2}^{k_{2}}, \ldots, C_{n-1}^{1}, \ldots C_{n-1}^{k_{n-1}}$ is a straight square-path from $e$ to $\bar{e}$.

Let $T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}$ denote the product $T_{1} \times \ldots \times T_{i-1} \times T_{i+1} \times \ldots \times T_{k}$. Let $p$ be the map from the set of edges of $T_{1}, \ldots, T_{k}$ to sets of edges in $T_{1} \times \ldots \times T_{k}$ given by defining the image of an edge $e_{i}$ in the tree $T_{i}$ to be the product of $e_{i}$ with the set of vertices of $T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}$. Denote $p\left(e_{i}\right)$ by $E_{i}$.

Lemma 2.4. Let $T$ be a product of trees $T_{1} \times \ldots \times T_{k}$. Suppose that there exists a straight square-path $C_{1}, \ldots, C_{n}$ from $e$ to $\bar{e}$ in $T$. Then both $e$ and $\bar{e}$
lie in $E_{i}$ for some $i \in 1, \ldots, k$, and some edge $e_{i}$ in $T_{i}$.
Proof. Every edge in $T$ is of the form $e_{i} \times \hat{v}_{i}$ for some unique choice of tree $T_{i}$, edge $e_{i} \in T_{i}$ and vertex $\hat{v}_{i} \in T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}$. Similarly, every square in $T$ is of the form $e_{i} \times \hat{e_{i}}$ for some $T_{i}$ and some pair of edges $e_{i}, \hat{e_{i}}$ with $e_{i}$ an edge in $T_{i}$ and $\hat{e}_{i}$ an edge in $T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}$.

Consider the straight square-path $C_{1}, \ldots, C_{n}$ from $e$ to $\bar{e}$. By the above, $e$ must be of the form $e_{i} \times \hat{v}_{i}$ for some $T_{i}$ and some edge $e_{i}$ in $T_{i}$ and vertex $\hat{v}_{i}$ in $T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}$. Since $e \cap C_{1}=e, C_{1}$ must be of the form $e_{i} \times \hat{e}_{i}^{1}$ where $\hat{e}_{i}{ }^{1}$ is an edge in $T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}$ which has $\hat{v_{i}}$ as one of its vertices.

Since $C_{1} \cap C_{2}$ is an edge, $C_{2}$ must be of the form

$$
\begin{array}{ll}
e_{i} \times \hat{e}_{i}^{2} \text { where } & e_{i} \text { is an edge in } T_{i}, \\
& \hat{e}_{i}^{2} \text { is an edge in } T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k} \text { and } \\
& \hat{e}_{i}{ }^{1} \cap \hat{e}_{i}{ }^{2} \text { is a vertex in } T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}
\end{array}
$$

or

$$
\begin{aligned}
\hat{e}_{i}{ }^{1} \times e_{i}^{1} \quad \text { where } & e_{i}^{1} \text { is an edge in } T_{i}, \\
& \hat{e}_{i}^{1} \text { is an edge in } T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k} \text { and } \\
& e_{i}^{1} \cap e_{i} \text { is a vertex in } T_{i}
\end{aligned}
$$

Suppose $C_{2}$ is of the form $\hat{e}_{i}^{1} \times e_{i}^{1}$ then

$$
\begin{aligned}
e \cap C_{1} \cap C_{2} & =\left(e_{i} \times \hat{v}_{i}\right) \cap\left(e_{i} \times{\hat{e_{i}}}^{1}\right) \cap\left(e_{i} \times \hat{e}_{i}^{1}\right) \\
& \subseteq\left(e_{i} \cap e_{i}^{1}\right) \times \hat{v}_{i}
\end{aligned}
$$

as $\hat{v}_{i} \in \hat{e}_{i}{ }^{1}$. Since $e_{i} \cap e_{i}^{1}$ is a vertex, $\left(e_{i} \cap e_{i}^{1}\right) \times \hat{v}_{i}{ }^{1} \neq \emptyset$ which contradicts the hypothesis that $C_{1}, \ldots, C_{n}$ is a straight square-path. Hence $C_{2}$ must be of the form $e_{i} \times \hat{e}_{i}^{2}$. Similarly, each $C_{\alpha}$ must be of the form $e_{i} \times \hat{e}_{i}^{\alpha}$ for some edge $\hat{e}_{i}{ }^{\alpha}$ in $T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}$, and $\bar{e}$ must be of the form $e_{i} \times \overline{v_{i}}$ for some vertex $\overline{v_{i}}$ in $T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}$. Hence $e$ and $\bar{e}$ lie in $E_{i}$ for some $i$.

Definition. An map $\alpha$ from a cube complex $X$ to a cube complex $T$ is called

## a bending map if

1. it is injective and
2. the restriction $\left.\alpha\right|_{S}$ of $\alpha$ to the cube $S$ is an isometry from the $n$-cube $S$ in $X$ to an $n$-cube $\alpha(S)$ in $T$ for every cube $S$ of $X$.

Remark 2.5. Let $\alpha: X \rightarrow T$ be a bending map. Suppose that a pair of cubes $S$ and $S^{\prime}$ are adjacent in $X$, that is $S \cap S^{\prime}$ is non empty. Then the cubes $\alpha(S)$ and $\alpha\left(S^{\prime}\right)$ are adjacent in $T$. To see this, note that, by the definition of a cube complex, if $S \cap S^{\prime}$ is non-empty it contains a cube $C$ which lies in both $S$ and $S^{\prime}$. Restricting $\alpha$ to $S$ we see that $\alpha(C)$ lies in $\alpha(S)$, and similarly, $\alpha(C)$ lies in $\alpha\left(S^{\prime}\right)$, and hence $\alpha(C) \subset \alpha(S) \cap \alpha\left(S^{\prime}\right)$ and so $\alpha(S)$ and $\alpha\left(S^{\prime}\right)$ are adjacent.

Note that a bending map is not necessarily an isometry. To see this, consider the possible images under a bending map of a pair of adjacent cubes (for example see the map $\alpha$ in figure 2.1), and the distance between a pair of points where one point lies in each of these cubes.

In fact, a bending map is not necessarily a quasi-isometry, since we can choose a pair of cube complexes $X$ and $T$ and a bending map $\alpha: X \rightarrow T$ such that for any $k_{1} \in \mathbb{R}$ there exists a pair of vertices $u$ and $v$ in $X$ with $d(u, v)>k_{1}$ for which $d(\alpha(u), \alpha(v))=1$. For example, consider a bending map from the infinite tree $X$ in which every vertex has valency two into the 2-dimensional cube complex $T$ isomorphic to the Euclidean plane which maps $X$ to a double spiral in $T$ (see $\alpha^{\prime}$ in figure 2.1). Then for every $k_{1}>0$ we can choose two vertices in $T$ which are a distance 1 apart and which lie in different 'arms' of the spiral whose preimages are at least $k_{1}$ apart in $X$. To see that this is possible, consider how the distance in the preimage changes as we move away from the central point of the spiral.

Lemma 2.6. Suppose $X$ and $T$ are $C A T(0)$ cube complexes and that $\alpha$ is a bending map from $X$ to $T$. Then there is a map $h$ from the set $\mathcal{H}_{X}$ of hyperplanes in $X$ to a subset of the set $\mathcal{H}_{T}$ of hyperplanes in $T$ such that if the pair of hyperplanes $\mathfrak{h}, \mathfrak{h}^{\prime} \in \mathcal{H}_{X}$ intersect then so do $h(\mathfrak{h})$ and $h\left(\mathfrak{h}^{\prime}\right)$.


Figure 2.1: Bending maps which are not quasi-isometries

Proof. The bending map $\alpha$ takes $n$-cells in $X$ isometrically to $n$-cells in $T$, and hence induces a map $h$ which takes midplanes of $n$-cells in $X$ to midplanes of $n$-cells in $T$. To see that $h$ extends to a well-defined map on hyperplanes, consider two midplanes $M$ and $M^{\prime}$ which lie in the same hyperplane in $X$. Then there exists a sequence $M_{1}, M_{2}, \ldots, M_{k}$ of midplanes in $X$ such that each of $M \cap M_{1}, M_{i} \cap M_{i+1}, i \in\{1, \ldots, k-1\}$ and $M_{k} \cap M^{\prime}$ is also a midplane.

Then $h(M)$ and $h\left(M^{\prime}\right)$ lie in the same hyperplane in $T$. To see this, consider the sequence $h\left(M_{1}\right), h\left(M_{2}\right), \ldots, h\left(M_{k}\right)$ of midplanes in $T$. We know that $M_{1} \cap M_{2}$ is a midplane in $X$. Hence the $n$-cells containing $M_{1}$ and $M_{2}$ must both be adjacent to an $(n-1)$-cell with midplane $M_{1} \cap M_{2}$. Since the map $\alpha$ preserves adjacency, the cells containing $h\left(M_{1}\right)$ and $h\left(M_{2}\right)$ must both be adjacent to an ( $n-1$ )- cell with midplane $h\left(M_{1}\right) \cap h\left(M_{2}\right)$. Similarly, each of the intersections $h(M) \cap h\left(M_{1}\right), h\left(M_{i}\right) \cap h\left(M_{i+1}\right), i \in\{1, \ldots, k-1\}$ and $h\left(M_{k}\right) \cap h\left(M^{\prime}\right)$ is a midplane in $T$. Hence the midplanes $h(M)$ and $h\left(M^{\prime}\right)$ lie in the same hyperplane as required.

It remains to show that if $\mathfrak{h}$ and $\mathfrak{h}^{\prime}$ are hyperplanes in $X$ which intersect, then the hyperplanes $h(\mathfrak{h})$ and $h\left(\mathfrak{h}^{\prime}\right)$ intersect in $T$. To see this, note that if $\mathfrak{h}$ and $\mathfrak{h}^{\prime}$ intersect, then then there must be a pair of midplanes $M \in \mathfrak{h}$ and $M^{\prime} \in \mathfrak{h}^{\prime}$ which are midplanes of the same cube $C$ in $X$ and hence intersect within that cube. Restricting $\alpha$ to $C$ we have an isometry from $C$ to $\alpha(C)$, and hence the images $h(M)$ and $h\left(M^{\prime}\right)$ intersect in the cube $\alpha(C)$ in $T$, and hence the hyperplanes $h(\mathfrak{h})$ and $h\left(\mathfrak{h}^{\prime}\right)$ intersect.

Lemma 2.7. Let $X$ be a CAT(0) cube complex. If there is a bending map from $X$ to a product of $k$ trees then $X$ has hyperplane chromatic number less than or equal to $k$.

Proof. Suppose there is a bending map from $X$ to the product of trees $T=$ $T_{1} \times \ldots \times T_{k}$. Let $\mathcal{H}_{T}$ denote the set of hyperplanes in $T$ and $\mathcal{H}_{X}$ the hyperplanes in $X$.

Since there is a bending map from $X$ to $T$, by lemma 2.6 there is a map $h$ from the set of hyperplanes $\mathcal{H}_{X}$ to a subset of $\mathcal{H}_{T}$ such that if $\mathfrak{h}, \mathfrak{h}^{\prime} \in \mathcal{H}_{X}$ intersect then so do $h(\mathfrak{h})$ and $h\left(\mathfrak{h}^{\prime}\right)$. Hence by remark 2.2 it suffices to show that the product of trees $T$ has hyperplane chromatic number less than or equal to $k$.

Let $m$ be the canonical map from the set of edges in the CAT( 0 ) cube complex $T$ to the set of hyperplanes $\mathcal{H}_{T}$. We extend this map to a map $\bar{m}$ from the set of edges in the trees $T_{1}, \ldots, T_{k}$ to the set of hyperplanes $\mathcal{H}_{T}$. For every edge $e_{i}$ in a tree $T_{i}$, choose any edge $\overline{e_{i}}$ in the complex $T$ which lies in the image of $e_{i}$ under $p$. We define $\bar{m}\left(e_{i}\right)$ to be $m\left(\overline{e_{i}}\right)$.

To see that this map is well defined, we need to show that $\bar{m}$ does not depend on our choice of edge $\overline{e_{i}}$ in $E_{i}$. Consider an edge $e_{i}$ in the tree $T_{i}$, which has image a set of edges $E_{i}$ in $T$. Let $e$ and $\bar{e}$ be a pair of edges in $E_{i}$. Then $e$ and $\bar{e}$ are given by $e_{i} \times v$ and $e_{i} \times \bar{v}$ respectively where $v, \bar{v}$ are vertices in $T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}$. Since $T_{1} \times \ldots \times \hat{T}_{i} \times \ldots \times T_{k}$ is a $\operatorname{CAT}(0)$ cube complex, it is connected and contains an edge path $p$ from $v$ to $\bar{v}$. Then $\left\{e_{i}\right\} \times\{p\}$ is a straight square-path from $e$ to $\bar{e}$, and so by lemma 2.3 each image of $e_{i}$ in $T$ is mapped to the same hyperplane in $\mathcal{H}_{T}$.

Suppose $e, \bar{e}$ are a pair of edges in $T$ such that $m(e)=m(\bar{e})$. By lemma
2.3 if $m(e)=m(\bar{e})$ then there is a straight square path from $e$ to $\bar{e}$. Suppose $e$ is an edge in $E_{i}=p\left(e_{i}\right)$ and $\bar{e}$ is an edge in $E_{j}=p\left(e_{j}\right)$. Then we have a straight square-path in $T$ from the edge $e$ to the edge $\bar{e}$. By lemma 2.4, it follows that $e_{i}=e_{j}$. Hence the map $\bar{m}^{-1}$ is also well defined.

Define a map $c_{T}: \mathcal{H}_{T} \rightarrow\{1, \ldots, k\}$ by taking $c_{T}(\mathfrak{h})$ to be the index of the tree containing $\bar{m}^{-1}(\mathfrak{h})$. To see that $c_{T}$ is a hyperplane colouring map, note that for any $e_{i}, \overline{e_{i}} \in T_{i}$ the midpoints of $e_{i}$ and $\overline{e_{i}}$ are distinct and hence the hyperplanes $\bar{m}\left(e_{i}\right)$ and $\bar{m}\left(\overline{e_{i}}\right)$ do not intersect in $T$. Hence $T$ has hyperplane chromatic number at most $k$.

### 2.2 2-dimensional cube complexes which do not embed in products of $k$ trees

### 2.2.1 CAT(0) cube complexes

Lemma 2.8. ([12]) For every integer $k>0$ there exists a graph $G_{k}$ with chromatic number $k$ and no cycle of length less than 6 .

Proof. For $k<3$ the result is trivial. The following construction is due to Blanche Descartes in [12]. We define inductively a sequence $G_{3}, G_{4}, \ldots$ of graphs. For each $k \geq 3 G_{k}$ has chromatic number $k$ and contains no cycle of length less than 6.

Let $G_{3}$ be a graph with chromatic number 3 and no cycles of length less than 6 , for example the cycle of length 7 . Let $m_{i}$ be the number of vertices in $G_{i}$, and define $M_{i}:=\binom{i m_{i}-i+1}{m_{i}}$. For all $i \geq 3$, let $G_{i+1}$ be defined as follows: take $M_{i}$ copies of $G_{i}$, and $i m_{i}-i+1$ additional vertices, which we will refer to as central vertices. Choose a one-to-one map between the set of copies of $G_{i}$ and the set of subsets of the central vertices with $m_{i}$ members. Denote the sets of $m_{i}$ central vertices by $S^{1}, S^{2}, \ldots S^{M_{i}}$ and denote the copy of $G_{i}$ corresponding to $S^{j}$ by $G_{i}^{j}$.

For each set $S^{j}$ of central vertices, we add edges joining each vertex in $S^{j}$ to a vertex of $G_{i}^{j}$ in such a way that no two edges are incident with the same


Figure 2.2: Cycles must have length at least six
vertex. This is possible since we have chosen the size of the set $S^{j}$ to be the number of vertices in $G_{i}^{j}$. The resulting graph is $G_{i+1}$.

To see that there are no cycles of length less than 6 in the graph $G_{i}$ we will use induction on $i$. Suppose that $G_{i}$ has no cycles of length less than 6 . Then any cycle in $G_{i+1}$ with length less than 6 cannot lie entirely within a copy of $G_{i}$, and hence must contain a central vertex $v$ and a pair of edges $e_{1}, e_{2}$ incident with $v$. Since there is no edge joining two central vertices, $e_{1}$ joins $v$ to some vertex $v_{1}$ of $G_{i}^{j_{1}}$ for some $j_{1} \in\left\{1, \ldots, M_{i}\right\}$. Since no two edges from $S^{j_{1}}$ to $G_{i}^{j_{1}}$ have a common end point, the edge $e_{2}$ must join $v$ to some vertex $v_{2}$ of $G_{i}^{j_{2}}$ for some $j_{2} \in\left\{1, \ldots, M_{i}\right\} \backslash j_{1}$.

There are no edges joining vertices in different copies of $G_{i}$, hence since $j_{1} \neq j_{2}$ there must be a second central vertex $\bar{v}$ in the cycle. As above, within the cycle each central vertex must be incident with two edges which join it to vertices in distinct copies of $G_{i}$. Note that any cycle containing 3 or more central vertices must therefore have length greater than or equal to 6 .

Let us assume that only two of the vertices of the cycle are central vertices, $v$ and $\bar{v}$. Then there must be edges in the cycle from $\bar{v}$ to vertices in $G_{i}^{j_{1}}$ and $G_{i}^{j_{2}}$. Let $\overline{e_{1}}$ be an edge from $G_{i}^{j_{1}}$ to $\bar{v}$. Suppose $\overline{e_{1}}$ is incident with $v_{1}$. Then $\bar{v}$ does not lie in the set $S^{j_{1}}$ of central vertices since no two edges from $S_{1}^{j}$ to $G_{i}^{j_{1}}$ can share an endpoint. Hence there is no edge from $\bar{v}$ to a vertex in $G_{i}^{j_{1}}$, which is a contradiction. Hence $\overline{e_{1}}$ must be incident with a vertex in $G_{i}^{j_{i}}$ other than $v_{1}$. Since we are interested in the shortest possible circuit, let us assume that this vertex is joined to $v_{1}$ by an edge.

Similarly, there must be an edge $\overline{e_{2}}$ from $\bar{v}$ to a vertex of $G_{i}^{j_{2}}$ other than $v_{2}$. Hence it follows that any cycle in $G_{i+1}$ has length at least six. See figure 2.2.

Since $G_{3}$ contains no cycles of length less than 6 , it follows that for all $k \geq 3 G_{k}$ contains no cycle of length less than 6 .

To see that for each $k$ the chromatic number of $G_{k}$ is $k$ we again use induction on $i$. Suppose that $G_{i}$ has chromatic number $i$. Since no pair of central vertices are joined by an edge, and no pair of vertices in different copies of $G_{i}$ are joined by an edge, we can colour $G_{i+1}$ with the colours $1, \ldots, i, i+1$ by colouring the vertices in each copy of $G_{i}$ using a colouring map for $G_{i}$, and the central vertices with colour $i+1$. Hence $G_{i+1}$ has chromatic number at most $i+1$.

Suppose $G_{i+1}$ can be coloured with $i$ colours. Then the $i m_{i}-i+1$ central vertices can be coloured with $i$ colours, and for some $d \in 1, \ldots, i$ there are at least $m_{i}$ vertices with colour $d$. Let $S^{j}$ denote a set of $m_{i}$ central vertices in which every vertex has colour $d$. Then every vertex in $G_{i}^{j}$ is joined by an edge to a central vertex which has colour $d$, and so $G_{i}^{j}$ must be coloured in $i-1$ colours, which contradicts the fact that $G_{i}$ has chromatic number $i$. Hence $G_{i+1}$ has chromatic number $i+1 . G_{3}$ is a cycle with odd length, and hence has chromatic number 3. Hence for each $k \geq 3 G_{k}$ has chromatic number $k$.

Lemma 2.9. For every integer $k>0$ there exists a compact 2-dimensional CAT(0) cube-complex $X_{k}$ such that there is no bending map from $X_{k}$ to a product of less than $k$ trees.


Figure 2.3: The construction of $X_{3}$ from $G_{3}$

Proof. By Lemma 2.8 we can construct a graph $G_{k}$ which has chromatic number $k$ and contains no cycles of length less than six. We construct $X_{k}$ as follows: begin with a vertex $x$. For each vertex $v$ in $G_{k}$ we add a vertex $v$ and an edge $e_{v}=(x, v)$ to $X_{k}$. If the vertices $u$ and $v$ are joined by an edge in $G_{k}$ then we attach a square $S_{u v}$ to $X_{k}$ by identifying the edges $e_{u}$ and $e_{v}$ with two adjacent faces of $S_{u v}$. For an example of this construction in the case $k=3$, see figure 2.3.

Since $X_{k}$ is constructed by identifying the faces of cubes of dimension less than or equal to $2, X_{k}$ is a 2 -dimensional cube complex. For all $k>1$ the cube complex $X_{k}$ is locally CAT(0). In order to see this, consider the link of each vertex in $X_{k}$. By Lemma $1.29 X_{k}$ is $\operatorname{CAT}(0)$ if the link of every vertex in $X_{k}$ contains no cycle of length less than 4.

We consider the vertices of $X_{k}$ in three sets. By definition, the link of the vertex $x$ is the graph $G_{k}$ which was chosen to contain no cycles of length less than 6. Consider the vertices of $X_{k}$ which correspond to vertices in $G_{k}$. If $v$ is such a vertex then the set of edges in $\operatorname{link}(v)$ corresponds to the set of
squares in $X_{k}$ which contain $v$ in their boundaries. Every such square is also incident with the edge $e_{v}$, but since $G_{k}$ contains no cycles of length two, no two squares in $X_{k}$ share more than one edge. It follows that $\operatorname{link}(v)$ contains no cycles. The remaining set of vertices are those lying on the boundary of squares of the form $S_{u v}$ which are not joined to the vertex $x$ by an edge. Each of these vertices is in the boundary of a single square, and hence its link contains a single edge. Hence no vertex has a link which contains a cycle of less than 4 edges, and it follows that $X_{k}$ is locally CAT(0).

In order to complete the proof that $X_{k}$ is $\operatorname{CAT}(0)$, we need to show that $X_{k}$ is simply connected. Considering the definition of $X_{k}$, we observe that each square in $X_{k}$ lies in the star of the vertex $x$, that each edge of $X_{k}$ lies either in $\operatorname{star}(x)$ or in the boundary of a square in $\operatorname{star}(x)$, and that each vertex lies either in $\operatorname{star}(x)$ or in the boundary of some higher dimensional cube of $\operatorname{star}(x)$. Hence $X_{k}$ is equal to the closure of the star of $x$ in $X_{k}$, and $X_{k}$ is path-connected.

Suppose there exists a loop $\ell$ in $X_{k}$ which is not homotopic to the constant loop. Then $\ell$ is homotopic to a loop in the 1 -skeleton of $X_{k}$. Suppose this loop contains edges which do not lie in the star of $x$. Each such edge lies in the boundary of a square in $\operatorname{star}(x)$, and so we can construct a homotopy from $\ell$ to a loop which lies in the 1 -skeleton of $\operatorname{star}(x)$. Hence the existance of a loop $\ell$ in $X_{k}$ which is not homotopic to the constant loop implies the existence of a non-trivial loop in the 1 -skeleton of $\operatorname{star}(x)$. By definition, $\operatorname{star}(x)^{(1)}$ is a tree and hence contains no non-trivial loops. Hence $X_{k}$ is simply connected.

We claim that $X_{k}$ has hyperplane chromatic number at least $k$. Consider the set $\mathcal{H}_{x}$ of hyperplanes in $X_{k}$ which contain midpoints of edges which are incident with the vertex $x$. Since the vertex $x$ has finite valency, the set $\mathcal{H}_{x}$ is finite and hence a hyperplane colouring of the set $\mathcal{H}_{x}$ with finitely many colours exists.

Let $V G_{k}$ denote the set of vertices of $G_{k}$. We define a map $g$ from $V G_{k}$ to the set of edges incident with $x$ by setting $g(v)=e_{v}$. Let $m$ be the map from the set of edges in a cube complex to the set of hyperplanes, as defined in the proof of lemma 2.7. Suppose $c: \mathcal{H}_{x} \rightarrow\{1,2, \ldots, \kappa\}$ is a hyperplane
colouring map on the set $\mathcal{H}_{x}$.
Then $c \circ m \circ g: V G_{k} \rightarrow\{1,2, \ldots, \kappa\}$ is a colouring map for $G_{k}$. To see this, suppose $u$ and $v$ are joined by an edge in $G_{k}$. Then there is a square $S_{u v}$ in $X_{k}$ with the edges $e_{u}$ and $e_{v}$ in its boundary. The hyperplanes $m\left(e_{u}\right)$ and $m\left(e_{v}\right)$ intersect in the square $S_{u v}$ and it follows that $c\left(m\left(e_{u}\right)\right) \neq c\left(m\left(e_{v}\right)\right)$. Hence $c \circ m \circ g(u) \neq c \circ m \circ g(v)$ as required.

Suppose $\kappa<k$. Then the chromatic number of $G_{k}$ is less than $k$, which is a contradiction. So the hyperplane chromatic number of $X_{k}$ is greater than or equal to $k$. Hence by lemma 2.7, there is no bending map from $X_{k}$ to a product of less than $k$ trees.

Lemma 2.10. There exists a 2-dimensional CAT(0) cube complex $X_{\infty}$ such that there is no bending map from $X_{\infty}$ to a finite product of trees.

Proof. By lemma 2.9, for every $k \in \mathbb{N}$ we can choose a 2-dimensional CAT(0) cube complex $X_{k}$ such there is no bending map from $X_{k}$ to a product of less than $k$ trees. For each $k \in \mathbb{N} \backslash\{1\}$, take a copy of $X_{k}$ and choose two vertices on the boundary of $X_{k}$ which are not joined by an edge to the vertex $x$. To see that this is possible, consider the proof of lemma 2.9. For each $k>1$ we can choose $X_{k}$ so that each $X_{k}$ contains more than one square, and each square contains a vertex not joined by an edge to the vertex $x$. Label the chosen vertices as $v_{k}^{-}$and $v_{k}^{+}$.

We define a $\operatorname{CAT}(0)$ cube complex $X_{\infty}$ as follows: Consider the union $\bigcup_{k \in \mathbb{N} \backslash\{1\}} X_{k}$ and define the equivalence relation $\sim$ by $v_{k-1}^{-} \sim v_{k}^{+}$for all $k>2$. Then $X_{\infty}=\bigcup_{k \in \mathbb{N} \backslash\{1\}} X_{k} / \sim$.

Clearly $X_{\infty}$ is a 2-dimensional cube complex. To see that $X_{\infty}$ is $\operatorname{CAT}(0)$, we consider the link of each vertex in $X_{\infty}$. Since we know that each $X_{k}$ is $\operatorname{CAT}(0)$, we need only consider the link of those vertices given by the identification of $v_{k-1}^{-}$and $v_{k}^{+}$for some $k>2$. We saw in the proof of lemma 2.9 that each of these vertices has link consisting of a single edge. Since no higher dimensional cubes are identified under $\sim$, the link of the vertex in $X_{\infty}$ corresponding to the equivalence class $\left[v_{k-1}^{-}, v_{k}^{+}\right]$is a pair of disjoint arcs, and contains no cycles. Hence $X_{\infty}$ is $\operatorname{CAT}(0)$.

Suppose there is a bending map from $X_{\infty}$ to a product of $K$ trees for some $K$. Then by lemma 2.7 there is a hyperplane colouring map $c: X_{\infty} \rightarrow$ $\{1,2, \ldots, K\}$ and by remark 2.2 , the restriction of $c$ to the set $\mathcal{H}_{X_{K+1}}$ is a hyperplane colouring map, where $\mathcal{H}_{X_{K+1}}$ is the set of hyperplanes in $X_{K+1}$. Then $X_{K+1}$ has hyperplane chromatic number less than or equal to $K$ and this contradicts lemma 2.9, hence there exists no bending map from $X_{\infty}$ to a finite product of trees.

### 2.2.2 Hyperbolic cube complexes

In order to prove that the cube complexes constructed in the previous section are $\operatorname{CAT}(0)$, we made use of the fact that the link of any vertex in the complex contains no vertex whose link contains a cycle of less than 4 edges. In fact, we have constructed a cube complex which contains no vertex whose link contains a cycle of less than 7 edges. This allows us to prove a stronger result, that for any $k>0$ we can choose a metric $d_{\mathbb{H}}$ on $X_{k}$ such that ( $X_{k}, d_{\mathbb{H}}$ ) is hyperbolic. In order to show this, we need the following definition and lemmas.

Definition. ([20],page 119) The model space ( $M, \chi_{0}$ ) is the complete simply connected manifold of constant curvature $\chi_{0}$. A $\left(M, \chi_{0}\right)$-simplicial space is a simplicial complex in which each simplex is isometric to a simplex in the model space ( $M, \chi_{0}$ ).

Let $X$ be a cube complex in which each $n$-cube is isometric to the Euclidean $n$-cube with side length 1 . Let $\operatorname{sub}(X)$ be a subdivision of $X$ such that every cell in $\operatorname{sub}(X)$ is a simplex. Such a subdivision is always possible, for example take the barycentric subdivision of $X$. Then $\operatorname{sub}(X)$ is a ( $M, 0$ )-simplicial space.

Definition. We say two cell complexes $P_{1}$ and $P_{2}$ are combinatorially equivalent if there is a bijective map $f$ from the vertex set of $P_{1}$ to the vertex set of $P_{2}$ such that if $u_{1}, \ldots, u_{j}$ are vertices lying in the boundary of an $i$-dimensional cell of $P_{1}$ then $f\left(u_{1}\right), \ldots, f\left(u_{j}\right)$ lie in the boundary of an $i$ dimensional cell of $P_{2}$.


Figure 2.4: Constructing a "square" in the $(M,-1)$ model space.

For each $n$, we define a $n$-dimensional polyhedron in the model space $(M,-1)$ which is combinatorially equivalent to the Euclidean $n$-cube and in which every edge has length 1 . Call this the hyperbolic $n$-cube.

To see that this is possible, consider embedding the Euclidean $n$-cube in the model space $(M,-1)$. We can construct a geodesic from the center of the cube to each vertex. Extending these geodesics, we can take the intersection of these geodesics with a $n$-sphere centered at the centre of the cube, and construct a polyhedron whose vertices are these points and which is combinatorially equivalent to the Euclidean $n$-cube. For an illustration of the 2-dimensional case, see figure 2.4.

By varying the radius of the sphere, we can construct such a polyhedron in which the lengths of the edges are any non-zero length, and hence can choose the edge length to be 1 . This polyhedron is the hyperbolic $n$-cube. Note that the angle between adjacent edges will be less than $\frac{\pi}{2}$ in such a polyhedron.

Define a piecewise hyperbolic metric on the cube complex $X$ by taking each $n$-cube in $X$ to be isometric to the hyperbolic $n$-cube. For clarity, we will denote $X$ with this metric by $\bar{X}$. Let $\operatorname{sub}(\bar{X})$ denote a subdivision of $\bar{X}$ such that every cell in $\operatorname{sub}(\bar{X})$ is a simplex. Since each cube in $\bar{X}$ was isometric
to a cube in the $(M,-1)$ model space, $\operatorname{sub}(X)$ is a $(M,-1)$-simplicial space.
The following lemmas are due to Gromov.
Lemma 2.11. ([20], page 120) An ( $M, \chi_{0}$ )-simplicial space L satisfies CAT(1) if and only if the curvature of $L$ is less than or equal to 1 and for every two points $l_{1}$ and $l_{2}$ in $L$ with distance between them less than $\pi, l_{1}$ and $l_{2}$ can be joined by at most one geodesic segment in $L$.

Lemma 2.12. ([20], page 120) An ( $M, \chi_{0}$ )-simplicial space $X$ has curvature less than or equal to $\chi$ if and only if $\chi \geq \chi_{0}$ and the link of each cell is CAT(1).

Lemma 2.13. For every integer $k>0$ there exists a compact, 2-dimensional hyperbolic cube-complex $\overline{X_{k}}$ such that there is no bending map from $\overline{X_{k}}$ to $\bar{T}$ where $\bar{T}$ is a product of less than $k$ trees with the piecewise hyperbolic metric.

Proof. By Lemma 2.9, there exists a 2-dimensional CAT(0) cube complex $X_{k}$ such that there is no bending map from $X_{k}$ to a product of less than $k$ trees with the standard piecewise Euclidean metric.

Replace each of the euclidean cubes in $X_{k}$ with a hyperbolic $n$-cube in the model space $(M,-1)$ as described above. Hence form the piecewise hyperbolic space $\overline{X_{k}}$. Suppose that there is a bending map from $\overline{X_{k}}$ to a product $\bar{T}=T_{1} \times \ldots \times T_{n}$ where $n<k$ and where $\bar{T}$ has the piecewise hyperbolic metric. Then there is a bending map from $X_{k}$ to the product $T=T_{1} \times \ldots \times T_{n}$ with the piecewise Euclidean metric, which is a contradiction.

It remains to show that $\overline{X_{k}}$ is hyperbolic. Since lemmas 2.11 and 2.12 apply to ( $M, \chi_{0}$ )-simplicial complexes, we need to subdivide $\overline{X_{k}}$ in such a way that every cell is a simplex. Since $\overline{X_{k}}$ is 2 -dimensional, we can do this by placing a vertex at the center of each square, and joining that vertex to each corner of the square. We call this complex $\operatorname{sub}\left(\overline{X_{k}}\right)$, and note that with the metric inherited from $\overline{X_{k}}$ it is a $(M,-1)$-simplicial space. Then by lemma 2.12, $\operatorname{sub}\left(\overline{X_{k}}\right)$ (and hence $\left.\overline{X_{k}}\right)$ has curvature -1 if and only if the link of every cell in $\operatorname{sub}\left(\overline{X_{k}}\right)$ is $\operatorname{CAT}(1)$.

Since the dimension of $\overline{X_{k}}$ is 2 , we need only consider the links of the vertices, which will be graphs whose edges are given length equal to the
corresponding angle of the triangle in $\overline{X_{k}}$. We first consider the vertices of $\operatorname{sub}\left(\overline{X_{k}}\right)$ which were not vertices of $\overline{X_{k}}$. Each of these vertices lies within a hyperbolic space, namely the hyperbolic 2 -cube of which it is the center. Hence by lemmas 2.11 and 2.12, the links of these vertices contain no cycles of length less than $2 \pi$.

We now consider those vertices of $\operatorname{sub}\left(\overline{X_{k}}\right)$ which are also vertices of $\overline{X_{k}}$. Since the length of edges in the link of a vertex is given by the size of the corresponding angles, taking $\operatorname{sub}\left(\overline{X_{k}}\right)$ preserves the total length of a cycle in the link of a vertex under this metric, while doubling the number of edges. Using the 2nd hyperbolic cosine rule (see Hyperbolic Geometry, [1]), we calculate that the angle $\alpha$ at a corner of a regular hyperbolic 4 -gon with sides of length 1 is approximately 1.36 ( $2 \mathrm{~d} . \mathrm{p}$ ). Note that $4 \times \alpha<2 \pi<5 \times \alpha$. Hence if the link of a vertex in $\overline{X_{k}}$ contains no cycles of less than 5 edges, it contains no cycles of length less than $2 \pi$ and hence any two points in $\operatorname{link}(v)$ joined by more than one geodesic have distance between them greater that $\pi$. Hence by lemma 2.11 the link of the corresponding vertex in $X$ is CAT(1).

By lemma 2.8 and the proof of lemma 2.9, $\overline{X_{k}}$ satisfies the condition that the link of any vertex contains no cycle with less than 5 edges. Hence $\overline{X_{k}}$ has curvature -1 , and is hyperbolic.

### 2.3 Cube complexes with isometric group actions

### 2.3.1 The space $\mathcal{U}$

The following definitions and lemmas are from "The Geometry and Topology of Coxeter groups" by Michael Davis ([10]).

Definition. (page 59, [10]) A mirror structure on a space $Y$ is an index set $Q$ and a family $\left(Y_{q}\right)_{q \in Q}$ of closed subspaces of $Y$. Each $Y_{q}$ is called a mirror of $Y$. For any subset $P \subset Q$, define $Y_{P}=\bigcap_{p \in P} Y_{p}$. Let $Q(y)$ denote the set $\left\{q \in Q \mid y \in Y_{q}\right\}$.

Definition. (page 59, [10]) A family of groups with index set $Q$ consists of a group $\Gamma$, a subgroup $B$ of $\Gamma$ and a family $\left(\Gamma_{q}\right)_{q \in Q}$ of subgroups of $\Gamma$ such that each $\Gamma_{q}$ contains $B$. For any non empty subset $P \subset Q$, define $\Gamma_{P}$ to be the group generated by $\left\{\Gamma_{p} \mid p \in P\right\}$. Let $\Gamma_{\emptyset}=\emptyset$.

In this thesis we will only consider families of groups where the subgroup $B$ of $\Gamma$ is trivial. In this case, any set $\left(\Gamma_{q}\right)_{q \in Q}$ of subgroups of $\Gamma$ is a family of groups.

Definition. (page 60, [10]) Given a space $Y$ with mirror structure $\left(Y_{q}\right)_{q \in Q}$ and a group $\Gamma$ with family of groups $\left(\Gamma_{q}\right)_{q \in Q}$ we can define a space $\mathcal{U}(\Gamma, Y)=$ $\mathcal{U}$ on which there is a $\Gamma$ action with fundamental region homeomorphic to $Y$.

$$
\mathcal{U}(\Gamma, Y)=\Gamma \times Y / \sim
$$

where $\sim$ is the equivalence relation on points of $\Gamma \times Y$ given by $\left(\gamma_{1}, y_{1}\right) \sim$ $\left(\gamma_{2}, y_{2}\right)$ if and only if $y_{1}=y_{2}$ and $\gamma_{1}^{-1} \gamma_{2} \in \Gamma_{Q\left(y_{1}\right)}$

There is a natural action of $\Gamma$ on $\Gamma \times Y$ given by $g(\gamma, y)=(g \gamma, y)$ for all $g \in \Gamma,(\gamma, y) \in \Gamma \times Y$. Suppose $\left(\gamma_{1}, y_{1}\right)$ and $\left(\gamma_{2}, y_{2}\right)$ are a pair of points in $\Gamma \times Y$ such that $\left(\gamma_{1}, y_{1}\right) \sim\left(\gamma_{2}, y_{2}\right)$. Then $g\left(\gamma_{1}, y_{1}\right) \sim g\left(\gamma_{2}, y_{2}\right)$ since $\left(g \gamma_{1}\right)^{-1} g \gamma_{2}=$ $\gamma_{1}^{-1}\left(g^{-1} g\right) \gamma_{2}=\gamma_{1}^{-1} \gamma_{2} \in \Gamma_{Q\left(y_{1}\right)}$. Hence the action of $\Gamma$ on $\Gamma \times Y$ descends to an action on $\mathcal{U}$.

Let $i: Y \rightarrow \mathcal{U}$ be the map defined by $y \mapsto(e, y)$ where $e$ is the identity element of $\Gamma$. Then $i(Y)$ is an embedded copy of $Y$ in $\mathcal{U}$, and is a fundamental region for the action of $\Gamma$ on $\mathcal{U}$. For each $\gamma \in \Gamma$ and subspace $\bar{Y}$ of $Y$ let $(\gamma, \bar{Y})$ denote the subspace $\{(\gamma, y) \mid y \in \bar{Y}\}$.

Suppose that there is a metric $d$ on the space $Y$. If $x, y \in Y$ then for any $\gamma$ in $\Gamma$, we define a metric on $(\gamma, Y)$ by $d((\gamma, x),(\gamma, y))=d(x, y)$. We define a piecewise geodesic path in $\mathcal{U}$ to be a path $p$ such that for any $\gamma \in \Gamma$ the intersection of $p$ with $(\gamma, Y)$ is a geodesic with respect to the metric $d$ in the subspace $(\gamma, Y)$. Suppose $(g, x),(h, y)$ are points in $\mathcal{U}$. The space $\mathcal{U}$ inherits a metric from $Y$ by taking $d((g, x),(h, y))$ to be the length of the shortest piecewise geodesic path from $(g, x)$ to $(h, y)$.

Definition. (page 61, [10]) A mirror structure on $Y$ is $\Gamma$-finite (with respect to a family of subgroups for $\Gamma$ ) if $X_{P}=\emptyset$ for any finite subset $P \subset Q$ such that $\Gamma_{P}$ is infinite.

Lemma 2.14. (page 61, [10]) Given a group $\Gamma$ and a space $Y$ with associated mirror structure and family of groups, the $\Gamma$-action on $\mathcal{U}(\Gamma, Y)$ is properly discontinuous if and only if the following conditions hold:
(a) $Y$ is Hausdorff
(b) The mirror structure is $\Gamma$-finite.

Lemma 2.15. (page 62, [10]) Suppose $(W, S)$ is a Coxeter system. Define a family of subgroups indexed by $S$ by taking, for each $s \in S$, $W_{s}$ to be the subgroup of order 2 generated by s. Then $\mathcal{U}(W, Y)$ is connected (resp. path-connected) if the following two conditions hold:
(a) $Y$ is connected (resp. path connected) and
(b) $Y_{s}$ is nonempty for each $s \in S$.

Definition. (page 113, [10]) Let $(W, S)$ be a Coxeter system. A subset $T \subset S$ is spherical if the subgroup generated by $T$ is finite.

Lemma 2.16. (page 151, [10]) Let $(\Gamma, S)$ be a Coxeter system and let $Y$ be a connected cell complex withh associated family of groups and mirror structure indexed by $S$. Then $\mathcal{U}(\Gamma, Y)$ is simply connected if and only if the following three conditions hold:
(a) $Y$ is simply connected.
(b) For each $s \in S, Y_{s}$ is nonempty and path connected.
(c) For each spherical subset $\{s, t\} \in S^{(2)}, Y_{s} \cap Y_{t}$ is nonempty.

### 2.3.2 The cube complex $\mathcal{U}_{k}$

For each $k \in \mathbb{N}$, let $G_{k}$ be the graph as defined in lemma 2.8. Let $W_{k}$ be the Coxeter group $\left\langle S_{k} \mid s^{2}=1 \forall s \in S_{k}\right\rangle$ where $S_{k}$ is in one-to-one correspondence with the set of edges of $G_{k}$.

We define a family of groups with respect to $W_{k}$ with index set $S_{k}$ by taking $W_{k s}$ to be the order two subgroup of $W_{k}$ generated by $s$.

Let $X_{k}$ be the two-dimensional cube complex as defined in lemma 2.9. We define a mirror structure on $X_{k}$ with index set $S_{k}$ as follows: For each $s \in S_{k}$ there is a corresponding edge $\{u, v\}$ in $G_{k}$. For each such edge, we have a square $S_{u v}$ of $X_{k}$. Let $X_{k s}$ be the vertex of $S_{u v}$ opposite the vertex $x$.

For each $k \in \mathbb{N}$, we define

$$
\mathcal{U}_{k}=\mathcal{U}\left(W_{k}, X_{k}\right)
$$

Recall that $\mathcal{U}\left(W_{k}, X_{k}\right)=W_{k} \times X_{k} / \sim . W_{k} \times X_{k}$ is a collection of 2dimensional cube complexes. The equivalence relation $\sim$ leads to the identification of a pair of points only if those points are vertices on the boundaries of distinct copies of $X_{k}$. It is clear from this that the resulting complex $\mathcal{U}_{k}$ is a 2 -dimensional cube complex.

Let $i\left(X_{k}\right)=\left\{(e, x) \mid x \in X_{k}\right\}$. Then $i\left(X_{k}\right)$ is an embedded copy of $X_{k}$ in $\mathcal{U}_{k} . i\left(X_{k}\right)$ is a fundamental region for the action of $W_{k}$ on $\mathcal{U}_{k}$, hence since $X_{k}$ is compact the action is cocompact.

Corollary 2.17. $\mathcal{U}_{k}$ is connected and path connected.
Proof. $X_{k}$ is connected and path connected, and $W_{k}$ is a Coxeter group. Each $X_{k s}$ is non-empty, hence by lemma $2.15 \mathcal{U}_{k}$ is connected and path connected.

Lemma 2.18. The action of $W_{k}$ on $\mathcal{U}_{k}$ is isometric with the inherited metric.
Proof. Let $\left(\gamma_{1}, x_{1}\right),\left(\gamma_{2}, x_{2}\right)$ be a pair of distinct points in $\mathcal{U}_{k}$ and let $p$ be a shortest geodesic path from $\left(\gamma_{1}, x_{1}\right)$ to $\left(\gamma_{2}, x_{2}\right)$. Let

$$
\left(\gamma_{1}, X_{k}\right)=\left(g_{1}, X_{k}\right),\left(g_{2}, X_{k}\right), \ldots,\left(g_{n}, X_{k}\right)=\left(\gamma_{2}, X_{k}\right)
$$

denote the sequence of copies of $X_{k}$ in $\mathcal{U}_{k}$ through which $p$ passes, and let $p_{i}=\left(g_{i}, X_{k}\right) \cap p$ denote the geodesic segment of $p_{i}$ in $\left(g_{i}, X_{k}\right)$.

Since $p$ is a path, $p_{i} \cap p_{i+1}$ must be a point $\left(g_{i}, x_{i}\right) \sim\left(g_{i+1}, x_{i}\right)$ and by the definition of $\mathcal{U}_{k} x_{i}$ must lie in a mirror $X_{k s_{i}}$ of $X_{k}$ and we must have $g_{i}^{-1} g_{i+1} \in W_{k s_{i}}$.

Now consider the pair of points $g\left(\gamma_{1}, x_{1}\right)=\left(g \gamma_{1}, x_{1}\right), g\left(\gamma_{2}, x_{2}\right)=\left(g \gamma_{2}, x_{2}\right)$. Then the set $g(p)=\{g(x) \mid x \in p\}$ is a piecewise geodesic path from $g\left(\gamma_{1}, x_{1}\right)$ to $g\left(\gamma_{2}, x_{2}\right)$. To see this, note that $g\left(p_{i}\right)$ contains the point $\left(g g_{i}, x_{i}\right)$ and $g\left(p_{i+1}\right)$ the point $\left(g g_{i+1}, x_{i}\right)$ and that $\left(g g_{i}\right)^{-1}\left(g g_{i+1}\right)=g_{i}^{-1}\left(g^{-1} g\right) g_{i+1}=g_{i}^{-1} g_{i+1}$. Hence $g(p)$ is a path. For each $i, g\left(p_{i}\right)$ is a geodesic path in $\left(g \gamma_{i}, X_{k}\right)$ with length equal to the length of $p_{i}$, and hence $g(p)$ is a piecewise geodesic path. Hence $d\left(g\left(\gamma_{i}, x_{1}\right), g\left(\gamma_{2}, x_{2}\right)\right) \leq d\left(\left(\gamma_{1}, x_{1}\right)\left(\gamma_{2}, x_{2}\right)\right)$.

Suppose there exists a piecewise geodesic path from $g\left(\gamma_{1}, x_{1}\right)$ to $g\left(\gamma_{2}, x_{2}\right)$ with length less than $p$. Then

$$
\begin{aligned}
d\left(g\left(\gamma_{1}, x_{1}\right), g\left(\gamma_{2}, x_{2}\right)\right. & \geq d\left(g^{-1}\left(g\left(\gamma_{1}, x_{1}\right)\right), g^{-1}\left(g\left(\gamma_{2}, x_{2}\right)\right)\right. \\
& =d\left(\left(\gamma_{1}, x_{1}\right),\left(\gamma_{2}, x_{2}\right)\right)
\end{aligned}
$$

Hence $d\left(g\left(\gamma_{1}, x_{1}\right), g\left(\gamma_{2}, x_{2}\right)=d\left(\left(\gamma_{1}, x_{1}\right),\left(\gamma_{2}, x_{2}\right)\right)\right.$ and the action of $W_{k}$ on $\mathcal{U}_{k}$ is isometric.

Corollary 2.19. The action of $W_{k}$ on $\mathcal{U}_{k}$ is proper.
Proof. Suppose $M$ is a subset of $S_{k}$ such that $W_{k M}$ is infinite. Then $M$ must contain more than one element. But $X_{k s} \cap X_{k t}=\emptyset$ for any choice $s, t$ of distinct elements of $S_{k}$, hence the mirror structure on $X_{k}$ is $W_{k}$-finite. $X_{k}$ is Hausdorff. Hence by lemma 2.14 the action of $W_{k}$ on $\mathcal{U}_{k}$ is proper.

Lemma 2.20. $\mathcal{U}_{k}$ is non-positively curved.
Proof. We consider the links of vertices of $\mathcal{U}_{k}$. Let $p: W_{k} \times X_{k} \rightarrow \mathcal{U}_{k}$ denote the canonical map onto $\mathcal{U}_{k}$, and let $p^{-1}(x)$ denote the preimage of the point $x$. The mirror structure on $X_{k}$ was chosen so that each point which lies in a mirror is a vertex of $X_{k}$. The relation $\sim$ identifies points $\left(\gamma_{1}, x_{1}\right)$ and $\left(\gamma_{2}, x_{2}\right)$ of $W_{k} \times X_{k}$ only if $x_{1}$ and $x_{2}$ lie in mirrors, and so $\sim$ identifies only those
points which are vertices. It follows that the link of a vertex $v$ is isomorphic to the disjoint union of the links of the vertices $p^{-1}(v)$. As in the proof of lemma 2.9 the link of any vertex in $X_{k}$ contains no cycle of less than 4 edges. Hence by lemma $1.29 \mathcal{U}_{k}$ is non-positively curved.

Lemma 2.21. $\mathcal{U}_{k}$ is simply connected.
Proof. We saw in the proof of lemma 2.9 that the space $X_{k}$ is simply connected. Each $X_{k s}$ contains a single point, and hence is nonempty and path connected. For any $s, t \in S$ the group generated by $s$ and $t$ is infinite, hence the Coxeter system $\left(W_{k}, S_{k}\right)$ has no 2 -element spherical subsets. Hence by lemma $2.16 \mathcal{U}_{k}$ is simply connected.

Theorem 2.1. For each $k \in \mathbb{N}$ there exists a right-angled Coxeter group $W_{k}$ and a 2-dimensional CAT(0) cube complex $\mathcal{U}_{k}$ such that $W_{k}$ acts isometrically, cocompactly and properly on $\mathcal{U}_{k}$ and there is no bending map from $\mathcal{U}_{k}$ to a product of less than $k$ trees.

Proof. Let $W_{k}$ and $\mathcal{U}_{k}$ be as defined at the beginning of the section. Then by lemmas 2.20 and $2.21, \mathcal{U}_{k}$ satisfies the conditions of lemma 1.29 and is a $\operatorname{CAT}(0)$ cube complex. By the definition of $\mathcal{U}_{k}$, since $X_{k}$ is a 2-dimensional cube complex $\mathcal{U}_{k}$ is also a 2-dimensional cube complex.

By lemmas 2.19 and 2.18 and the definition of $\mathcal{U}_{k}, W_{k}$ acts isometrically, cocompactly and properly on $\mathcal{U}_{k}$. Suppose there is a bending map $\alpha$ from $\mathcal{U}_{k}$ to a product of less than $k$ trees. $i(X)=\left(e, X_{k}\right)$ is an embedded copy of $X_{k}$ in $\mathcal{U}_{k}$, so the restriction $\left.\alpha\right|_{i(X)}$ is a bending map from $X_{k}$ to a product of less than $k$ trees. This is a contradiction of lemma 2.9, hence there is no bending map from $\mathcal{U}_{k}$ to a product of less than $k$ trees.

## Chapter 3

## Embeddings in finite products of trees

We prove the following result:
Theorem 3.1. Let $G$ be a group which acts isometrically, properly, and cocompactly on a finite dimensional, locally finite $C A T(0)$ cube complex $X$ in such a way that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for each hyperplane $\mathfrak{h}$ of $X$. Then there is a quasi-isometric embedding of $X$ in a finite product of locally finite trees.

If in addition to satisfying the conditions of theorem 3.1, the action of $G$ on $X$ is free, by lemma 1.42 there is a quasi-isometric embedding of the group in the cube complex $X$. Hence we have the following corollary to theorem 3.1:

Corollary 3.2. Let $G$ be a group which acts freely, isometrically, properly, and cocompactly on a finite dimensional, locally finite $C A T(0)$ cube complex $X$ in such a way that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for each hyperplane $\mathfrak{h}$ of $X$. Then there is a quasi-isometric embedding of $G$ in a finite product of locally finite trees.

### 3.1 Embeddings of the CAT(0) Cube Complex in a Product of Trees.

### 3.1.1 Choosing $N$-orbits of $\mathfrak{h}$ which do not cross

Let a group $G$ act properly and cocompactly on a CAT(0) cube complex $X$. Then there exists a compact subset $C$ of $X$ such that $G C=X$. Since $C$ is compact, there is a finite set of hyperplanes in $X$ which intersect the subset $C$. Denote these hyperplanes by $\mathfrak{h}_{1}, \mathfrak{h}_{2}, \ldots, \mathfrak{h}_{n}$. Then the set of all hyperplanes in $X$ is given by $\left\{G \mathfrak{h}_{1}, G \mathfrak{h}_{2}, \ldots, G \mathfrak{h}_{n}\right\}$, where $G \mathfrak{h}_{i}=\left\{g \mathfrak{h}_{i} \mid g \in G\right\}$.

In general, there may be some $g \in G$ and $\mathfrak{h}_{i} \in\left\{\mathfrak{h}_{1} \ldots, \mathfrak{h}_{n}\right\}$ such that $g \mathfrak{h}_{i} \cap \mathfrak{h}_{i} \neq \mathfrak{h}_{i}$ and $g \mathfrak{h}_{i} \cap \mathfrak{h}_{i} \neq \emptyset$. In this case we say that $g \mathfrak{h}_{i}$ crosses $\mathfrak{h}_{i}$.

For a given hyperplane $\mathfrak{h} \in\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{n}\right\}$, let $L_{\mathfrak{h}}$ denote the set $\{g \in$ $G \mid g \mathfrak{h}$ crosses $\mathfrak{h}\}$ and $H_{\mathfrak{h}}$ the group $\operatorname{stab}_{G}(\mathfrak{h})=\{g \in G \mid g \mathfrak{h}=\mathfrak{h}\}$.

Lemma 3.3. Let $G$ be a group which acts properly and cocompactly on a CAT(0) cube complex $X$. Then for any hyperplane $\mathfrak{h} \in\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{n}\right\}, L_{\mathfrak{h}}=$ $\operatorname{stab}_{G}(\mathfrak{h}) F_{\mathfrak{h}} \operatorname{stab}_{G}(\mathfrak{h})$ for some finite set $F_{\mathfrak{h}} \subset G$.

Proof. Suppose $G$ acts properly on $X$ and let $\mathfrak{h}$ be any hyperplane of $X$. Any compact subset $K$ of the hyperplane $\mathfrak{h}$ is a compact subset of $X$, hence $\left\{g \in \operatorname{stab}_{G}(\mathfrak{h}) \mid g K \cap K \neq \emptyset\right\} \subset\{g \in G \mid g K \cap J K \neq \emptyset\}$ is a finite set, and the action of $\operatorname{stab}_{G}(\mathfrak{h})$ on $\mathfrak{h}$ is proper.

Suppose $G$ acts cocompactly on $X$, and let $\mathfrak{h}$ be any hyperplane in $X$. Let $C$ be a compact subset of $X$ such that $G C=X$. Any midplane in the hyperplane equivalence class $\mathfrak{h}$ must be the image of a midplane in $C$. Let $M$ be the set of midplanes in $C$ which are mapped by some $g \in G$ to a midplane of $\mathfrak{h}$. For each $M_{i} \in M$ choose a $g_{i} \in G H$ such that $g_{i} M_{i} \in \mathfrak{h}$. Then the set $C^{\prime}=\bigcup_{M_{i} \in M} g_{i} M_{i}$ is the union of a finite set of midplanes of $\mathfrak{h}$ and hence is a compact subset of $\mathfrak{h}$. We claim $H_{\mathfrak{h}} C^{\prime}=\mathfrak{h}$.

Suppose $M^{\prime}$ is a midplane in $\mathfrak{h}$. Then $M^{\prime}=g M_{i}$ for some $g \in G$ and some $M_{i} \in M$. Then $g_{i}\left(g^{-1} M\right)=g_{i} M_{i} \in C^{\prime}$ and $g_{i} g^{-1} \in H_{\mathfrak{h}}$ since any element of the group which maps a midplane in $\mathfrak{h}$ to a midplane in $\mathfrak{h}$ stabilises $\mathfrak{h}$. Hence $H_{\mathfrak{h}} C^{\prime}=\mathfrak{h}$ and the action of $H_{\mathfrak{h}}$ on $\mathfrak{h}$ is cocompact.

If $g \in L_{\mathfrak{h}}$ then $g \mathfrak{h}$ crosses $\mathfrak{h}$. Hence for some $h_{1}, h_{2} \in H_{\mathfrak{h}}, g h_{1} C^{\prime}$ and $h_{2} C^{\prime}$ intersect but are not equal. We will say that subsets which intersect but are not equal cross.

Since $g h_{1} C^{\prime}$ and $h_{2} C^{\prime}$ cross, so do $h_{2}^{-1} g h_{1} C^{\prime}$ and $C^{\prime}$. Since $G$ acts properly on $X$ and $C^{\prime}$ is a compact subset of $X$, the set $F_{\mathfrak{h}}=\left\{f \in G \mid f C^{\prime}\right.$ crosses $\left.C^{\prime}\right\} \subseteq$ $\left\{f \in G \mid f C^{\prime} \cap C^{\prime} \neq \emptyset\right\}$ is finite. We have shown that if $g \in L_{\mathfrak{h}}$, then $g \in H_{\mathfrak{h}} F_{\mathfrak{h}} H_{\mathfrak{h}}$, that is $L_{\mathfrak{h}} \subseteq H_{\mathfrak{h}} F_{\mathfrak{h}} H_{\mathfrak{h}}$.

Suppose $g \in H_{\mathfrak{h}} F_{\mathfrak{h}} H_{\mathfrak{h}}$. Then for some $h_{1}, h_{2} \in H_{\mathfrak{h}}$ and some $f \in F_{\mathfrak{h}}$, $g=h_{1} f h_{2}$. Then $g \mathfrak{h}$ crosses $\mathfrak{h}$ if and only if $h_{1} f h_{2} \mathfrak{h}=h_{1} f \mathfrak{h}$ crosses $\mathfrak{h}$. Since $h_{1} \in \operatorname{stab}_{G}(\mathfrak{h}), h_{1}^{-1} \in \operatorname{stab}_{G}(\mathfrak{h})$ and $h_{1} f \mathfrak{h}$ crosses $\mathfrak{h}$ if and only if $f \mathfrak{h}$ crosses $\mathfrak{h}$. By the definition of the set $F_{\mathfrak{h}}, f \mathfrak{h}$ crosses $\mathfrak{h}$, hence $g \mathfrak{h}$ crosses $\mathfrak{h}$ and $g \in L_{\mathfrak{h}}$. Hence $H_{\mathfrak{h}} F_{\mathfrak{h}} H_{\mathfrak{h}} \subset L_{\mathfrak{h}}$ and we have $L_{\mathfrak{h}}=H_{\mathfrak{h}} F_{\mathfrak{h}} H_{\mathfrak{h}}=\operatorname{stab}_{G}(\mathfrak{h}) F_{\mathfrak{h}} \operatorname{stab}_{G}(\mathfrak{h})$ as required.

Lemma 3.4. Let $G$ be a group which acts properly and cocompactly on a CAT(0) cube complex such that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for each hyperplane $\mathfrak{h}$. Then for each $\mathfrak{h} \in\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{n}\right\}$ there exists a finite index subgroup $K_{\mathfrak{h}}$ of $G$ containing $\operatorname{stab}_{G}(\mathfrak{h})$ such that for all $k \in K_{\mathfrak{h}}, k \mathfrak{h}$ does not cross $\mathfrak{h}$.

Proof. By the hypothesis $\operatorname{stab}_{G}(\mathfrak{h})=H_{\mathfrak{h}}$ is separable for any $\mathfrak{h}$, so we have $H_{\mathfrak{h}}=\bigcap H_{j}$ where, for each $j, H_{j}$ is a finite index subset of $G$. Hence for all $g \in G \backslash H_{\mathfrak{h}}$, there exists a $H_{j}$ with $g \notin H_{j}$.

As $F_{\mathfrak{h}}=\left\{f \in G \mid f C^{\prime}\right.$ crosses $\left.C^{\prime}\right\}$ if $f \in F_{\mathfrak{h}}$ then $f \mathfrak{h}$ crosses $\mathfrak{h}$, and so if $f \in F_{\mathfrak{h}}, f$ does not stabilise $\mathfrak{h}$. Hence $F_{\mathfrak{h}} \cap H_{\mathfrak{h}}=\emptyset$ and for each $f \in F_{\mathfrak{h}}$ we can choose a finite index $H_{j}$ not containing $f$. We intersect these to form a subgroup $K_{\mathfrak{h}}$ which contains $H_{\mathfrak{h}}=\operatorname{stab}_{G}(\mathfrak{h})$ and contains no element of $F_{\mathfrak{h}}$. Since $L_{\mathfrak{h}}=H_{\mathfrak{h}} F_{\mathfrak{h}} H_{\mathfrak{h}}$, it follows that $K_{\mathfrak{h}}$ contains no element of $L_{\mathfrak{h}}$, and hence for all $k \in K_{\mathfrak{h}}, k \mathfrak{h}$ does not cross $\mathfrak{h}$. Since $F_{\mathfrak{h}}$ is finite and each $H_{j}$ is finite index in $G$, it follows that $K_{\mathfrak{h}}$ is a finite index subgroup of $G$.

Lemma 3.5. Let $G$ be a group which acts properly and cocompactly on a $C A T(0)$ cube complex $X$ such that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for any hyperplane $\mathfrak{h}$. Then we can find a finite index normal subgroup $N$ of $G$ such that $m \mathfrak{h}_{i}$ does not cross $\mathfrak{h}_{i}$ for any $m \in N, \mathfrak{h}_{i} \in\left\{\mathfrak{h}_{1}, \mathfrak{h}_{2}, \ldots, \mathfrak{h}_{n}\right\}$.

Proof. Taking $M=\bigcap_{i} K_{\mathfrak{h}_{i}}$ gives a subgroup of $G$ such that $h \mathfrak{h}_{i}$ does not cross $\mathfrak{h}_{i}$ for any $h \in M, \mathfrak{h}_{i} \in\left\{\mathfrak{h}_{1}, \mathfrak{h}_{2}, \ldots, \mathfrak{h}_{n}\right\} . M$ is an intersection of a finite number of finite index subgroups of $G$, and hence is finite index in $G$.

Let $N=\bigcap_{g \in G} M^{g}$. Since $M$ is finite index in $G$, there are a finite number of subgroups conjugate to $M$ in $G$. Hence the intersection $\bigcap_{g \in G} M^{g}$ is an intersection of a finite number of finite index subgroups, and so N is a finite index normal subgroup of $G$. By definition, for all $m \in N, \mathfrak{h}_{i} \in\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{n}\right\}$, $m \mathfrak{h}_{i}$ does not cross $\mathfrak{h}_{i}$.

Remark 3.6. Since $N$ is finite index in $G$, we can choose a finite set of coset representatives for $N$ in $G,\left\{\gamma_{1}, \ldots, \gamma_{l}\right\}$. Let $\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{k}\right\}$ denote the finite set of hyperplanes $\left\{\gamma_{i} \mathfrak{h}_{j} \mid i \in 1, \ldots, l, j \in 1, \ldots, n\right\}$. Then the set $\left\{N \mathfrak{h}_{1}, \ldots, N \mathfrak{h}_{k}\right\}$ includes all the hyperplanes of the cube complex $X$.

Note that for any $m \in N$ and any hyperplane $\mathfrak{h}$ in $X m \mathfrak{h}$ does not cross $\mathfrak{h}$. This follows from the fact that $N$ is a normal subgroup: For any $\mathfrak{h}$ we can write $\mathfrak{h}=g \mathfrak{h}_{i}$ for some $g \in G$ and $\mathfrak{h}_{i} \in\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{n}\right\}$ and so for any $m \in N$

$$
m \mathfrak{h} \cap \mathfrak{h}=m g \mathfrak{h}_{i} \cap g \mathfrak{h}_{i}=g\left(m^{\prime} \mathfrak{h}_{i}\right) \cap g \mathfrak{h}_{i}=g\left(m^{\prime} \mathfrak{h}_{i} \cap \mathfrak{h}_{i}\right)
$$

for some $m^{\prime} \in N$, which by lemma 3.5 is either the empty set or the hyperplane $g \mathfrak{h}_{i}$.

### 3.1.2 Using $N$ to construct a product of trees

Given a group $G$ with a proper, cocompact action on a CAT(0) cube complex $X$ such that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for every hyperplane $\mathfrak{h}$, we will construct an embedding of $X$ in a product of trees, by first constructing for each $\mathfrak{h}_{i}$ a tree $T_{i}$ by considering $N \mathfrak{h}_{i}$. We will use the method described in the proof of lemma 1.38. We begin by defining a halfspace system.

Definition. Given any hyperplane $\mathfrak{h}_{i} \in\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{k}\right\}$ consider the set of hyperplanes $N \mathfrak{h}_{i}$. For each $n \in N, n \mathfrak{h}_{i}$ separates $X$ into two connected components which we denote by $X_{n \mathfrak{h}_{i}}$ and $X_{n \mathfrak{h}_{i}}^{*}$. We denote the set of halfspaces obtained in this way by $H_{i}=\left\{X_{n \mathfrak{h}_{i}}, X_{n \mathfrak{h}_{i}}^{*} \mid n \in N\right\}$. We consider the triple
$\left(H_{i}, \leq, *\right)$ where $\leq$ is the order given by inclusion of halfspaces and $*$ is the order reversing involution given by interchanging the two halfspaces defined by any hyperplane.

We define the boundary map $\partial: H_{i} \rightarrow H_{i} / \sim$ to be the map which takes halfspaces to their boundaries, i.e. $\partial\left(X_{n \mathfrak{h}_{i}}\right)=\left\{X_{n \mathfrak{h}_{i}}, X_{n \mathfrak{h}_{i}}^{*}\right\}=\partial\left(X_{n \mathfrak{h}_{i}}^{*}\right)$. For simplicity of notation, we equate the equivalence class $\left\{X_{n \mathfrak{h}_{i}}, X_{n \mathfrak{h}_{i}}^{*}\right\}$ with the hyperplane $n \mathfrak{h}_{i}$.

Lemma 3.7. $\left(H_{i}, \leq, *\right)$ is a halfspace system.
Proof. By lemma 1.36 the set of halfspaces of a CAT(0) cube complex form a halfspce system. $H_{i}$ is a subset of the halfspaces $H$ of $X$, with the partial order $\leq$ and the involution $*$ on $H_{i}$ agreeing with the partial order and involution on $H$. Suppose $X_{1}$ and $X_{2}$ are any two elements of $H_{i}$. Since $H_{i} \subset H$ the set $\left\{X_{3} \in H_{i} \mid X_{1} \leq X_{3} \leq X_{2}\right\}$ is contained in the set $\left\{X_{3} \in\right.$ $\left.H \mid X_{1} \leq X_{3} \leq X_{2}\right\}$ and hence is finite. Similarly, since the partial order on $H_{i}$ agrees with the partial order on $H$, at most one of the inequalities $X_{1} \leq X_{2}, X_{1} \leq X_{2}^{*}, X_{1}^{*} \leq X_{2}, X_{1}^{*} \leq X_{2}^{*}$ holds. These two observations on the properties of triple $(H, \leq, *)$ show that it is a halfspace system.

Lemma 3.8. For each $i \in\{1, \ldots, k\}$ let $\left(H_{i}, \leq, *\right)$ be the halfspace system defined above. Then the components of the cube complex corresponding to $\left(H_{i}, \leq, *\right)$ (as defined in lemma 1.37) are trees. There is an injective map $\xi_{1}$ from the set of components of $X \backslash N \mathfrak{h}_{i}$ into the vertex set of one of these trees.

Proof. For any $i \in\{1, \ldots, k\}$ we construct a $\operatorname{CAT}(0)$ cube complex $C_{i}$ using $\left(H_{i}, \leq, *\right)$ as follows: Take the set of vertices to be all sections for $\partial$ such that $v\left(n_{1} \mathfrak{h}\right) \nless v\left(n_{2} \mathfrak{h}\right)^{*}$ for any $n_{1} \mathfrak{h}, n_{2} \mathfrak{h} \in H_{i}$.

Let $\mathfrak{h}=\mathfrak{h}_{i}$. We define a map $\xi_{i}$ from the set of components of $X \backslash N \mathfrak{h}$ in the set of vertices by mapping each component $D$ of $X \backslash N \mathfrak{h}$ to the section $\xi_{i}(D)$ defined by setting $\xi_{i}(D)(n \mathfrak{h})$ to be the halfspace $X_{n \mathfrak{h}}$ or $X_{n \mathfrak{h}}^{*}$ containing $D$. Since $D$ is non-empty, the section $\xi_{i}(D)$ will satisfy $\xi_{i}(D)\left(n_{1} \mathfrak{h}\right) \not \approx \xi_{i}(D)\left(n_{2} \mathfrak{h}\right)^{*}$ for all $n_{1} \mathfrak{h}, n_{2} \mathfrak{h} \in N$ and hence is a vertex of $C_{i}$

We join two vertices $u$ and $v$ by an edge if and only if the values of the sections $u$ and $v$ differ on exactly one hyperplane. If two components $D$ and
$D^{\prime}$ are adjacent in $X \backslash N \mathfrak{h}$ then they are separated by exactly one hyperplane $\mathfrak{h}$. Hence the values of the sections $\xi_{i}(D)$ and $\xi_{i}\left(D^{\prime}\right)$ differ on exactly one boundary $\left\{X_{\mathfrak{h}}, X_{\mathfrak{h}}^{*}\right\}$, and so by definition the vertices $\xi_{i}(D)$ and $\xi_{i}\left(D^{\prime}\right)$ are adjacent in $C^{\prime}$.

Choose any component of $X \backslash N \mathfrak{h}$ and denote it by $E$. Let $T_{i}$ be the component of $C_{i}$ containing $\xi_{i}(E)$, the vertex corresponding to the component E. $X$ is connected, and any two vertices are separated by at most finitely many hyperplanes. Hence for any component $D$ of $X \backslash N \mathfrak{h}$, the vertex $\xi_{i}(D)$ also lies in $T_{i}$ and so the canonical map from $X \backslash N \mathfrak{h}$ to $C_{i}$ gives an embedding in a single component of $C_{i}$.

To see that $T_{i}$ is a tree, suppose that $T_{i}$ contains a cycle. Then there is a finite set of hyperplanes $H^{\prime}=\left\{n_{1} \mathfrak{h}, \ldots, n_{k} \mathfrak{h}\right\}$ such that for each $n_{i} \mathfrak{h}$, there is a pair of vertices $v, v^{\prime}$ in the cycle such that the values of $v$ and $v^{\prime}$ on $n_{i} \mathfrak{h}$ differ.

Consider the finite set of halfspaces $\left\{X_{n_{i} \mathfrak{h}}, X_{n_{i} \mathfrak{h}}^{*} \mid n_{i} \mathfrak{h} \in H^{\prime}\right\}$. Since $\leq$ is an order on the set of all halfspaces from this set, we can choose a minimal halfspace in this set, i.e a halfspace $X_{n \mathfrak{h}}$ with $n \mathfrak{h} \notin H^{\prime}$ such that for all $n_{i} \mathfrak{h} \in H^{\prime} X_{n_{i} \mathfrak{h}} \nless X_{n \mathfrak{h}}$ and $X_{n_{i} \mathfrak{h}}^{*} \nless X_{n \mathfrak{h}}$. Without loss of generality, let this halfspace be $X_{n_{1} \mathfrak{h}}$. By the definition of the set $H^{\prime}$, there exists a vertex $v$ in the cycle such that $v\left(n_{1} \mathfrak{h}\right)=X_{n_{1} \mathfrak{h}}$. Suppose that the vertex $u$ is adjacent to $v$ and lies in the cycle. The values of $u$ and $v$ differ on precisely one hyperplane, call it $n \mathfrak{h}$. Then $u(n \mathfrak{h})=v(n \mathfrak{h})^{*}$.

Suppose that $n \mathfrak{h} \neq n_{1} \mathfrak{h}$. As $n \mathfrak{h}$ lies in the set $H^{\prime}$ we know that $X_{n \mathfrak{h}} \nless X_{n_{1} \mathfrak{h}}$ and $X_{n \mathfrak{h}}^{*} \nless X_{n_{1} \mathfrak{h}}$. Suppose that $v(n \mathfrak{h})=X_{n \mathfrak{h}}$. By the definition of a vertex we have $X_{n \mathfrak{h}}=v(n \mathfrak{h}) \nless v\left(n_{1} \mathfrak{h}\right)^{*}=X_{n_{1} \mathfrak{h}}^{*}$ and $X_{n \mathfrak{h}}^{*}=v(n \mathfrak{h})^{*}=u(n \mathfrak{h}) \nless u\left(n_{1} \mathfrak{h}\right)^{*}=$ $X_{n_{1} \mathfrak{h}}^{*}$. Similarly, taking $v(n \mathfrak{h})=X_{n \mathfrak{h}}^{*}$ yields the same relations. However, at least one of the relations $X_{n \mathfrak{h}} \leq X_{n_{1} \mathfrak{h}}, X_{n \mathfrak{h}} \leq X_{n_{1} \mathfrak{h}}^{*}, X_{n \mathfrak{h}}^{*} \leq X_{n_{1} \mathfrak{h}}, X_{n \mathfrak{h}}^{*} \leq X_{n_{1} \mathfrak{h}}^{*}$ must hold, and hence we must have $n \mathfrak{h}=n_{1} \mathfrak{h}$. This means that the vertex defined by $u\left(n_{1} \mathfrak{h}\right)=v\left(n_{1} \mathfrak{h}\right)^{*}, u\left(n_{i} \mathfrak{h}\right)=v\left(n_{i} \mathfrak{h}\right) \forall n_{i} \mathfrak{h} \in H^{\prime} \backslash\left\{n_{1} \mathfrak{h}\right\}$ is the only vertex adjacent to $u$ which lies in the cycle. This contradicts the existence of such a cycle, hence $T_{i}$ is a tree.

By our choice of subgroup $N$ the action of $N$ on $X$ maps hyperplanes in
$N \mathfrak{h}_{i}$ to hyperplanes in $N \mathfrak{h}_{i}$. Hence the action of $N$ on the set $\left\{X_{n \mathfrak{h}_{i}}, X_{n \mathfrak{h}_{i}}^{*} \mid n \in\right.$ $N\}$ maps halfspaces to halfspaces in such a way that, for any $m \in N, m\left(X_{n \mathfrak{h}_{i}}\right)$ is either $X_{(m n) \mathfrak{h}_{i}}$ or $X_{(m n) \mathfrak{h}_{i}}^{*}$. We define an action of $N$ on $T_{i}$ by taking the value of $m(v)$ on the hyperplane $n \mathfrak{h}_{i}$ to be $m\left(v\left(n \mathfrak{h}_{i}\right)\right)$ for each $m, n \in N$ and each vertex $v$ in $T_{i}$.

We check that the resulting section $m(v)$ is a vertex as follows:

$$
\begin{aligned}
v\left(n_{i} \mathfrak{h}\right) \not \leq v\left(n_{2} \mathfrak{h}\right)^{*} & \Rightarrow v\left(n_{1} \mathfrak{h}\right) \cap v\left(n_{2} \mathfrak{h}\right) \neq \emptyset \\
& \Rightarrow m\left(v\left(n_{1} \mathfrak{h}\right) \cap v\left(n_{2} \mathfrak{h}\right)\right) \neq \emptyset \\
& \Rightarrow m\left(v\left(n_{1} \mathfrak{h}\right)\right) \cap m\left(v\left(n_{2} \mathfrak{h}\right)\right) \neq \emptyset \\
& =m\left(v\left(n_{1} \mathfrak{h}\right)\right) \not \leq m\left(v\left(n_{2}\right)\right)^{*}
\end{aligned}
$$

Hence $m(v)$ is a vertex of $T_{i}$. Similarly, we can show that if $\xi_{i}(D)$ is the image in $T_{i}$ of the component $D$ of $X \backslash N \mathfrak{h}_{i}$ then $m\left(\xi_{i}(D)\right)=\xi_{i}(m(D))$. Let $Y$ denote the product of trees $T_{1} \times \ldots \times T_{n}$. Then there is a natural action of $N$ on $Y$ resulting from the action of $N$ on $T_{i}$.

Lemma 3.9. Suppose $N$ is a normal subgroup of a finitely generated group $G$ with index $n$ and that $N$ acts on the left on a product of trees $Y$. Then $G$ acts on the product of $n$ copies of $Y$.

Proof. In order to show this, we use Serre's construction as described in "Groups acting on graphs", [13]. We have $N$ normal in $G$ with finite index $n$. Let $Y_{1}, \ldots, Y_{n}$ be copies of $Y$. We have an action of $N$ on each $Y_{i}$. Let $x_{1}, \ldots, x_{n}$ be left coset representatives for $N$ in $G$. $G$ acts on the left on the set of cosets $\left\{x_{1} N, \ldots, \ldots, x_{n} N\right\}$. Define an action of $G$ on the index set $\{1, \ldots . n\}$ by $g i=j$ if and only if $g\left(x_{i} N\right)=x_{j} N$.

Consider any $g \in G$. For each $i \in\{1, \ldots, n\}$ there is a unique expression $g x_{i}=x_{g i} h_{i}$ where $g i \in\{1, \ldots, n\}$ and $h_{i} \in N$. Let $\left(w_{1}, \ldots, w_{n}\right), w_{i} \in Y_{i}$ represent a general point of $Y_{1} \times \ldots \times Y_{n}$. We define

$$
g\left(w_{1}, \ldots, w_{n}\right)=\left(h_{g^{-1} 1} w_{g^{-1}}, \ldots, h_{g^{-1} n} w_{g^{-1} n}\right)
$$

Clearly $e\left(w_{1}, \ldots, w_{n}\right)=\left(w_{1}, \ldots, w_{n}\right)$. To see that this is an action, it
remains to check that $f\left(g\left(w_{1}, \ldots, w_{n}\right)\right)=(f g)\left(w_{1}, \ldots, w_{n}\right)$.
For each $i \in\{1, \ldots, n\}$ there is a unique expression $g x_{i}=x_{g i} h_{i}$ and a unique expression $f x_{i}=x_{f i} k_{i}$ where $g i$, fi $\in\{1, \ldots, n\}$ and $h_{i}, k_{i} \in N$. Then $(f g) x_{i}=f\left(g x_{i}\right)=f\left(x_{g i} h_{i}\right)=\left(f x_{g i}\right) h_{i}=x_{f g i} k_{g i} h_{i}=x_{f g i} j_{i}$ since multiplication in the group is associative, and we have the expression $j_{i}=$ $k_{g i} h_{i}$. In order to check that we have an action, we will need the following expression for $j_{(f g)^{-1} i}$;

$$
j_{(f g)^{-1} i}=j_{g^{-1} f^{-1} i}=k_{g\left(g^{-1} f^{-1} i\right.} h_{g^{-1} f^{-1} i}=k_{\left(g g^{-1}\right) f^{-1} i} h_{g^{-1} f^{-1} i}=k_{f^{-1 i}} h_{g^{-1} f^{-1} i} .
$$

Then

$$
\left.\begin{array}{rl}
f\left(g\left(w_{1}, \ldots, w_{n}\right)\right) & =f\left(h_{g^{-1} 1} w_{g^{-1}}, \ldots, h_{g^{-1} n} w_{g^{-1} n}\right) \\
& =f\left(y_{1}, \ldots, y_{n}\right) \text { where } y_{i}=h_{g^{-1} i} w_{g^{-1} i} \\
& =\left(k_{f^{-1} 1} y_{f^{-1} 1}, \ldots, k_{f^{-1} n} y_{f^{-1} n}\right) \\
& =\left(k_{f^{-1} 1} h_{g^{-1} f^{-1} 1} w_{g^{-1} f^{-1} 1}, \ldots, k_{f^{-1} n} h_{g^{-1} f^{-1} n} w_{g^{-1} f^{-1} n}\right.
\end{array}\right) .
$$

Hence $G$ acts on the finite product $Y \times \ldots \times Y$ as required.
Lemma 3.10. Let $G$ be a group which acts properly and cocompactly by isometries on a finite dimensional, locally finite $\operatorname{CAT}(0)$ cube complex $X$ such that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for any hyperplane $\mathfrak{h}$. Then for some $k \in \mathbb{N}$ there is an isometric map from $X$ to a product of trees $T_{1} \times \ldots \times T_{k}$

Proof. By lemma 3.5 and remark 3.6 there exists a finite index subgroup $N$ and a finite set of hyperplanes $\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{k}$ such that the action of $N$ on the set of hyperplanes generates all hyperplanes of $X$ and such that, for all $m \in N$ and any hyperplane $\mathfrak{h} \in X, m \mathfrak{h}$ does not cross $\mathfrak{h}$.

Each vertex $x$ in $X$ is uniquely defined by the set of half spaces containing it. Since each hyperplane in $X$ is the image under the action of $N$ of some unique hyperplane in the set $\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{k}\right\}$, each pair of halfspaces $X_{\mathfrak{h}}, X_{\mathfrak{h}}^{*}$ is contained in the set $H_{i}$ for some unique $i$. Hence for each vertex $x$ the set
of halfspaces $\left\{X_{\mathfrak{h}}^{(*)} \mid x \in X_{\mathfrak{h}}^{(*)}\right\}$ can be decomposed into the disjoint union of the sets $\left\{X_{\mathfrak{h}}^{(*)} \in H_{i} \mid x \in X_{\mathfrak{h}}^{(*)}\right\}, i=1, \ldots, k$. Hence each vertex in $X$ is uniquely defined by the list of components $D_{1}, \ldots, D_{k}$ containing it, where $D_{i} \in X \backslash N \mathfrak{h}_{i}$.

Define the map from the vertex set of the cube complex $X$ to the vertex set of the product of trees $T_{1} \times \ldots \times T_{k}$ defined as follows: for each vertex $x$ in $X$ and each $i \in\{1, \ldots, k\}$ let $D_{i}(x)$ be the component of $X \backslash N \mathfrak{h}_{i}$ containing $x$. As defined in lemma 3.8 for each $i$ there is an injective map $\xi_{i}: X \backslash N \mathfrak{h}_{i} \mapsto T_{i} \xi$. We define $\left.\xi: X^{( } 0\right) \mapsto T_{1} \times \ldots \times T_{k}$ by $\xi(x)=\xi_{1}\left(D_{1}(x)\right), \ldots, \xi_{k}\left(D_{k}(x)\right)$.

If $u$ and $u^{\prime}$ are adjacent vertices in $X$ then they are separated by exactly one hyperplane. Hence they map to vertices in $T_{1} \times \ldots \times T_{k}$ which differ in only one co-ordinate and are adjacent in that co-ordinate tree. Extending this to a shortest edge path between any two vertices in $X$, we see that the distance between two vertices is precisely the number of hyperplanes separating them. Similarly, we have one edge in the shortest edge path between corresponding vertices in the product of trees for each of these hyperplanes. Hence on the level of edge metrics distance is preserved and so $X^{(1)}$ embeds $d_{1}$-isometrically in the one skeleton of $T_{1} \times \ldots \times T_{k}$.

Since both the cube complex $X$ and the product of trees $T_{1} \times \ldots \times T_{k}$ are CAT(0), the map $\xi$ extends to a map from $n$-cubes to $n$-cubes for all $n$ which is $d_{2}$-isometric. To see this, note the map $\xi$ preserves incidence of edges and consider the image under $\xi$ of the 1 -skeleton of a $n$-cube in $X$ where $n \geq 2$. If $n=2$ then, since $T_{1} \times \ldots \times T_{k}$ is $\operatorname{CAT}(0)$ and hence simply connected, the image of the 1-skeleton of every 2-cube in $X$ must be the 1 -skeleton of a 2 -cube in $T_{1} \times \ldots \times T_{k}$. If $n>2$, then since $T_{1} \times \ldots \times T_{k}$ is non-positively curved the image of the 1 -skeleton of every $n$-cube in $X$ is the 1 -skeleton of an $n$-cube in $T_{1} \times \ldots \times T_{k}$. Similarly, we can show that for any pair of vertices $\xi(u)$ and $\xi(v)$ in the image of $X$ in $T_{1} \times \ldots \times T_{k}$, if $n$ is the minimal value for which $\xi(u)$ and $\xi(v)$ are vertices in the boundary of an $n$-cube in $T_{1} \times \ldots \times T_{k}$, then $u$ and $v$ lie in the boundary of an $n$-cube in $X$.

Corollary 3.11. Let $G$ be a group which acts freely, properly and cocompactly by isometries on a finite dimensional, locally finite CAT(0) cube complex X
such that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for each hyperplane $\mathfrak{h}$ of $X$. Then $G$ embeds quasi-isometrically in a finite product of trees.

Proof. By lemma 1.42 , for any such $G$ and $X$ there is a quasi-isometric embedding of $G$ in $X$. By lemma 3.10 there is an isometric map from $X$ to a product of trees $T_{1} \times \ldots \times T_{k}$. The composition of these two maps gives a quasi-isometric map from the group $G$ to the product of trees $T_{1} \times \ldots \times T_{k}$.

### 3.2 Embeddings in a product of finitely branching trees

We now want to construct a product of locally finite trees into which $X$ will embed quasi-isometrically. The following construction is based on the work of Dranishnikov and Schroeder in [17].

We begin by looking at trees in a different way to the previous section, and consider rooted trees. Let $(Q)=Q_{1}, Q_{2}, \ldots$ be a sequence of non-empty sets. We associate to $(Q)$ the rooted simplicial tree $T_{(Q)}$ as follows: The set of vertices is the set of finite sequences $\left(q_{1}, \ldots, q_{\alpha}\right)$ with $q_{i} \in Q_{i}$. The empty sequence defines the root vertex and is denoted by $v_{\emptyset}$. We denote the vertex given by $\left(q_{1}, \ldots, q_{\alpha}\right)$ as $v_{\left(q_{1}, \ldots, q_{\alpha}\right)}$. Two vertices are connected by an edge in $T_{(Q)}$ if their lengths as sequences differ by one and the shorter can be obtained by erasing the last term of the longer.

Let $v=v_{\left(q_{1}, \ldots, q_{\alpha}\right)}$ and $u=v_{\left(q_{1}^{\prime}, \ldots, q_{\alpha^{\prime}}^{\prime}\right)}$. Then there exists a unique integer $r$, such that $q_{i}=q_{i}^{\prime}$ for all $i \leq r$, and such that $q_{r+1} \neq q_{r+1}^{\prime}$. Then $d(v, u)=$ $\left(\alpha^{\prime}-r\right)+(\alpha-r)$.

The vertex $v_{\emptyset}$ has $\left|Q_{1}\right|$ neighbours and every vertex of distance $i>0$ from $v_{\emptyset}$ has $\left|Q_{i+1}\right|+1$ neighbours. The tree $T_{(Q)}$ is locally compact if and only if $Q_{i}$ is finite for all $i$.

Throughout this section we will assume that $G$ acts properly and cocompactly by isometries on a $\operatorname{CAT}(0)$ cube complex $X$ in such a way that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for every hyperplane. Let $N$ denote a finite index normal subgroup of $G$ such that, for all $n \in N, n \mathfrak{h}$ does not intersect $\mathfrak{h}$, and
let $\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{k}\right\}$ be a set of hyperplanes such that for any hyperplane $\mathfrak{h}$ in $X$ $\mathfrak{h}=n \mathfrak{h}_{i}$ for some $n \in N$ and some unique $\mathfrak{h}_{i} \in\left\{\mathfrak{h}_{i}, \ldots, \mathfrak{h}_{k}\right\}$.

For ease of notation, we will refer to vertices in $X$ by elements of the group $G$, as if there was an embedding of $G$ in $X$. In the case where there is no such embedding, or where a vertex is not the image of an element of $G$, the same arguments apply with the "identity" being a chosen vertex in $X$ and $\gamma, \gamma^{\prime}$ being any pair of vertices.

Define the length of the vertex $\gamma$ to be the number of hyperplanes crossed by a geodesic from the identity in $X$ to $\gamma$. We denote the length of $\gamma$ by $l(\gamma)$.

Lemma 3.12. If $\mathfrak{h}=n \mathfrak{h}_{i}$ for some $n \in N$ then any two shortest edge paths from the identity to $\mathfrak{h}$ in $X$ must cross the same set of images of $\mathfrak{h}_{i}$ under $N$.

Proof. First note that a shortest edge path crosses each hyperplane at most once. This follows from the properties of $\mathrm{CAT}(0)$ cube complexes, in which geodesics are unique and hyperplanes are geodesically convex.

Let $p$ be a shortest edge path from the identity to $n \mathfrak{h}_{i}$, then $p$ crosses a set of images of $\mathfrak{h}_{i}$ which can be listed as $n_{1} \mathfrak{h}_{i}, n_{2} \mathfrak{h}_{i}, \ldots, n_{\alpha} \mathfrak{h}_{i}$ with $n_{j} \in N \backslash\{n\}$. Any hyperplane $n_{j} \mathfrak{h}_{i}, n_{j} \in N$ in $X$ separates the cube complex into two connected components which we will denote by $X_{n_{j} \mathfrak{h}_{i}}$ and $X_{n_{j} \mathfrak{h}_{i}}^{*}$. Without loss of generality, label the components so that the identity lies in $X_{n_{j} \mathfrak{h}_{i}}$. By our choice of $N$, there is no $n_{j} \in N$ such that $n_{j} \mathfrak{h}_{i}$ intersects $n \mathfrak{h}_{i}$, hence if the path $p$ crosses $n_{j} \mathfrak{h}_{i}$ we can say that $n_{j} \mathfrak{h}_{i}$ separates the identity from $n \mathfrak{h}_{i}$, that is the identity lies in $X_{n_{j} \mathfrak{h}_{i}}$ and $n \mathfrak{h}_{i}$ lies in $X_{n_{j} \mathfrak{h}_{i}}^{*}$. Hence any shortest path from the identity to $n \mathfrak{h}_{i}$ must cross each of the hyperplanes $n_{1} \mathfrak{h}_{i}, n_{2} \mathfrak{h}_{i}, \ldots, n_{\alpha} \mathfrak{h}_{i}$.

Suppose a path $p^{\prime}$ crosses a hyperplane $m \mathfrak{h}_{i}, m \in N \backslash\{n\}$ not crossed by $p$. Since the path $p$ from the identity $e$ to the hyperplane $n \mathfrak{h}_{i}$ does not cross $m \mathfrak{h}_{i}$, both $e$ and some midplane in the hyperplane equivalence class $n \mathfrak{h}_{i}$ must lie in $X_{m \mathfrak{h}_{i}}$. By our choice of subgroup $N$ in which $n$ and $m$ are contained, $n \mathfrak{h}_{i}$ and $m \mathfrak{h}_{i}$ do not cross, and hence every midplane in $n \mathfrak{h}_{i}$ lies in $X_{m \mathfrak{h}_{i}}$. Since $X_{m \mathfrak{h}_{i}}$ is geodesically convex, any shortest path from $e$ to $n \mathfrak{h}_{i}$ must be entirely contained in $X_{m \mathfrak{h}_{i}}$. Hence since the path $p^{\prime}$ crossed $m \mathfrak{h}_{i}$, it is not a shortest path from $e$ to $n \mathfrak{h}_{i}$.

Hence any two shortest paths between the identity vertex and the hyperplane $\mathfrak{h}$ cross the same set of images of $\mathfrak{h}_{i}$ under $N$.

Every hyperplane in $X$ is the image under an element of $N$ of exactly one hyperplane in the set $\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{k}\right\}$. For each $i \in\{1, \ldots, k\}$ and each vertex $\gamma$ we define $l_{i}(\gamma)$ to be the number of times a geodesic from the identity to $\gamma$ crosses a hyperplane which is in the orbit of $\mathfrak{h}_{i}$ under $N$. By lemma 3.12, $l_{i}$ is well defined. Note that $l(\gamma)=\sum_{i=1}^{k} l_{i}(\gamma)$.

If $\mathfrak{h}$ is a hyperplane then there is a unique $\mathfrak{h}_{i} \in\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{k}\right\}$ such that $\mathfrak{h}$ is an image of $\mathfrak{h}_{i}$ under the action of $N$, and the level of $\mathfrak{h}$, denoted $\operatorname{lev}(\mathfrak{h})$, is the number of images of that unique $\mathfrak{h}_{i}$ intersected by a shortest length path from the origin to $\mathfrak{h}$. Lemma 3.12 shows that $\operatorname{lev}(\mathfrak{h})$ is well defined.

Denote by $\mathcal{H}^{i}$ the hyperplanes which are images of $\mathfrak{h}_{i}$ under $N$, and by $\mathcal{H}_{m}^{i}$ the set of hyperplanes in $\mathcal{H}^{i}$ with level $m$. We consider the tree $T_{\mathcal{H}^{i}}$ belonging to the sequence $\left(\mathcal{H}^{i}\right)=\mathcal{H}_{1}^{i}, \mathcal{H}_{2}^{i}, \ldots$. In general the set $\mathcal{H}_{m}^{i}$ will be infinite, so $T_{\left(\mathcal{H}^{i}\right)}$ will be an infinitely branching tree.

For each $i$ we define a $\operatorname{map} \phi^{i}: X^{(0)} \rightarrow T_{\left(\mathcal{H}^{i}\right)}$ by $\phi^{i}(\gamma)=v_{\left(g_{1} \mathfrak{h}_{i}, g_{2} \mathfrak{h}_{i}, \ldots, g_{l_{i}(\gamma)} \mathfrak{h}_{i}\right)}$ where $g_{k} \in N$ and $\left(g_{1} \mathfrak{h}_{i}, g_{2} \mathfrak{h}_{i}, \ldots, g_{l_{i}(\gamma)} \mathfrak{h}_{i}\right)$ is the ordered sequence of translates of $\mathfrak{h}_{i}$ through which the geodesic from the origin to $\gamma$ passes. Note that for all $i$, the identity vertex is mapped to the root vertex of $T_{\left(\mathcal{H}_{i}\right)}$.

By construction, $\phi^{i}(\gamma) \in T_{\left(\mathcal{H}^{i}\right)}$ and $\operatorname{lev}\left(g_{\alpha} \mathfrak{h}_{i}\right)=\alpha$, the distance from the root vertex $v_{\emptyset}$ to the vertex determined by the sequence $\left(g_{1} \mathfrak{h}_{i}, g_{2} \mathfrak{h}_{i} \ldots, g_{\alpha} \mathfrak{h}_{i}\right)$. As we would hope, the distance from $v_{\emptyset}$ to $\phi_{i}(\gamma)$ in $T_{\left(\mathcal{H}^{i}\right)}$ is equal to $l_{i}(\gamma)$.

Definition. Let $g_{1} \mathfrak{h}_{i}$ and $g_{2} \mathfrak{h}_{i}$ be images of the hyperplane $\mathfrak{h}_{i}$. Then the distance between them is defined to be the number of images of $\mathfrak{h}_{i}$ separating them, that is the number of hyperplanes $n \mathfrak{h}_{i}$ such that either $g_{1} \mathfrak{h}_{i} \in X_{n \mathfrak{h}_{i}}$ and $g_{2} \mathfrak{h}_{i} \in X_{n \mathfrak{h}_{i}}^{*}$ or $g_{1} \mathfrak{h}_{i} \in X_{n \mathfrak{h}_{i}}^{*}$ and $g_{2} \mathfrak{h}_{i} \in X_{n \mathfrak{h}_{i}}$.

Lemma 3.13. For any hyperplane $\mathfrak{h}_{i}$ in $\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{k}\right\}$ and any $m \in \mathbb{N}$ there exists a map fin ${ }_{m}^{i}: \mathcal{H}_{m}^{i} \rightarrow F_{m}^{i}$, where $F_{m}^{i}$ is a finite set, such that fin ${ }_{m}^{i}\left(g_{1} \mathfrak{h}_{i}\right)=$ fin $n_{m}^{i}\left(g_{2} \mathfrak{h}_{i}\right)$ only if either $g_{1} \mathfrak{h}_{i}=g_{2} \mathfrak{h}_{i}$ or $d\left(g_{1} \mathfrak{h}_{i}, g_{2} \mathfrak{h}_{i}\right) \geq 4 n m$.

Proof. By hypothesis, $\operatorname{stab}_{G}\left(\mathfrak{h}_{i}\right)$ is separable in $G$, that is $\operatorname{stab}_{G}\left(\mathfrak{h}_{i}\right)$ can be written as an intersection of finite index subgroups of $G$.

Let $\nu=4 n m$. Then there exists a finite set of hyperplanes which are images of $\mathfrak{h}_{i}$ under $N$ and which are at a distance of less than $\nu$ from $\mathfrak{h}_{i}$. We choose a finite set of elements $\left\{n_{1}, \ldots, n_{\alpha}\right\}$ in $N$ such that $\left\{n_{1} \mathfrak{h}_{i}, \ldots, n_{\alpha} \mathfrak{h}_{i}\right\}$ is a list of these hyperplanes (not including $\mathfrak{h}_{i}$ itself). Note that the choice of these $n_{i}$ is not unique.

For each $n_{j} \in\left\{n_{1}, \ldots, n_{\alpha}\right\} n_{j} \mathfrak{h}_{i} \neq \mathfrak{h}_{i}$, that is $n_{j} \notin \operatorname{stab}_{G}\left(\mathfrak{h}_{i}\right)$ and we can choose a finite index subgroup $H_{j}$ of $N$ such that $\operatorname{stab}_{N}\left(\mathfrak{h}_{i}\right) \subset H_{j}$ and $n_{j} \notin$ $H_{j}$. Hence there exists a finite group $F_{j}$ and a homomorphism $\sigma_{j}: N \rightarrow F_{j}$ satisfying $\sigma_{j}\left(n_{j}\right) \notin \sigma_{j}\left(\operatorname{stab}_{N}\left(\mathfrak{h}_{i}\right)\right)$.

We define $\sigma_{\mathfrak{h}_{i}}: N \rightarrow F_{1} \times \ldots \times F_{\alpha}, n \mapsto\left(\sigma_{1}(n), \ldots, \sigma_{\alpha}(n)\right)$. Then $\forall n_{j} \in\left\{n_{1}, \ldots, n_{\alpha}\right\}, \sigma_{\mathfrak{h}_{i}}\left(n_{j}\right) \notin \sigma\left(\operatorname{stab}_{N}\left(\mathfrak{h}_{i}\right)\right)$.

We define $\operatorname{fin}_{m}^{i}: \mathcal{H}_{m}^{i} \rightarrow F_{m}^{i}$ by $\operatorname{fin}_{m}^{i}\left(n \mathfrak{h}_{i}\right)=\sigma_{\mathfrak{h}_{i}}(n)$.
Choose any $g_{1}, g_{2} \in N$ with $d\left(g_{1} \mathfrak{h}_{i}, g_{2} \mathfrak{h}_{i}\right)<4 n m$ and $g_{1} \mathfrak{h}_{i} \neq g_{2} \mathfrak{h}_{i}$. Then $d\left(g_{2}^{-1} g_{1} \mathfrak{h}_{i}, \mathfrak{h}_{i}\right)<4 n m$, and $g_{2}^{-1} g_{1} \in\left\{n_{1}, \ldots, n_{\alpha}\right\}$.

Suppose $\operatorname{fin}_{m}^{i}\left(g_{1} \mathfrak{h}_{i}\right)=\operatorname{fin}_{m}^{i}\left(g_{2} \mathfrak{h}_{i}\right)$. Let $e_{F_{m}^{i}}$ denote the identity element of the group $F_{m}^{i}$. Then since $\sigma_{\mathfrak{h}_{i}}$ is a homomorphism

$$
\begin{aligned}
& \sigma_{\mathfrak{h}_{i}}\left(g_{1}\right)=\sigma_{\mathfrak{h}_{i}}\left(g_{2}\right) \\
\Longrightarrow & \sigma_{\mathfrak{h}_{i}}\left(g_{2}^{-1}\right) \sigma_{\mathfrak{h}_{i}}\left(g_{1}\right)=e_{F_{m}^{i}} \\
\Longrightarrow & \sigma_{\mathfrak{h}_{i}}\left(g_{2}^{-1} g_{1}\right)=e_{F_{m}^{i}} \\
\Longrightarrow & \sigma_{\mathfrak{h}_{i}}\left(g_{2}^{-1} g_{1}\right) \in \sigma_{\mathfrak{h}_{i}}\left(\operatorname{stab}_{N}\left(\mathfrak{h}_{i}\right)\right) .
\end{aligned}
$$

which is a contradiction. Hence we must have either $g_{1} \mathfrak{h}_{i}=g_{2} \mathfrak{h}_{i}$ or $d\left(g_{1} \mathfrak{h}_{i}, g_{2} \mathfrak{h}_{i}\right) \geq 4 n m$.

For simplicity we use the notation fin instead of $\operatorname{fin}_{m}^{i}$ if the indices are clear from the context. For each hyperplane $\mathfrak{h}_{i} \in\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{k}\right\}$ we consider the locally compact tree $T_{\left(F^{i}\right)}$ coming from the sequence $\left(F^{i}\right)=F_{1}^{i}, F_{2}^{i}, \ldots$. We consider the map $\psi_{i}: X^{(0)} \rightarrow T_{\left(F^{i}\right)}$ defined by

$$
\psi_{i}(\gamma)=v_{\left(\operatorname{fin}\left(g_{1} \mathfrak{h}_{\mathfrak{i}}\right), \ldots, \operatorname{fin}\left(g_{l_{i}(\gamma)} \mathfrak{h}_{i}\right)\right)}
$$

where

$$
\phi^{i}(\gamma)=v_{\left(g_{1} \mathfrak{h}_{i}, \ldots, g_{l_{i}(\gamma)} \mathfrak{h}_{i}\right)} .
$$

We define

$$
\psi=\prod_{i=1}^{k} \psi_{i}: X^{(0)} \rightarrow \prod_{i=1}^{k} T_{\left(F^{i}\right)}
$$

We now show that this map is a quasi-isometry. First recall that $d\left(\gamma, \gamma^{\prime}\right)$ is the number of hyperplanes crossed by a geodesic from $\gamma$ to $\gamma^{\prime}$. The function $\phi^{i}$ gives a list of hyperplane images of $\mathfrak{h}_{i}$ crossed by this geodesic, so we have $d\left(\gamma, \gamma^{\prime}\right)=\sum_{i=1}^{k} d\left(\phi^{i}(\gamma), \phi^{i}\left(\gamma^{\prime}\right)\right)$. Applying the map fin ${ }_{m}^{i}$ may identify two hyperplanes, but does not create any new hyperplanes. Hence we have $d\left(\psi_{i}(\gamma), \psi_{i}\left(\gamma^{\prime}\right)\right) \leq d\left(\phi^{i}(\gamma), \phi^{i}\left(\gamma^{\prime}\right)\right.$ for every $i$ and $d\left(\gamma, \gamma^{\prime}\right) \geq \sum_{i=1}^{k} d\left(\psi_{i}(\gamma), \psi_{i}\left(\gamma^{\prime}\right)\right)=$ $d\left(\psi(\gamma), \psi\left(\gamma^{\prime}\right)\right)$.

In order to establish an upper bound for the distance in the image, we need the following.

Definition. Let $X$ be a $\operatorname{CAT}(0)$ cube complex and $X^{(0)}$ the vertex set of $X$. For $x, y \in X^{(0)}$ the median of $x$ and $y$, denoted $[x, y]$, is given by $[x, y]=$ $\left\{z \in X^{(0)} \mid d(x, y)=d(x, z)+d(z, y)\right\}$.

If $z \in[x, y]$ then we say $z$ is between $x$ and $y$.
Lemma 3.14. ([30], [8]) If $X$ is a CAT(0) cube complex then given any 3 vertices $x, y, z \in X^{(0)}$ there is a unique vertex $m$ such that $m \in[x, y] \cap[x, z] \cap$ $[y, z]$

Lemma 3.15. Let $\gamma, \gamma^{\prime} \in N$ and let $d\left(\psi(\gamma), \psi\left(\gamma^{\prime}\right)\right)=r$ then $d\left(\gamma, \gamma^{\prime}\right) \leq 8 n r$.
Proof. By lemma 3.14 there exists an element $\alpha$ between $\gamma$ and $\gamma^{\prime}$ such that $\alpha$ also lies between both 1 and $\gamma$ and 1 and $\gamma^{\prime}$, as shown in figure 3.1. We now consider a geodesic $\alpha=\alpha_{0}, \ldots, \alpha_{\tau}=\gamma$ from $\alpha$ to $\gamma$ and a geodesic $\alpha=\alpha_{0}^{\prime}, \ldots, \alpha_{\tau^{\prime}}^{\prime}=\gamma^{\prime}$ from $\alpha$ to $\gamma^{\prime}$. Since $\alpha$ lies between $\gamma$ and $\gamma^{\prime}$, $d\left(\gamma, \gamma^{\prime}\right)=d(\gamma, \alpha)+d\left(\alpha, \gamma^{\prime}\right)=\tau+\tau^{\prime}$.

The edges $e_{i}=\left[\alpha_{i}, \alpha_{i-1}\right]$ and $e_{i}^{\prime}=\left[\alpha_{i-1}^{\prime}, \alpha_{i}^{\prime}\right]$ are oriented edges of the cube complex and the path $e_{\tau}, \ldots, e_{1}, e_{1}^{\prime}, \ldots, e_{\tau^{\prime}}^{\prime}$ is a geodesic from $\gamma$ to $\gamma^{\prime}$.

We can assume without loss of generality that $\tau>\tau^{\prime}$. Let $\tau_{i}$ be the number of hyperplanes in the orbit of $\mathfrak{h}_{i}$ under $N$ which are crossed by the


Figure 3.1: Geodesics between $e, \gamma$ and $\gamma^{\prime}$
geodesic path $e_{1}, \ldots, e_{\tau}$. Choose the hyperplane $\mathfrak{h}_{i} \in\left\{\mathfrak{h}_{1}, \ldots, \mathfrak{h}_{k}\right\}$ in such a way that $\tau_{i}$ is maximal. If $\tau_{i} \leq 4 r$ then $d\left(\gamma, \gamma^{\prime}\right)=\tau+\tau^{\prime} \leq 2 n \tau_{i} \leq 8 n r$ and we are done.

Thus we can assume $\tau_{i}>4 r$. Consider the images of $\gamma$ and $\gamma^{\prime}$ under the map $\psi$. Since $r=d\left(\psi(\gamma), \psi\left(\gamma^{\prime}\right)\right)$, we must have $r \geq d\left(\psi_{i}(\gamma), \psi_{i}\left(\gamma^{\prime}\right)\right)$.

Now, $\psi_{i}(\gamma)=\left(\operatorname{fin}\left(a_{1}\right), \ldots, \operatorname{fin}\left(a_{p}\right), \operatorname{fin}\left(g_{1}\right), \ldots, \operatorname{fin}\left(g_{\tau_{i}}\right)\right)$ where $\left(a_{1}, \ldots, a_{p}\right)$ is the ordered list of images of $\mathfrak{h}_{i}$ crossed by the geodesic from $e$ to $\alpha$ and $\left(g_{1}, \ldots, g_{\tau_{i}}\right)$ the ordered list of images of $\mathfrak{h}_{i}$ crossed by the geodesic from $\alpha$ to $\gamma$.

Similarly, $\psi_{i}\left(\gamma^{\prime}\right)=\left(\operatorname{fin}\left(a_{1}\right), \ldots, \operatorname{fin}\left(a_{p}\right), \operatorname{fin}\left(g_{1}^{\prime}\right), \ldots, \operatorname{fin}\left(g_{\tau^{\prime}}^{\prime}\right)\right)$ where $\left(g_{1}^{\prime}, \ldots, g_{\tau^{\prime}}^{\prime}\right)$ is a ordered list of the images of $\mathfrak{h}_{i}$ crossed by the geodesic from $\alpha$ to $\gamma^{\prime}$.

Since $r \geq d\left(\psi_{i}(\gamma), \psi_{i}\left(\gamma^{\prime}\right)\right)$, there must be a subsequence $\left(\operatorname{fin}\left(a_{1}\right), \ldots, \operatorname{fin}\left(a_{p}\right), \operatorname{fin}\left(g_{1}\right), \ldots, \operatorname{fin}\left(g_{\beta}\right)\right)$ of $\psi_{i}(\gamma)$ such that $\operatorname{fin}\left(g_{i}\right)=\operatorname{fin}\left(g_{i}^{\prime}\right) \forall i \leq$ $\beta$ and such that $\left(\tau_{i}-\beta\right)+\left(\tau_{i}^{\prime}-\beta\right) \leq r$. It follows that $\beta \geq \tau_{i}-r$, and hence $\operatorname{fin}\left(g_{\tau_{i}-r}\right)=\operatorname{fin}\left(g_{\tau_{i}-r}^{\prime}\right)$.

We claim that $g_{\tau_{i}-r}=g_{\tau_{i}-r}^{\prime}$. Note that $\operatorname{lev}\left(g_{\tau_{i}-r}\right)=p+\tau_{i}-r \geq \tau_{i}-r$ and
recall that $d\left(g_{\tau_{i}-r} \mathfrak{h}_{i}, g_{\tau_{i}-r}^{\prime} \mathfrak{h}_{i}\right) \leq d\left(\gamma, \gamma^{\prime}\right)<\tau+\tau^{\prime} \leq 2 n \tau_{i}$. If $g_{\tau_{i}-r} \mathfrak{h}_{i} \neq g_{\tau_{i}-r}^{\prime} \mathfrak{h}_{i}$ then by proposition $3.13 d\left(g_{\tau_{i}-r} \mathfrak{h}_{i}, g_{\tau_{i}-r}^{\prime} \mathfrak{h}_{i}\right) \geq 4 n m$ where $m$ is the level of the hyperplanes.

Hence

$$
d\left(g_{\tau_{i}-r} \mathfrak{h}_{i}, g_{\tau_{i}-r}^{\prime} \mathfrak{h}_{i}\right) \geq 4 n m \geq 4 n\left(\tau_{i}-r\right) \geq 4 n\left(\tau_{i}-\frac{\tau_{i}}{4}\right)=3 n \tau_{i}
$$

which contradicts $d\left(g_{\tau_{i}-r}, g_{\tau_{i}-r}^{\prime}\right)<2 n \tau_{i}$.
Thus $g_{\tau_{i}-r}=g_{\tau_{i}-r}^{\prime}$, and there exists a pair of edges $e_{j}=\left[\alpha_{j-1}, \alpha_{j}\right] \in$ $\left\{e_{1}, \ldots, e_{\tau}\right\}$ and $e_{j^{\prime}}^{\prime}=\left[\alpha_{j^{\prime}-1}^{\prime}, \alpha_{j^{\prime}}^{\prime}\right]$ both intersecting the hyperplane $g_{\tau_{i}-r}$, (see figure 3.1). We know that the hyperplane $g_{\tau_{i}-r}$ cuts the complex into two totally convex pieces, $U$ and $U^{*}$. Without loss of generality we assume $\alpha_{j-1}$ and $\alpha_{j^{\prime}-1}^{\prime}$ are contained in $U$. Then the geodesic $\alpha_{j-1}, \ldots, \alpha_{0}=\alpha_{0}^{\prime}, \ldots, \alpha_{j^{\prime}-1}^{\prime}$ is completely contained in $U$, and in particular $\alpha \in U$. Now $\alpha_{j}$ and $\alpha_{j^{\prime}}^{\prime}$ are contained in $U^{*}$, and by the same argument the complete geodesic $\alpha_{j}, \ldots, \alpha_{0}=$ $\alpha_{0}^{\prime}, \ldots, \alpha_{j^{\prime}}^{\prime}$ is contained in $U^{*}$. Hence $\alpha \in U \cap U^{*}=\emptyset$. This is a contradiction, so we must have $\tau_{i} \leq 4 r$. We have seen that if $\tau_{i} \leq 4 r$ then $d\left(\gamma, \gamma^{\prime}\right) \leq 8 n r$, hence the proof is complete.

We have observed that since the map $\operatorname{fin}_{m}^{i}$ does not create any hyperplanes, $d\left(\gamma, \gamma^{\prime}\right) \geq d\left(\psi(\gamma), \psi\left(\gamma^{\prime}\right)\right)$. Combining this observation with lemma 3.15, we have shown that the map $\psi$ is quasi-isometric.

We can now prove the theorem.
Theorem 3.1. Let $G$ be a group which acts, isometrically, properly and cocompactly on a finite dimensional locally finite CAT(0) cube complex $X$ such that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for each hyperplane $\mathfrak{h}$ of $X$. Then $X$ embeds quasi-isometrically in a finite product of locally finite trees.

Proof. We can construct a map $\psi$ from $X^{(0)}$ to the vertex set of a finite product of finitely branching trees. By lemmas 3.13 and 3.15 the map $\psi$ is a quasi-isometry. Quasi-isometric maps between the vertex sets of finite dimensional CAT(0) cube complexes naturally extend to quasi-isometric maps on the entire complex, hence we have a quasi-isometric embedding of $X$ in a finite product of finitely branching trees.

Given in addition that the action of the group on $X$ is free, we have the following corollary:

Corollary 3.2. Let $G$ be a group which acts freely, isometrically, properly and cocompactly on a finite dimensional locally finite $\operatorname{CAT}(0)$ cube complex $X$ such that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for each hyperplane $\mathfrak{h}$ of $X$. Then $G$ embeds quasi-isometrically in a finite product of locally finite trees.

Proof. By Lemma 1.42 there is a quasi-isometry from the group $G$ to the CAT(0) cube complex $X$. By Theorem 3.1 we can construct a quasi-isometric map $\psi$ from $X$ to a finite product of finitely branching trees. Hence by composition of maps we have a quasi-isometric embedding of $G$ in a finite product of finitely branching trees.

## Chapter 4

## Groups with embeddings in a product of trees

In this chapter we give some examples of groups which satisfy the conditions of corollary 3.2, and hence have quasi-isometric embeddings into a finite product of finitely branching trees. The example of surface groups and the 3manifold groups mentioned were suggested by the examples of LERF groups in [34].

### 4.1 Coxeter groups

Let $G$ be a finitely generated Coxeter group. Suppose that for every triple $p, q, r$ of natural numbers $G$ contains only finitely many conjugacy classes of subgroups isomorphic to the ( $p, q, r$ )-triangle group. Then $G$ acts isometrically, properly and cocompactly on a CAT(0) cube complex $X$ ([28] ,[40]). Caprace and Mühlherr, [7], showed that G contains only finitely many conjugacy classes of subgroups isomorphic to the $(p, q, r)$-triangle group if and only if it contains no subgroups isomorphic to the Euclidean triangle groups $\triangle(2,3,6), \triangle(2,4,4)$ or $\triangle(3,3,3)$. By construction, if $\operatorname{stab}(\mathfrak{h})$ is the stabiliser of a wall in $X$, then it is equal to the stabiliser of some wall in the Coxeter complex of $X$. By Corollary 1.17, wall stabilisers of CAT(0) cube complexes are separable.

By lemma 1.38 there is a quasi-isometric embedding of $G$ in $X$. By theorem 3.1, there is a quasi-isometric embedding of $X$ in a finite product of finitely branching trees. Hence we have:

Corollary 4.1. Let $G$ be a finitely generated Coxeter group which contains no subgroup isomorphic to a Euclidean triangle group. Then $G$ embeds quasiisometrically in a finite product of locally finite trees.

Note that $G$ need not be hyperbolic, since we do not exclude the possibility that $G$ contains affine Coxeter groups, only that it contains affine triangle groups.

### 4.2 Surface groups

Let $G$ be the fundamental group of a compact, orientable surface $F$, and $X$ the universal covering space for $F$. Let $g$ be the genus of the surface $F$.

Suppose $g=0$. If $F$ is a compact, orientable surface without boundary, then $G$ is the trivial group. If $F$ is a compact, orientable surface with $n \geq 1$ boundary components then $\pi_{1}(F)=F_{n-1}$, the free group of rank $n-1$. Hence if $F$ is a genus 0 surface then either $G$ is trivial or $G$ acts on the tree in which each vertex has valency $2 n$.

If $F$ is a compact orientable surface of genus 1 without boundary then the covering space $X$ of $F$ is the Euclidean plane. We can choose a Euclidean square in $X$ which is a fundamental region for the action of $G$ on $X$. This gives a tessellation of $X$ by squares and hence there is a natural isometry from $X$ to a CAT(0) cube complex, on which $G$ acts properly and cocompactly by isometries.

If $F$ is a compact orientable surface with $g \geq 1$ and $s \geq 1$ boundary components then the universal covering space $X$ for $F$ will be the hyperbolic plane. Following the construction of Denvir and Mackay given in [11], we can choose a set of paired geodesics in $X$ in such a way that the compact region bounded by these geodesics is a fundamental region for the action of $G$ on $X$. In fact, since $P$ lies in the hyperbolic plane $P$ can be chosen to be a regular polygon with at least 5 edges in which all angles are right angles.

The fundamental group $G$ of $F$ is generated by the isometries between the geodesics in the set bounding $P$. Since $P$ is compact, the action of $G$ on $X$ is cocompact. By the definition of $G$, if $g_{i} P \cap P \neq \emptyset$ for some $g_{i} \in G$ then $g_{i}$ maps some edge $e$ of $P$ to some edge $e^{\prime}$ of $P$. Since there are finitely many edges in the polygon $P$ there are finitely many such $g_{i}$ in $G$. Let $I=\{g \in G \mid g P \cap P \neq \emptyset\}$. Any compact set $K$ in $X$ can be contained in the union $\bar{K}$ of a finite set of copies of $P$, say $\bar{K}=\bigcup_{g \in \bar{G}} g P$. Let $\left\{h_{1}, \ldots, h_{k}\right\}$ denote the finite set of elements of $G$ which map $g_{i} P$ to $g_{j} P$ for some $g_{i}, g_{j}$ in $P$. If $g$ is such that $g \bar{K} \cap \bar{K} \neq \emptyset$ then $g$ maps some $g_{i} P \in \bar{K}$ to intersect some $g_{j} P \in \bar{K}$ and can be written as $h_{j} g_{j} i g_{j}^{-1}$ for some $h_{j} \in H, g_{j} \in \bar{G}$ and $i \in I$. Hence for any compact set $K \subset X$ the set $\left\{g_{i} \in G \mid g_{i} K \cap K \neq \emptyset\right\}$ is finite.

We now show that $G$ acts isometrically, properly and cocompactly on a cube complex. Consider the polygonal region $P$. We divide $P$ into cubes by adding a vertex at the centre of each edge of $P$ and joining each of these to a vertex in the centre of $P$. We subdivide each copy $g P$ of $P$ in $X$, and denote the resulting cube complex by $\tilde{X}$. We define a metric on $\tilde{X}$ by defining the length of each edge to be 1 and each square to be isomorphic to a unit square. The metric on $\tilde{X}$ is quasi-isometric to the natural metric on $X$.

To see that $\tilde{X}$ is $\operatorname{CAT}(0)$ we consider the combinatorial link condition on each cell of $\tilde{X}$ (see lemma 1.29). Since the covering space $X$ is either Euclidean or hyperbolic and the angles at the vertices of $P$ are right angles, any cycle in the link of a vertex in $\tilde{X}$ which is the image of a vertex of $X$ contains no cycles of less than 4 edges. Any vertex corresponding to the midpoint of a side in $X$ will also contain no cycles of less than 4 edges in its link. Since $P$ has at least 5 sides, the link of any vertex of $\tilde{X}$ which corresponds to the centre of a copy of $P$ in $X$ has no cycles of less than 5 edges. Hence $G$ acts freely, properly, cocompactly, and isometrically on a CAT(0) cube complex $\tilde{X}$.

By Theorem 1.20 every surface group is locally extended residually finite. Since the $G$ acts properly and cocompactly on $\tilde{X}$ it follows that for each hyperplane $\mathfrak{h}$ in $\tilde{X} \operatorname{stab}_{G}(\mathfrak{h})$ acts properly and cocompactly on $\mathfrak{h}$ (see the proof of lemma 3.3 for a proof of this fact). By lemma $1.30 \operatorname{stab}_{G}(\mathfrak{h})$ is
finitely generated for each $\mathfrak{h}$, and since $G$ is LERF it follows that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable.

Hence by applying corollary 3.2 when $g \geq 1$ we have
Corollary 4.2. Let $G$ be the fundamental group of a compact, orientable surface. Then $G$ embeds quasi-isometrically in a finite product of locally finite trees.

### 4.3 3-manifold groups

Lemma 4.3. Let $G$ be the fundamental group of the complement in $S^{3}$ of the Borromean rings. Then $G$ embeds quasi-isometrically in a finite product of locally finite trees.

Proof. $G$ is the fundamental group of the complement in $S^{3}$ of the Borromean rings. In [37], Thurston showed that the complement of the Borromean ring link can be given a hyperbolic structure coming from a gluing of two ideal octahedra.

Let $\Gamma$ be the group generated by reflections in the faces of $P$, where $P$ is a regular octahedron in $\mathbb{H}^{3}$ all of whose dihedral angles are $\frac{\pi}{2}$. Then $G$ is a subgroup of index 2 of the reflection group $\Gamma$.
$\Gamma$ is a finitely generated right-angled Coxeter group (as defined in section 1.2.5), hence by lemma $1.38 \Gamma$ acts properly discontinuously by isometries on a CAT(0) cube complex $X$. Since $\Gamma$ is right-angled, any edge in its Coxeter diagram must be labelled by $\infty$, and hence the Coxeter diagram of $\Gamma$ contains no affine subdiagram of rank 3 . Hence by lemma $1.41 \Gamma$ contains only finitely many conjugacy classes of reflection triangles, and by lemma $1.40 \Gamma$ acts cocompactly on $X$. Scott ([34], [35]) proved that $\Gamma$ is LERF. Hyperplane stabilisers in $X$ are finitely generated, and hence for all hyperplanes $\mathfrak{h}$ $\operatorname{stab}_{G}(\mathfrak{h})$ is separable.

Applying theorem 3.1 gives a quasi-isometric embedding of $\Gamma$ in a finite product of finitely branching trees. Since $\Gamma$ is finitely generated, by lemma 1.32 any finite index subgroup of $\Gamma$ is quasi-isometric to $\Gamma$, hence by compo-
sition of quasi-isometries, we have a quasi-isometric map from $G$ to a finite product of finitely branching trees.

Let $A$ denote the fundamental group of a compact orientable surface $F$ with boundary. We saw in section 4.2 that $A$ acts freely, isometrically, properly and cocompactly on a locally finite $\operatorname{CAT}(0)$ cube complex $X$ in such a way that $\operatorname{stab}_{A}\left(\mathfrak{h}_{X}\right)$ is separable for hyperplane $\mathfrak{h}_{X} \in X$. Let $G$ be a central extension of an infinite cyclic group $J=<j>$ by $A$. Since $F$ is a surface with boundary, the group $A$ is free. Hence $G$ is a split central extension of $J$ by $A$, and $G$ can be written as a direct product $J \times A . G$ is the fundamental group of a $S^{1}$-bundle over $F$, a compact Seifert fibre space. We will show that $G$ embeds quasi-isometrically in a finite product of finitely branching trees.

Lemma 4.4. Let $A$ and $B$ be groups which act freely, isometrically, properly and cocompactly on locally finite CAT(0) cube complexes $X$ and $Y$ respectively, in such a way that $\operatorname{stab}_{A}\left(\mathfrak{h}_{X}\right)$ and $\operatorname{stab}_{B}\left(\mathfrak{h}_{Y}\right)$ are separable for every pair of hyperplanes $\mathfrak{h}_{X} \in X$ and $\mathfrak{h}_{Y} \in Y$.

Let $G$ be the direct product $A \times B$. Then $G$ acts freely, isometrically, properly and cocompactly on a locally finite CAT(0) cube complex in such a way that $\operatorname{stab}_{G}(\mathfrak{h})$ is separable for every hyperplane $\mathfrak{h}$ in the new cube complex. Proof. For any $g \in G$ we can write $g$ uniquely as $(a, b)$ for some $a \in A, b \in B$.

We define the action of $G$ on $X \times Y$ by $g(x, y)=(a, b)(x, y)=(a(x), b(y))$ for any point $(x, y) \in X \times Y$.

Given metrics $d_{A}$ on $A$ and $d_{B}$ on $B$ we can define the metric on the $\operatorname{group} G$ by $d\left(\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)\right)=d_{A}\left(a_{1}, a_{2}\right)+d_{B}\left(b_{1}, b_{2}\right)$. If we take the product metric on $X \times Y$ then the isometric actions of $A$ and $B$ on $X$ and $Y$ respectively give us an isometric action of $G$ on $X \times Y$.

If $K_{1} \subset X$ and $K_{2} \subset Y$ are compact fundamental regions for the actions of $A$ and $B$ on $X$ and $Y$ respectively, then the region $K_{1} \times K_{2}$ is a fundamental region for the action of $G$ on $X \times Y$, and so we can see that the action of $G$ is cocompact.

Suppose $K$ is a compact subspace of $X \times Y$. Then we can choose compact subspaces $K_{1} \subset X$ and $K_{2} \subset Y$ such that $K \subset K_{1} \times K_{2}$. Then if $g \in G$
maps $K$ to intersect itself, it follows that $g$ maps $K_{1} \times K_{2}$ to intersect itself. Hence to show that the action of $G$ on $X \times Y$ is properly discontinuous, it is sufficient to show that for any pair of compact subspaces $K_{1} \subset X$ and $K_{2} \subset Y$, the set $\left\{g \in G \mid g\left(K_{1} \times K_{2}\right) \cap\left(K_{1} \times K_{2}\right) \neq \emptyset\right\}$ is finite.

Writing $g$ as $(a, b) \in A \times B$,

$$
\begin{aligned}
& \left\{(a, b) \in G \mid(a, b)\left(K_{1} \times K_{2}\right) \cap\left(K_{1} \times K_{2}\right) \neq \emptyset\right\} \\
= & \left\{(a, b) \in G \mid\left(a\left(K_{1}\right) \times b\left(K_{2}\right)\right) \cap\left(K_{1} \times K_{2}\right) \neq \emptyset\right\} \\
= & \left\{(a, b) \in G \mid a\left(K_{1}\right) \cap K_{1} \neq \emptyset \text { and } b\left(K_{2}\right) \cap K_{2} \neq \emptyset\right\}
\end{aligned}
$$

which is finite.
It remains to show that the stabiliser of every hyperplane in $X \times Y$ is separable. Each hyperplane $\mathfrak{h}$ in $X \times Y$ is either of the form $\mathfrak{h}_{X} \times Y$ where $\mathfrak{h}_{X}$ is a hyperplane in $X$ or of the form $X \times \mathfrak{h}_{Y}$ where $\mathfrak{h}_{Y}$ is a hyperplane in $Y$.

Consider the case where $\mathfrak{h}$ is $\mathfrak{h}_{X} \times Y$. The case $X \times \mathfrak{h}_{Y}$ will follow by similar reasoning. Then

$$
\begin{aligned}
\operatorname{stab}_{G}(\mathfrak{h}) & =\left\{(a, b) \mid(a, b)\left(\mathfrak{h}_{X} \times Y\right)=\mathfrak{h}_{X} \times Y\right\} \\
& =\left\{(a, b) \mid a\left(\mathfrak{h}_{X}\right) \times b(Y)=\mathfrak{h}_{X} \times Y\right\} \\
& =\left\{(a, b) \mid a\left(\mathfrak{h}_{X}\right)=\mathfrak{h}_{X} \text { and } b(Y)=Y\right\} \\
& =\left\{(a, b) \mid a \in \operatorname{stab}_{A}\left(\mathfrak{h}_{X}\right), b \in B\right\}
\end{aligned}
$$

By hypothesis, $\operatorname{stab}_{A}\left(\mathfrak{h}_{X}\right)$ is separable in $A$, that is there exists a collection $\left\{H_{i} \mid i \in I\right\}$ of finite index subsets of $A$ such that $\operatorname{stab}_{A}\left(\mathfrak{h}_{X}\right)=\bigcap_{i \in I} H_{i}$, and hence we have $\operatorname{stab}_{G}(\mathfrak{h})=\bigcap_{i \in I} H_{i} \times B . H_{i} \times B$ is finite index in $G$, and hence $\operatorname{stab}_{G}(\mathfrak{h})$ is separable in $G$.

If $(a, b)(x, y)=(x, y)$ then $a(x)=x$ and $b(y)=y$, hence if the actions of $A$ and $B$ on $X$ and $Y$ respectively are free, we must have $a=e_{A}$ and $b=e_{B}$. Hence the action of $G$ on $X \times Y$ is free.

Corollary 4.5. Let $A$ and $B$ be groups which act freely, isometrically, properly and cocompactly on locally finite $C A T(0)$ cube complexes $X$ and $Y$ re-
spectively, in such a way that $\operatorname{stab}_{A}\left(\mathfrak{h}_{X}\right)$ and $\operatorname{stab}_{B}\left(\mathfrak{h}_{Y}\right)$ are separable for every pair of hyperplanes $\mathfrak{h}_{X} \in X$ and $\mathfrak{h}_{Y} \in Y$. Let $G$ be the direct product $A \times B$. Then $G$ embeds quasi-isometrically in a finite product of finitely branching trees.

Proof. Applying corollary 3.2 to the action of $G$ on the $\mathrm{CAT}(0)$ cube complex $X \times Y$ as constructed in lemma 4.4, we have the result.

Lemma 4.6. Let $G$ be a split extension of $\mathbb{Z}$ by a finitely generated group $F$ which acts isometrically, properly and cocompactly on a cube complex $X$ in such a way that $\operatorname{stab}_{F}\left(\mathfrak{h}_{X}\right)$ is separable in $F$ for every hyperplane $\mathfrak{h}_{X}$ in $X$. Then $G$ embeds quasi-isometrically in a finite product of finitely branching trees.

Proof. Since $G$ is a split extension of $\mathbb{Z}$ by $F$, there is a map $f: F \rightarrow A u t(\mathbb{Z})$ defined by the extension

$$
1 \rightarrow \mathbb{Z} \rightarrow G \rightarrow F \rightarrow 1
$$

The automorphism group of $\mathbb{Z}$ is $\mathbb{Z}_{2}$, and hence the kernel of $f$, which we will denote by $K$, has index at most 2 in $F$.

Since $F$ acts isometrically, properly and cocompactly on a cube complex $X$, there is a isometric, proper cocompact action of $K$ on $X$. We have $\operatorname{stab}_{K}\left(\mathfrak{h}_{X}\right)=\operatorname{stab}_{F}\left(\mathfrak{h}_{X}\right) \cap K$ for each $\mathfrak{h}_{X}$ in $X$, and so since $K$ is finite index in $F \operatorname{stab}_{K}\left(\mathfrak{h}_{X}\right)$ is separable in $K$.
$G$ has an index 2 subgroup $G^{\prime}$ defined by the extension

$$
1 \rightarrow \mathbb{Z} \rightarrow G^{\prime} \rightarrow K \rightarrow 1
$$

in which $K$ acts trivially on $\mathbb{Z}$, so $G^{\prime}$ is a split, central extension $\mathbb{Z} \times K$. There is a tree $T$ on which $\mathbb{Z}$ acts isometrically, properly and cocompactly with $s t a b_{\mathbb{Z}}\left(\mathfrak{h}_{T}\right)$ separable for every hyperplane $\mathfrak{h}_{T}$ in $T$. Hence by lemma 4.5 $G^{\prime}$ embeds quasi-isometrically in a finite product of finitely branching trees, $T$. Since $G^{\prime}$ is finite index in $G$, by lemma $1.32 G^{\prime}$ is quasi-isometric to $G$ and by composition of quasi-isometric embeddings there exists a quasi-isometric embedding of $G$ in a finite product of finitely branching trees.
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