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UNIVERSITY OF SOUTHAMPTON
ABSTRACT
Faculty of Engineering, Science and Mathematics
School of Electronics and Computer Science
A thesis for the award of Doctor of Philosophy

Non-orthogonal Random Waveform Based Multiuser Communicéions

by Rong Zhang

This thesis is aimed at providing a unified treatment of ndhagonal random waveform based
multiuser communications, commencing from the underlyhepry and providing the way to so-
phisticated applications. In Chapter 2, we introduce theega framework of non-orthogonal ran-
dom waveform based multiuser communications, where wesfoou attention on the fundamental
theory behind this topic. We then pay particular attentiorthree general application aspects,
where the principle of non-orthogonal random waveform Basaltiuser communications may be
exploited. These are applied to cellular systems in Ch&htéw cooperative systems in Chapter
4 and they are combined with a practical Hybrid Automatic &dpeQuest (HARQ) system in
Chapter 5.

Inthe cellular system scenario presented in Chapter 3, seeisl three design tradeoffs of Multi-
Carrier Interleave Division Multiple Access (MC-IDMA) witthe aid of EXtrinsic Information
Transfer (EXIT) charts. Based on the analysis of IDMA, we ggafise the principle of non-
orthogonal random waveform based multiuser communicgtieading to the so-called Interleaved
Random Code Division Multiple Access (IR-CDMA) concept. ¥lso consider an interference-
limited cooperative system in Chapter 4, where we proposwel interleaved Random Space Time
Code (IR-STC) scheme, which is specifically designed for &iMBource Cooperation (MSC) sce-
nario. Furthermore, the network coding concept is also eygal, when designing a coded MSC
arrangement for the sake of improving the attainable eneffigiency. More specifically, the pro-
posed Physical-layer Algebraic Network Coding (PANC) sabemplicitly inherits the random
coding principle applied in a distributed manner. In Chaptave proceed by proposing a novel Su-
perPosition Coding (SPC) aided multiplexed HARQ schemstibstantially improving the overall
end-to-end transmission efficiency.

In parallel to presenting our general framework of non-agttmal random waveform based
multiuser communications, we bear in mind that employingwgrful Multi-User Detector (MUD)
for maintaining a near-single-user performance is of higpdrtance. Hence, in Chapter 6 we
propose a novel so-called Harmony Search (HS) algorithnjofat iterative channel estimation,
data detection and channel decoding. The algorithm prapcae be readily employed to replace
all detection algorithms used throughout Chapters 3 to Bmvehhigh throughput is desired.
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Chapter

Introduction

Wireless communications is becoming all-pervasive, mpy¥ilom being an adjunct to wireline
communications to being an essential embedded enableruitirgarvice ubiquitous communica-
tions. This is due to a confluence of several factors. Firatlpfhere has been an explosive increase
in demand for connectivity, driven by wireless data appiices. Second, the dramatic progress in
new materials and micro-electronics technology has edahkelow-power implementation of so-
phisticated signal processing algorithms and coding tegcles on a small chip-area. Third, the
successful Second-Generation (2G) [1] digital wirelessdrds and the well-established High
Speed Packet Access (HSPA) [2] wireless standards providecete demonstration that bridges

communications theory and practice.

Although substantial advances have been made, efficieotniaftion delivery over wireless
links is becoming more and more crucial, requiring soptégdd enabling techniques to satisfy the
ever-evolving service requirements. It has been widelggeised that there is no single enabling
technique, which is capable of improving the achievabléesygperformance in all scenarios. This
is the consequence of having to satisfy inherent desigredffs] leading to sophisticated cross-
layer interactions. Just to mention a few of the associatetlenges: the design of robust point-to-
point communications links; efficient resource sharing asel scheduling mechanisms; the design
of combined wireless cellular / ad hoc networks and the iwvgment of inter-operatability with
other networks.

Despite these challenges, from the stand-alone physigad fgerspective, Multiple Input Mul-
tiple Output (MIMO) [3] and Orthogonal Frequency DivisionuMiplexing (OFDM) [4] consti-
tute promising techniques, especially, when combined pativerful link-adaptation [5] and Hy-
brid Automatic Repeat reQuest (HARQ) [6] in the link layehioh requires sophisticated Digital
Signal Processing (DSP) algorithms. At the time of writitige Third-Generation Partnership
Project's (3GPP) Long Term Evolution (LTE) [7] proposed tmmoy OFDMA in the Down-
Link (DL) and Single Carrier Frequency Division Multiple &ess (SC-FDMA) combined with Fre-
guency Domain Equalisation (FDE) in the UpLink (UL). Althgihu substantial data-rate improve-
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ments have been achieved by the 3GPP LTE system, it shouktbgrrised that this improvement
is mostly attributed to the MIMO technique employed and $dlgxible bandwidth allocation. Fu-
ture wireless systems are expected to become data-centtitPabased. Massive data rates are
required both in the UL and in the DL, leading to the key prablgf minimising thecost-per-bit
These requirements could not be readily fulfilled, unlesth&r substantial advances are made. In
addition to the above-mentioned mature techniques, briemte Cancellation (IC) aided receivers
are under consideration in the Worldwide Interoperabiliy Microwave Access (WIMAX) [8].
Furthermore, the potential employment of relays also @tra lot of interests [9].

Despite the above-mentioned great strides in technolbgyetis a lack of a unified treatment
of the philosophy of advanced multiuser communicationsienapplications. Hence, in this thesis
we aim for providing a unified treatment of near-capacity nonorthogonal random waveform
based multiuser communications. With this aim, we amalgami@ several beneficial wireless
communications techniques, namely SuperPosition CodingPC), IC, iterative receivers and
the employment of quasi-random codes.

This chapter is organised as follows. We first briefly disahesnecessity of employing SPC,
IC, iterative receiver and quasi-random codes in Sectién These discussions are followed by
a discourse on the topic of orthogonal versus non-orthdgmdtiuser communications in Sec-
tion 1.2. We then present the inter-dependencies of our o@pters and outline the novel contri-
butions of our work in Section 1.3.

1.1 Core Techniques for Point-to-Point Links

We first briefly discuss the benefits of employing SPC, ICaliee receivers and quasi-random
codes for a transceiver operating in a point-to-point wessllink. Two key design requirements for
a point-to-point wireless link are achieviitggh bit ratesandlow error rates which constitutes a
well-known tradeoff. Fundamentally, given a fixed degredreédom for a system, each related
'subchannel’ can either transmit new independent infoionator the sake of supporting high bit
rates or may be used to convey correlated redundancy in tdrannel coding and/or related in-
formation replicas over independently faded diversityreiwds for the sake of achieving low error
rates. For example, when communicating over a Binary Inmiditve White Gaussian Noise (BI-
AWGN) channel, one can either transmit at 1 bit/symbol at mareprobability of Pe ~ 107>

at aroundE, /Ny = 9dB using BPSK modulation, or opt for achieving the same perémce
at a lower transmit power using channel codes by sacrifidiegthroughput and imposing more
sophisticated DSP.

Achieving a high throughput. There are several ways of achieving high bit rates. The most
straightforward way is to increase the bandwidth by trattemgi at higher rates, i.e. using a shorter
symbol duration. However, due to the multipath nature ofelegiss channel, this leads to pro-
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longed Inter Symbol Interference (ISl). Alternatively,eocan employ the now classic OFDM tech-
nique, where a high bit rate is achieved by mapping low-rate dymbols onto multiple parallel
subcarriers, where the ISI is reduced owing to the high suilecasymbol-duration, but the to-
tal bandwidth is largely increased. The classic techniquimareasing the throughput is to use
high-order modulation schemes transmitting several l@tspmbol without bandwidth expansion,
while requiring an increased Signal-to-Noise-Ratio (SN$R)ce the phasers are densely packed
in the constellation [10]. Additionally, high bit rates catso be attained by multiplexing several
streams using multiple antennas ( Bell-Labs Layered Spame Architecture (BLAST)) or using
multiple spreading codes.

SPC schemes can be viewed as a specific modulation techpighese the complex-valued
phaser constellation may be viewed as being Gaussiarbdistd, rather than obeying a predefined
ordered structure, as in conventional modulation sche@eshe other hand, a SPC scheme may
also be viewed as being a multiplexing technique, whereeausbf simultaneously transmitting
from multiple antennas or spreading codes, a high througkmchieved by simultaneously trans-
mitting in the form of multiple superimposed streams or fay& his Gaussian distributed channel
input of SPC is desirable from an information theoretic poifwiew, because it is capable of ap-
proaching the ergodic channel capacity [11]. However ntlegs the receiver more complex, since
there is no clearly defined decision boundary as in the confeeonventional modulation schemes.
Hence, classic stochastic estimation theory plays a dral&in detecting such a composite sig-
nal, such as for example Bayesian Inference [12]. On therdthad, IC techniques provide a
low-complexity design alternative, which in theory apmiodhe ultimate Bayesian performance.
We will provide a more comprehensive discussion on thesegsues, namely on SPC and on IC
in Chapter 2.

In fact, the concept of SPC has already been adopted intplicitnany modern communica-
tions system designs. The mostimportant one may be thefaffiiiinear Dispersion Codes (LDC) [13],
where each antenna transmits a weighted sum of many inplidgrat a time and the weighting
factor of each antenna’s stream is typically found subjed predefined design criterion. Dirty
Paper Coding (DPC) of [14] is also reminiscent of the SPCqipie, where in addition to simply
superimposing multiple layers, we also subtract the reisafpie sources of interference prior to
transmission. This may be referred to as using IC at the rintes.

Achieving low error rates. Low error rates may be achieved by providing correlatedimed
dancy with the aid of channel coding [15] and/or by trandmdtindependently faded signal replicas
in order to achieve a diversity gain [1]. Shannon’s chanoeiry theorem was first implemented
by Gallager using random channel coding [16]. Random codastitute an ensemble of codes
having long codewords having a high Hamming distance inaégatly distributed over tha -
element codeword space, whekkis the length of the codewords. Conventional convolutional
codes having a low memory and linear block codes having a &ihack-length are short codes
having a limited diversity of codewords, hence they exhibdderate coding gain [6]. Low Den-
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sity Parity Check (LDPC) codes [17] and interleaved contatisd codes [18] are quasi-random
codes, since they have a long input information block lengtie randomness of their codewords

is guaranteed by their inherently random design.

The employment of quasi-random codes iK-aiser scenario is even more important than in
single-user channel-coded links. It provides another dsiwm for separating users, but at the same
time potentially increases the complexity of the detecpopcess due to having an enlargddY-
element codeword space. Again, as a result of having a Gawsgut owing to the employment
of SPC, powerful transmit structure emerge. The turbogipia [19] inspired a whole host of
powerful iterative detection and decoding schemes, whiakathe receiver trackable. It exploits
the fact that the interleaver embedded in the transmittetamises and decorrelates the information
to be transmitted, hence the detection and decoding prat@gbe decoupled. The intricate details
of the random coding principle and iterative receiver atpons will be discussed in Chapter 2.

Exploiting the fact that the probability of simultaneouglgcountering deep fades for several
independent channels is low, diversity techniques areldagd maintaining low error rates by mit-
igating the fading effects with the aid of multiple indepently fading replicas of the transmitted
signal. There are various ways of creating independentigdachannels in wireless systems [20].
Time diversityis achieved by transmitting replicas of the same signal férdint time instants,
which span several coherence time intervals. For exantpeslassic idea of channel coding and
interleaving, such as the well-known Bit Interleaved Coblextlulation (BICM) scheme [21] con-
stitutes an attractive manifestation of this time-divigr&mily. Frequency diversitys achieved by
transmitting replicas of the same signal over differentieafrequencies, where the carriers are
separated by at least the coherence bandwidth. A typicahgbeaof providing frequency diver-
sity is constituted by a channel-coded and interleaved OFRpstem [4]. Additionally, a spread-
spectrum system using a RAKE receiver is also capable ofgirmydiversity, where each finger of
the RAKE receiver constitutes the realization of an indeleetly faded channel. The realization of
independently faded channels in the time and frequency tloana capable of directly exploiting
the inherent diversity of the wireless channel. By emplgyamultiple antennas (also referred to as
an antenna array) at either the transmitter or the receipatijal diversitycan be achieved. The ele-
ments of the antenna array should be sufficiently separatggkice, so as to provide independently
faded paths. The signal correlations imposed by the ingifficpacing of the antenna elements
will degrade the achievable spatial diversity gain.

1.2 Orthogonal versus Non-orthogonal Communications

The SPC concept is closely related to non-orthogonal medticommunications, hence below we
briefly review the classic topic of orthogonal versus notitegonal multiuser communications in

the context of cellular systems.
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The allocation of signalling dimensions to multiple userg&ged in continuous transmissions,
while obeying certain delay constraints typically regsigedicated channels for maintaining a
good performance in order to ensure that their transmisséa unperturbed. Dedicated chan-
nels can be created in the system’s signal space using dled-channelisation method such as
time-division, frequency-division, code-division, sj&division or a hybrid combination of these
techniques. This is also known emiltiple accessThe UL is also often termed as a multiple access
channel, while the DL as a broadcast channel. Without caoriysve will use the terminology of
multiuser communications, which includes both the UL anddoenario [20, 22, 23].

Multiuser communications techniques partition the silymgldimensions into channels and
then assign these channels to different users in eithetlaogmnal or a non-orthogonal approach [24].
The well-known Time Division Multiple Access (TDMA) and Freency Division Multiple Ac-
cess (FDMA) constitute inherently orthogonal methods, ivlag a Generalized Multi-Carrier Di-
rect Sequence Code Division Multiple Access (MC-DS-CDMANhde either orthogonal or non-
orthogonal, depending on the specific spreading code desigrioyed [25—28]. In fact, the non-
orthogonal approach can be realized in a Generalized coaaidchaving typical instantiations
such as for instance Trellis Code Multiple Access (TCMA),[29| and Interleave Division Multi-
ple Access (IDMA) [31,32].

Orthogonal multiuser communications techniques are atgnv in the sense that they orthogo-
nally partition the signalling dimensions. In particulgiven signals having a bandwidth Bfand a
time duration ofl’ occupying a signal space of dimensRBiT, K orthogonal channels of dimension
2BT/K can be created. By contrast, non-orthogonal multiuser comigations allow each user to
exploit the entire signal space of dimens®BT, but inevitably imposes interference among the
users. The performance of non-orthogonal multiuser concations depends on whether UL or
DL are considered [20]. A fundamental difference betweendh and the DL is that in the latter,
both the signal and the interference are affected by the shiarenel, while in the UL the signals

arriving from different users encounter different chasnel

The employment of orthogonal versus non-orthogonal maétilcommunications raises nu-
merous pertinent research problems. In fact, in the UL,aslEDMA or FDMA is employed,
maintaining orthogonality in the spreading code-domairchallenging, unless accurately con-
trolled adaptive timing-advance alignment is used, aseretiergent Time-Division Synchronised
CDMA (TD-SCDMA) standard in China [33]. On the other handthogonality is easier to be
realized in the synchronous DL, although the orthogonalftthe spreading codes in CDMA may
still be destroyed by the multipath channel. In all, the ogibnal approach is more attractive in the
DL so as to mitigate the intra-cell interference, since thmtéd complexity low cost DL receiver
may not be capable of removing the multiuser interferengeosed in case of a non-orthogonal
scenario. However, a non-orthogonal interference-licthteenario is encountered, when the inter-
cell interference of multiple cells is taken into accourtnfr a system-level point of view, where

the DL receiver should eliminate the contamination impdsged few dominant intercell interferers
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imposed by frequency reuse pattern employed.

In all, the performance of today’s cellular networks’ penfiance is more constrained by the
interference than by any other single effect. Both the UL lwedDL of a cellular system exhibit a
non-orthogonal interference-limited nature. It is widedgognised that non-orthogonal multiuser
communications is superior to its orthogonal counterpateims of the maximum achievable ca-
pacity [34]. This justifies that the full understanding ofworthogonal multiuser communications
problems is crucial, which is the motivation of this thedi¢hat is worth emphasising furthermore
that for future high-data-rate wireless systems, a contioimabf orthogonal and non-orthogonal

techniques may be necessary.

1.3 Thesis Dependencies, Contributions and Outline

This thesis is aimed at providing a unified treatment of ndhagonal random waveform based
multiuser communications, commencing from the underlyhepry and providing the way to so-
phisticated applications. Let us now first reveal the essledependencies amongst the various
chapters. In Chapter 2, we introduce the general framewbnlo-orthogonal random waveform
based multiuser communications, where we focus our adtemtn the fundamental theory behind
this topic. Three key topics are emphasised, namely theiusalt channel capacity, the random
coding principle and the iterative receiver architecture.

Following a comprehensive portrayal of the required bagkgd knowledge, we pay particular
attention to three general application aspects, wherertheiple of non-orthogonal random wave-
form based multiuser communications may be exploited. &lae applied to cellular systems
in Chapter 3, to cooperative system in Chapter 4 and theyaribined with a practical HARQ
system in Chapter 5.

Inthe cellular system scenario presented in Chapter 3, seeisl three design tradeoffs of Multi-
Carrier Interleave Division Multiple Access (MC-IDMA) [35%vith the aid of EXtrinsic Informa-
tion Transfer (EXIT) charts [36]. Based on the analysis oMI® we generalise the principle of
non-orthogonal random waveform based multiuser commtioitg leading to the so-called Inter-
leaved Random Code Division Multiple Access (IR-CDMA) cept[37]. We also consider an
interference-limited cooperative system in Chapter 4,re/tvee propose a novel Interleaved Ran-
dom Space Time Code (IR-STC) [38—41] scheme, which is spaliifidesigned for a Multi-Source
Cooperation (MSC) scenario. Furthermore, the networkrgpdoncept of [42] is also employed,
when designing a coded MSC arrangement for the sake of irmgrdire attainable energy effi-
ciency. More specifically, the proposed Physical-layeretigic Network Coding (PANC) scheme
implicitly inherits the random coding principle applied andistributed manner [43,44]. In Chap-
ter 5, we proceed by proposing a novel SPC aided multiplex&B® scheme for substantially
improving the overall end-to-end transmission efficiendy, 46]. This idea may be viewed as an
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extension of the network coding concept or be considerechaslaption of the non-orthogonal
random waveform based multiuser communications principle

In parallel to presenting our general framework of non-agttmal random waveform based
multiuser communications, we bear in mind that employingwagrful Multi-User Detector (MUD)
for maintaining a near-single-user performance is of higpdrtance. Hence, in Chapter 6 we pro-
pose a hovel so-called Harmony Search (HS) algorithm [47]diat iterative channel estimation,
data detection and channel decoding. The algorithm prapcae be readily employed to replace
all detection algorithms used throughout Chapters 3 to Bmvahhigh throughput is desired.

The main contributions and the outline of the thesis are highghted as follows

In Chapter 2, we introduce the fundamental background knowledge reduor designing
non-orthogonal random waveform based multiuser commtioita systems. Based on the gen-
eral linear Gaussian vector model introduced, our framkvib@comes applicable to a range of
communications scenarios. We then focus our attention i@e tkey topics. First and foremost,
the multiuser channel capacity is quantified for both a cwtis channel input and for a multi-
layer mapping aided Gaussian-like channel input. Secotiadyprinciples of random coding are
reviewed, where we take a further step by considering thecadsd decoding aspects, where a
graphical representation is provided and the sum-prodgotithm are introduced. With the aid
of factor graphs, we are able to classify two important pcatijuasi-random codes, namely the
family of LDPC codes using implicit interleavers and comcetted interleaved random codes com-
bined with explicit interleavers. Finally, we concentratg attention on the philosophy of iterative
receivers, where two typical detection algorithms areawed, namely the Bayesian detector and
the IC detector. These three key topics cover the main idiethee dhesis and are essential for the
deep understanding of the thesis, although a range of diferther techniques are also required in
the following chapters. In summary, the contributions & thapter are:

Contribution 1 An unified treatment of the principle of the non-orthogoreidom waveform
based multiuser communications is offered. Three keysapie revealed, namely the importance
of employing SPC aided Gaussian-like channel inputs, thierrale of employing quasi-random

codes in multiuser communications scenarios and the fitiasitif employing iterative receivers.

In Chapter 3, we apply the principle of non-orthogonal random wavefdrased multiuser
communications in the context of cellular systems using\@hi®MA system. Following the lit-
erature review of various aspects of IDMA, we propose theticartier version of IDMA, where
instead of offering the conventional Bit-Error-Ratio (BEBased performance characterisation,
we provide comprehensive design guidelines concernirgpthspects, namely the coding versus
spreading tradeoff, the multiplexing versus diversityngeadeoff and the performance versus com-
plexity tradeoff, where a novel EXIT chart based hybrid d&iedesign is employed. In addition
to these semi-analytical techniques, we also make a cosgpakietween OFDMA, MC-CDMA
and MC-IDMA. The employment of IDMA in the context of HSPA [ also characterised. We
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continue by proposing a generalisation of the idea, leattirige concept of IR-CDMA, where the
system employing implicit interleaver based random codesiiiquely and unambiguously differ-
entiating the users is introduced and a novel memory effiégigarleaver generation technique is

proposed. In all, the contributions of the chapter are [3548]:

Contribution 2 Three design aspects of MC-IDMA are discussed, where we faguattention
on the coding versus spreading tradeoff, on the multiptexiersus diversity gain tradeoff and on
the performance versus complexity tradeoff. In additiandelines for designing low-rate codes for
equal-power multiuser transceiver are provided and a hyloetector is proposed. Furthermore,
the concept of IR-CDMA is presented with the aid of speclficsigned quasi-random codes for

the sake of requiring a low memory in multiuser transceivers

In Chapter 4, we apply the principle of non-orthogonal random wavefdrased multiuser
communications in a cooperative multiple access sceniliidivated by the concept of distributed
space time coding, we propose the so-called IR-STC schemaxhieving both a high diversity
gain as well as a high multiplexing gain. More specificalthiaving a diversity gain is guaranteed
by the relaying of replicas of the original source signabtigh geographically distributed channels,
while attaining a multiplexing gain is promised by the condiion of the SPC concept and with
an iterative receiver. More explicitly, we compare the siificiency of MSC and single-source co-
operation. Then the detailed design of two-phase congingts discussed. The IR-STC designed
is further analysed with the aid of a matrix representatiod the achievable performance is com-
pared to the conventional orthogonal STBC and investigated the Nakagami-m fading channel
with the aid of various relaying techniques. Moreover, va®adropose two energy efficient coding
schemes for MSC, namely a SPC scheme and the PANC scheme.|\shawi that SPC may be
viewed as a direct extension of the conventional IR-STC epthfrom the uncoded regime to the
channel coded regime, while the PANC design inherits thegginof classic multiplexed codes,
where multiple information flows are jointly encoded to aylarandom code ensemble. We thus
present the encoding and decoding procedures, as well pettitemance comparison of these two
coding schemes, respectively. In all, the contributionthefchapter are [38—41, 43, 44]:

Contribution 3 A distributed IR-STC is designed for cooperative multigleess, which exhibits
a high throughput, a high error resilience and a non-orthngbnature. Furthermore, different re-
laying techniques are also investigated under the framkwbdiR-STC. In addition to designing a
distributed system architecture, a novel energy efficigtl® scheme is proposed and its achiev-

able performance is compared to that of the conventional Séheme used as a benchmarker.

In Chapter 5, the principle of non-orthogonal random waveform basettins@r communica-
tions is adopted in a realistic scenario, namely in a practtARQ type transceiver. We care-
fully transplant the SPC concept into the design of a HARQeswh leading to the so-called
SPC aided multiplexed HARQ arrangement. This is motivatgdelucing the delay in HARQ
aided wireless Transport Control Protocol (TCP) assistekgt based transmissions. After a re-
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view of the existing HARQ schemes, we outline the detailesigie methodology of our novel
M-HARQ scheme. Importantly, the achievable performancexamined from a cross-layer per-
spective, where the physical layer packet error ratio perémce is quantified, which is followed by
the associated link layer throughput investigations an® Tayer mean frame arrival rate analysis,
where the latter is discussed in detail with the aid of a Mankmdel. In all, the contributions of
the chapter are [45, 46]:

Contribution 4 A novel SPC aided multiplexed HARQ scheme is proposed faratkes of re-
ducing the delay of HARQ aided wireless TCP packet basedrmesion. The ultimate end-to-end
throughput is substantially improved with the aid of ouridas Furthermore, our scheme may be

directly implemented in the context of existing systems.

In Chapter 6, we propose a novel so-called HS aided MUD employing amtitex receiver.
Inspired by research advances in applied mathematicstabéntly emerged meta-heuristic opti-
misation algorithm is first briefly introduced and then enypld in the classic wireless communi-
cations MUD problem of a DS-CDMA system. We highlight thegamal HS algorithm and outline
its detailed design in the context of the proposed A Posidrimbability (APP)-based HS pitch ad-
justment step of the algorithm. Furthermore, we extend liperithm to the entire receiver, which
includes channel estimation, data detection and chanmelditeg. In addition, the pseudo-code
of our algorithm is provided and a step-by-step example ¢tuded. Again, although indepen-
dent of our discussions concerning the basic principleooferthogonal random waveform based
multiuser communications, this novel detection algoritimay be employed for solving diverse
problems encountered in communications, especially wiieptoblem considered has a large cor-
related search space, which is indeed the case in non-orthbtandom waveform based multiuser

communications. In all, the contributions of the chapter[d©-51]:

Contribution 5 A novel HS algorithm aided MUD is proposed and extended teiftiee itera-
tive receiver chain. We propose the APP-based pitch adprsttechnique for improving the orig-
inal algorithm, which facilitates the convergence of thgalthm in challenging communications
problems. Furthermore, our HS algorithm may be seamlessiybined with the powerful Expec-
tation Maximisation (EM) based channel estimation aldarit

In Chapter 7, we draw quantitative conclusions, along wiilgestions for future research.



Chapter

Non-orthogonal Random Waveform
Based Multiuser Communications

2.1 Introduction

2.1.1 Three Key Topics and Outline

We commence by introducing the proposed generalized nihiegonal random waveform based
multiuser communications model. The model of our generatyi baseband communications sys-
tem is shown in Fig 2.1. The transmitter uses a codelibek {X1, .. -/X|C\} of codeword length

N and cardinality|C| to transmit themth codewordx,, across the channel subject to the channel
transition probabilityp(y|x), which quantifies the probability of receivirngg when transmitting.
Let M = log,|C| denotes the number of information bits conveyedby thus the rate of the code
is R = M/N. Based on the received signalthe decoder generates an estinfgteof the correct
message. The channel's codeword error probabili} is- P {Xy, # X}

The discrete time linear vector-based complex-value lzaskbystem model can be written as:
y = Hx+n, (2.1)

where the vectors € CP*! andy € CP-*! are the channel’s input and output of dimensi@hs

Processing Processing

| |

| 1

I | y

L Pre Post 1 Yo — Xy ———
| !

! !

: Channel p(y|x) :

Figure 2.1: The block diagram of an abstract model describing a dis@ngig memoryless sys-

tem, where the pre- and post-processing in conjunction thigthchannel can be considered as an
effective channel, which jointly determine the systeméssfer function.
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andD,, respectively. Furthermordl € CP-*Pi js the equivalent channel matrix having entries,
which are not necessarily i.i.d. Moreover,c CP*1 is a circularly-symmetric complex-valued
Gaussian noise, i.e. we hane~ C/\/(O, Np), which is assumed to be independent of the channel’s
inputx as well as ofH. It is important to emphasise again that the multiplicafaetor H includes

any linear pre- or post-processing invoked at the tranemdt receiver in conjunction with the
conventional ‘channel’, hence it may be considered asfattivechannet. Furthermorex may
represent a linear or non-linear transformation of theinaignformation sequende, i.e. we have

x = F(b). In fact, the transformatiof may be a concatenation of channel coding, DS spreading,
modulation etc, we consider only channel coding.

Based on Eq (2.1), the following three key topics are adekgsthis chapter:

1. Capacity bound what is the maximal mutual informatioh(x;y) between the input and
the output of the system? We adopt a fundamental informdkiearetic perspective of the
multiuser communications channel capacity both for the Wdd &L, which allows us to
guantify their capacity demonstrating the optimality ofirarthogonal schemes [34]. As
another relevant topic, the signal constellation constidichannel capacity is also discussed

and beneficial design methods are suggested.

2. Transmitter side what are the desired properties of the channel coding ifumckE of the
system? We introduce the so-called random-coding priacighich was originally used to
prove the Shannon-coding theorem [34, 52]. We exemplifed\practical quasi-random
coding approaches suitable for practical systems withithefdactor graphs [53].

3. Receiver sidewhat is the best receiver architecture in terms of strikingattractive tradeoff
between the computational-complexity imposed and the-pedormance attained, while
maximisingP(x|y) andP(b|y). We focus our attention on iterative receiver architectume
spired by the turbo concept [19], where by decomposing ttienopn Maximum A posterior
Probability (MAP) algorithm introduced-complexity reeei components, a low complexity
IC aided detector as well as the optimum Bayesian detectanaestigated.

The inter-relations of the above-mentioned three key daspeith Eq (2.1) are portrayed in the
stylised illustration of Fig 2.2.

2.1.2 Generalized Linear System Model

In this subsection, we will demonstrate that our system rhofdeq (2.1) is generally applicable to
a combination of non-orthogonal random waveform basediusglit communications systems, as

well as to the MIMO systems and the so-called circulant syst be described in Section 2.1.2.1,

1For instance, in OFDM systems, teffectivechannel may be considered as the combination of the actaaheh
in conjunction with the IFFT as well as FFT employed at thedraitter and receiver, respectively.
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H: modelling 1. I(x;y): capacity bound
MU-MIMO circulant Systey continuous-input: SISO MIMO MAC

discrete-input: constellation constraint

2. x: signalling at the transmitter
S random coding principle
factor graph and quasi-random codes

3. p(x]y): detection at the receiver
MAP receiver and iterative receiver
Bayesian detector / interference cancellation

Figure 2.2: The key topics involved in the discussion of non-orthogeaatiom waveform based
multiuser communications, where four aspects are illtestikanamely the system model, the mu-
tual information, the channel coding and the iterative neare

leading for example to the well-established Multi-User (MWIMO-OFDM system model. This
is achieved by appropriately choosing the input and outpmedsionsD; and D, in Eq (2.1).
Before further detailing this generalisation, we commelmgéntroducing the circulant system in
the context of a Single-User (SU) Single Input Single Ou{@IS0) system.

2.1.2.1 SU-SISO Circulant System

A square matriH of (M x M) elements is referred to as a circulant matrix, ifittsrow / column
is constituted by the cyclic shift of its first row / column &g i times, which can be represented

as.
o m o B |
W1 ho -
H=| 00 M . (2.2)
L e ey

The square matrix has an EigenValue Decomposition (EVD)esged as:
H = UYALU, (2.3)

whereA is a diagonal matrix hosting the eigenvaluedbfindU is a unitary matrix whose rows
comprise the eigenvectors #f. It is often exploited that the Discrete Fourier TransfoldT)

matrix F having entries ofvy; = e /27/M;

1 1 1 . 1
Fo 1 1 wym w%/l . wﬁ’l
== (2.4)
M-1  2(M-1) (M-1)?
L1 wy Wiy o Wy J Mmxm

is a unitary matrix whose rows comprise the eigenvectoid,oirhich implies that we haveé = U
andG = FHF! = A.
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In communications, the circulant channel mafdxs encountered in a quasi-static I1SI channel
after padding the time domain transmitted symbatith a Cyclic Prefix (CP) that consists of at
least(L — 1) quasi-periodically repeated entries xafwhereL is the channel's memory length.
More specifically, consider the system model of an ISI chihnmlere the transmitted signal in-
cludes a CP. Then the received signal may be represented farth of:

y =Hcx;+n, (2.5)

where we havey € CM*1, n € CM*1 and

Xe = [folr XM—2/+-7 X0, XM—1/- - .,XM7L+1]P(FM+L—1)><1’
(o -+ g O 0 |
0 hy - hj—o hj_q - 0
He = | . : / *0
0 -+ 0 ho oo hp—a hp 4 Mx(M+L-1)

wherex. hostsM information symbols andL — 1) quasi-periodically repeated CP symbols, while
H. is the matrix representation of the classic Tapped Delag I(IFfDL) model as an instance of

a Finite Impulse Response (FIR) filter. At the receiver, raféanoving the CP, Eq (2.5) becomes
equivalent to:

y = Hx+n 2.7)

where we havey € CM*1, n € CM*! and

X = [xM_l,xM_z,...,XO]};/le,
(e by - hpq, O .- 0o |
0 hy - hp o hiq --- 0
H= [0 - 0 h - "o h / (2.8)
hy hs -+ hiz -+ hy I
I hy hy -+ hp_o --- 0 ho 1 visum

wherex hostsM number of transmitted symbols only akHis a circulant matrix, as introduced in
Eq (2.2).

2.1.2.2 MU-MIMO Circulant System

Let M denote the total number of subcarriekg,andN, denote the number of transmit and receiver
antennas, respectively. As a natural extension of the abmmioned SU-SISO circulant system,

a vector-based circulat-user MIMO system can also be described as:

y = Hx+n,
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where we havey € CMN>1 n ¢ CMN-<1 gnd,

X = [x,x,.. .,xK]X,INthl, (2.9)
T
X = [xk,M—ll Xk,M—Z/ sy Xk,O]MNtxll (210)
T
Xkm = [xk,m,Ol Xim1r++ s xk,m,Ntfl]Nt x17 (211)

wherex; ,, hosts a total ofV; data symbols from the:th subcarrier of uset andx; is a vector
containing thekth user’s data from all subcarriers and all transmittedrarde associated with user

k. Furthermore, the effective chanrdlbecomes:

H = [Hy, Hy, ..., Hx|uN, < MNK, (2.12)
Hyo Hir -+ Hpm—
Hipm—1 Hio -+ Hppm—o
H, — ! / ! , (2.13)
| Hia k2 I YN
i m,0,0 hemonr 0 hgmoN—1
i 1,0 hemas 0 Memin-—1
ZUTEY A, 1, T, L INE—
Hy, = _ _ _ . , (2.14)
L Mo N—10 P11 BN —Ne-1 ]

whereHy ,, represents théN, x N;)-element MIMO channels of therth subcarrier of uset,
while Hy represents thkth user's(N, x N;)-element MIMO channels of all th®! subcarriers.

Thus, it can be seen that the generalized system model of. Egg2pplicable for the circulant
complex-valued MU-MIMO system. This implies that we canigesa general detection method
that can be applied in any system represented by Eq (2.1, asicn SU-MIMO, MU-MIMO,
MU-SISO arrangements. In other words, regardless of theifspsystem considered, the detector
aims for determining each entry of the vectorx of Eq (2.9) by maximisind®(x;|y). The detector
is capable of operating, while remaining unconscious ofsthéce ofx;, which may represent a
specific user’s information in MU-SISO system or antennaferimation in a SU-MIMO scenatrio.
The receiver’s architecture will be discussed in more titédection 2.4.

2.2 Channel Capacity of Multiuser Communications

The theoretical optimality of non-orthogonal random wavef based multiuser communications
was demonstrated by information theory [34]. This sectioovigles an insight into the ultimate
multiuser communications channel capacity and recommanaisge of beneficial techniques, such
as IC and SPC [22] etc. This section closely follows classforimation theory, summarising
several important formulas and conclusions. More detaggubsitions of information theory can

be found in standard textbooks, such as [34].
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For the sake of better understanding this section, somarpnelry knowledge on entropy and
mutual information is necessary, which are the two most b statistical measures of the in-
formation contents of messages, as detailed for exampléapi&r 1 of [54].

Let x be a random variable with realizatiofisirawn from a continuous-valued set S with

a Probability Density Function (PDF) ¢f, the so-calledlifferential entropyis expressed as:

/Px ) log, [px (%)]dx. (2.15)

The unit ofi(x) is bits, whenb = 2 is used. It is a measure of the uncertainty associated with a
random variable and represents the minimum average melesagh, in bits, that must be sent to
communicate the true value of the random variable to a reaipiA Gaussian distributed process

x ~ N(x,02) results in the maximum differential entropy, where no caist is imposed on the
maximum value ofc, which is given by [34]:

n;axh(x) = %logz(ZHeU)%) —o00 < x < Ho00. (2.16)

The mutual informationI(x;y) between two random variablesandy measures the mutual
dependence of the two variables, which can be defined as:

[ y) = h(y) = h(ylx) = h(x) = h(x]y), (2.17)

whereh(x) andh(y) are themarginalentropies/i(x|y) andh(y|x) are theconditionalentropies.
More explicitly, Eq (2.17) measures, how much the expliciobwledge of say reduces our un-
certainty about the value of, or vice-versa. Using Bayes’ rule, we have the following artpnt

chain-rulefor the mutual information:

I(x1,x2;y) = h(xy,x2) —h(x1,x20y)
= h(x1) +h(xz|x1) — h(x1|y) — h(x2[x1,y)
= I(x1;y) + I(x2;y|x1). (2.18)

Eq (2.18) may be interpretated as the information thaéndx; jointly provide abouty, which is
equal to the sum of the information provides abou plus the additional informatiom, provides
abouty after observingy;.

2.2.1 Continuous-Input Channel Capacity

2.2.1.1 Capacity of the Scalar AWGN Channel

A real-valued scalar Additive White Gaussian Noise (AWGHNarnel having continuous-valued
input and output can be simply characterised as:

y=x+n, (2.19)
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wherex ~ p, andn ~ p, are twoindependentandom variables, denoting the channel input
and the AWGN process, respectively. The channel capatity defined as the maximal mutual
information (maximal uncertainty reduction) between tharmel’s random input variable and

the channel’'s random output variablewnhich is defined as:

C=maxI(x;y), (2.20)
Px

where we havd (x;y) = h(y) — h(y|x) = h(y) — h(n) andh(y) as well ash(n) represent the
entropies corresponding to the observatjoend the AWGN process.

As stated above, the Gaussian distribution maximises ffereftial entropy (i.e.p, should
be Gaussian) and the sum of two Gaussian random variapbesdg:) is a new Gaussian variable
(x = y — n) with a variance equal to the difference of the two variar(cgs= o — 03;). Then the
PDFp, of the channel input should also be Gaussian, i.e. we have N (x,02). Therefore, the
channel capacity of Eq (2.20) can be written as:

C = h(y) —h(n)
1 1
= 5 log, [27te(0F + 07)] — 5 log, [27tec?]

1 o2

n

wherec? is the energy per dimension of the channel’s random inpuabkrx (i.e. E; = Npo2)
ando? = Np/2 is the energy per dimension of the AWGN procedge. E,, = Npo?2), whereNp

is the dimension of andx.

Exploiting the fact that the entropy of a multi-dimensio@dussian PDF having identical vari-
ances in all dimensions is the number of dimensions timesthwpy of the one-dimensional

Gaussian PDF, thus the multi-dimensional AWGN channefscdy is given by:
C = %log2 :1 + U—’g]

= % log, _1 + Nioll\sf_j

= % log, :1 + Nip%] / (2.22)

where we define the SNR ag = E;/Np. Thus, the corresponding one-dimensional AWGN
channel capacity;p) and two-dimensional AWGN channel capaci@f) are formulated as:

1
Cip = 5log, [1+27], (2.23)
Cop = log,[1+17s]. (2.24)

2.2.1.2 Capacity of the MIMO Fading Channel

A MIMO system equipped witlN; transmit antennas ard, receiver antennas can be characterised

as.:

y = Hx+n, (2.25)
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wherey € CN*1 andx € CN*! are the corresponding channel output and channel input, re-
spectively. Furthermorel € CN-*N: is the effective channel matrix. Bo andx are inde-
pendent of the noise vectar € CN*1 having entries, which are assumed to be i.i.d samples of
zero-mean, spatial-and-temporally white circularly-gsyetric complex-valued Gaussian random
variablesy1; ~ CN(0,Ny),i =1,...,N;.

The capacity is again the maximum mutual informatigr; y|H) subject to the total transmit
power constrainP:

C = max  I(x;y|H)
px s.ttr(Qx) <P
= max  h(y|H) — h(n), (2.26)

px s.ttr(Qx) <P
with Q, = xxM + Q,, wherex = (%1, ... ,XNt]T denotes the mean vector a@, denotes the
covariance matrix. Again, it is widely recognised that thaltimariate complex Gaussian ran-
dom vectors maximise the differential entropy. Hence, ficgaht condition for maximising the
mutual information is to use aero-meammultivariate complex Gaussian transmit signal vector
x ~ CN(0,Qy), which yields azero-meamultivariate complex Gaussian received signal vector
y ~ CN(0, Qy ). Exploiting the fact that the entropy of any complex randatersz < CN with
given covariance matriQ, is maximised by complex circular-symmetry jointly Gaussénd its

corresponding maximum valuelisg, [det(7eQ, )], we arrive at:
h(n) = log, [(ne)Nfdet(NOINr)]
= log, [(neNo)Nr} , (2.27)
h(y[H) = log, |(me)Vdet(Qy)|, (2.28)
where the covariance matrQy is expressed as:
Q =E {yyH} —E {HxxHHH} +E {nnH} = HQ,H" + Nyl . (2.29)
Thus, by substituting Eq (2.27) and Eq (2.28) into Eq (2.82&,channel capacity is given as:

X~CN(0,QrSas).(t.tr(Qx)§p 082 [ et(Iy, + HQ / 0)] ( )

which means that the MIMO capacity is obtained by solvingdptmisation problem of Eq (2.30)

subject to the total power constraint.

Let us now differentiate between two capacity definitionputated for fading channel con-
ditions. The capacity of thergodic fading MIMO channel is found by averaging the capacity
expression in Eq (2.30) with respect to the stationary itigtion of H and then choosing the ap-
propriate covariance matrix to maximise the mutual infdioTasubject to the power constraifit
P, yielding:

C = Eg <1 det(I HQ,H"/N, , 2.31
e 088 on<p H{ng[ et(Iy, + HQH"/ 0)” (2.31)

2In our case, a short-term power constraint is consideredevahlong-term constraint could also be imposed by
taking the expectation over the trace of the selected inpuaréeance matrix.
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Figure 2.3: Capacity versus SNR for MIMO fading channel with full chahinéormation at both
the transmitter and the receiver employing water fillinggaaure for various combinations of the
number of antennas.

where the only difference with respect to Eq (2.30) is theay@g according to the stationary
distribution of H. Secondly, the outage probability of the (quastitic fading MIMO channel,
which imposes a constant fading envelope for the duratianadntire transmission frame consid-
ered [20]. When communicating at a ratelobits/s/Hz, this outage probability is defined as the
probability having a capacity lower than the target valu® pivhich is formulated as:

pout = P {log, [det(Iy, + HOH/No)| < R}. (2.32)

By appropriately adjusting the number of antennas, the @blevivation also characterises the
capacity of the MISO or SIMO fading channels. The capacityit¥1O fading channel depends
on the availability of channel information at the transeritand/or the receiver. When the channel
information is available at both the transmitter and therar, the maximum achievable capacity
is attained with the aid of the so-called water-filling prdaee [22]. Fig 2.3 illustrates the MIMO
fading capacity with full channel information at the trarifer as well as at the receiver, again

when employing the water filling procedure.

2.2.1.3 Multiuser Channel Capacity

Having introduced the AWGN channel’s and the MIMO channebpacity, let us now discuss
the multiuser channel capacity. Without loss of generality consider a two-user static channel
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characterised by:
Yy = p1xX1+p2x2+n, (2.33)

wheren ~ CN (0, Np) is an i.i.d zero-mean circularly-symmetric complex-valudVGN process
andp is the effective channel gain. Given the independent cHanpet distributions ofp,, and
px, Of the two users, the capacity of a two-user (UL or DL) chanselescribed by the so-called
capacity regionwhich characterises the optimal tradeoff achievablatymultiuser communica-

tions scheme that may be defined as the set of all user-rate gaiisfying:

Ry < I(x1;y|x2),
R2 < I(xz;y|x1),
Ri+ Ry < I(xl,xz;y).

Orthogonal Access.Let us first consider an orthogonal scheme that allocatesctidna of
the degrees of freedom to user 1 and= 1 — &1, to user 2. Since the effective channel gain of
user k isp; , the amount of received energy|js|?/a; per degree of freedom. More particularly,
the following rate pair is achieved by an orthogonal sche?® [

2 2
(R1,Ry) = {lelog2 <1 + %) ,azlog, (1 + li?\’]0> } . (2.34)

Non-orthogonal Uplink. In the UL, the parametew;, k = 1,2 of Eq (2.33) represents the
effective channel gain of the two independent users. Moeeifipally, we rewrite Eq (2.33) as

y = hiv/Pixy + hov/Poxa + 1, (2.35)

whereP, is theindividual transmit power constraint for uskrwhile i, is the independent channel
gain of userk. The typical two-user UL capacity is depicted in Fig 2.4, véhthe pointsA andB

correspond to a user-rate pair(d;, Rz), which are represented as:

Py|h |2 Py|hy|?
A R4, R = I 1 1 1+ —~——— 2.36
( 1, 2) { 08, < + NO , 108, + P1’h1’2 +N0 ’ ( )

B Py |? P>|hy |2
B (R1,Ry) = {log2 <1 + Byl + No Jog, |1+ No ) (2.37)

The orthogonal and non-orthogonal capacity curves wene&el from Eq (2.34), Eq (2.36) and
Eq (2.37) forSNR, = 5dB andSNR;, = 10dB, respectively in Fig 2.4. The sum-rate segment of
AB represents the set of optimal operating points of the tvay-Ud. channel. Consider the corner

point B for example. At this point, user 1 operates at the ddtg;y). Using the chain rule for
the mutual information, we can writhx1, x2;y) = I(x1;y) + I(x2;y|x1). Since the sum rate
constraintl (x;, x2; y) is tight at the corner poinB, user 2 achieves its highest rateldf,; y|x1 ).
This rate pair can be achieved by a Successive Interfereaoceelation (SIC) receiver, which
detects user 1 first, treating the signal from user 2 as gremnte. Next, the SIC detects user 2
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Figure 2.4: The two-user UL channel’s capacity. The two users have rdiffereceive SNRs of
SNRy = p?/Np andSNR, = p3/Np. The points A and B may be approached with the aid
of SIC employing non-orthogonal transmission, while thpazaty of orthogonal transmission is
marginally lower except at point E, where we have: 0.0909. Operation at point C is achieved by
conventional single-user detection, while operation antd is achieved by conventional equal-
power allocation employing single-user detection.

conditioned on the already detected information of user @aif the underlined principle is the
so-calledchain-rule of probability, which is often used in information theory.

On the other hand, point C is achieved by the single-usectigtevhere each user treats the
other user’s signal as interference. The conventionakisolin CDMA represented by point D is
to accurately control the power of the users so that we pave p, in Fig 2.4. The corresponding
user-rate pairs of the above two points are:

ﬂhlf ) ( 2’h2+’2 ) }
C  (R,Ry) = {log, 1+ Jog, (1+ , (2.38
(R1, Rz) {°g2< Pola2+ No ) " 082 Pyl |2+ No (2.38)

D (R1,Ry) = {log2 (1 + Lth) ,log, (1 + Lth) } . (2.39)
Py |ha|* + No Py |ha |2 + No
Comparing these rates to the capacity region achieved hggohal scheme, one can see in Fig 2.4
that the orthogonal scheme is in general suboptimal, eXoephe single point in the UL, where

we havea; = |p1]?/(|p1]* + |p2/?), i.e., where the number of degrees of freedom allocated to
each user is proportional to his/her effective receivedgrow

Non-orthogonal Downlink. By contrast, in the DL, the fundamental difference is thahlibe
signalx; andx; are subjected to the same channel gain,/i;eor h,. In order to achieve the best
attainable two-user DL channel capacity, an appropriateepsplitting is necessary, subject to the
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Figure 2.5: The two-user DL channel capacity. Two users have differecgive SNRSSNR; =
P|hy|>/ Ny andSNR, = P|hy|>/Ny. The capacity of non-orthogonal transmission is achieved

by superposition coding and SIC, while the capacity of ggthtal transmission is suboptimum for
all three typical power splitting factg.

total transmit power constraint &f = P; + P,. More specifically, the two channel outputs are:

y1 = h(VPix +VPax) + 1y, (2.40)
2 = ha(yV/Pix1 +VPoxp) + na. (2.41)

As in the UL, we use the chain rule of mutual information arldate P; to user 1, yielding the
rateR1(P1) = I(xq;y). Then user 2 achieves his/her highest rat®gfP,) = I(x2;y|x1). This

linear superposition with an appropriate power splittisgdiin the DL leads to the concept of SPC.

In the DL, user 1 and user 2 detect his/her data from the oasemvofy,; andy,, respectively.
More specifically, if we assumgr;| < |hy|, user 2 has a better channel than user 1. For user 1,
it treats the signal of user 2 as interference and detedtisehidata by processing. For user 2,
which has a better channel and hence can also detect usextd’sutcessfully. It detects the data

of user 1 and then proceeds to subtract the transmit signeesfl fromy,, followed by detecting
his/her own data. As before, the following user-rate pa@rcieved:

B Py|h)? Py|hy)?
(R],Rz) = {10g2 <1+m ,1Og2 1+ N() . (242)
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2.2.2 Discrete-Input Channel Capacity

For the sake of approaching the continuous input chanrgbadity, it turns out that, should obey
the continuous Gaussian distribution in order to maximigedifferential entropy, as discussed in
Section 2.2.1. However, this is generally not the case ihagstems, where the alphabet of the
channel input € A is a finite discrete symbol alphabet. Hence, the resultgraaty is referred to
as theconstellation-constrainedapacity, a terminology, which was originally used by Utgperck

to motivate the employment of Trellis Coded Modulation (TBB].

2.2.2.1 Constellation-Constrained Capacity

Recall from Eq (2.19), that the constellation-constraimagacityC, is the mutual information
between theliscreteinput random variable and thecontinuousoutput random variablg, which
is defined as:

C. = I(xy)

_ - oo Py\x(ypzl) . ~
= pe(F1) ) [ log, (DzzeAPyx(?!fZ)Px(fz) py(F%1)dy  (2.43)

whereX; andX, are two realizations of and Eq (2.43) exploits the fact that:

py(§) = Z Pry (X, 9),
e A

Pry(Z7) = Py(F1%)px(X).

Sincex andn in Eq (2.19) are independent, the conditional P;E;F ) can be expressed as the
PDF of the noise:

pylx(]ﬂf) = I%(]? - x) = pn(ﬁ)' (2.44)

where p, (1) represents a one-dimension&{ = 1) or two-dimensional ¥p = 2) Gaussian
distributed PDF associated witt} = Nj/2 per dimension:

. 1 _la?
pu(ft) = ——— e M. (2.45)

(7‘L’Z\/v0)T
Consider a constellation associated with equal-proligtslymbols. Then the input is uni-
formly distributed inA, i.e. we havep, (%) = 1/|A|. Letm = log,(|.A|) denote the number of
bits per symbol. Then Eq (2.43) becomes:

o Lryed Pylx(U]%2) e
C. = y /2 (7]%1)d7. 2.46
Al xleA/ ( Pylx(]%1) Puie (7I1)dg (2:49)
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The integral in Eq (2.46) is identical for all values®f € A = {xl, .. "x\A\}' thus when opting
for #; = x1 the constellation-constrained capacity can be expressed a

oo Yryea Pylx(F1%2) s
C = m_‘/ioo 10g2< neAly pny(y|x1)dy

pny(mxl)

= m_/+0010g2 <1+ Z pyX(yXNZ)) Py|x(?|x1)d?, (2.47)

BEAN,) Py|x (7x1)

whereA(xl) ={xy,.. .,x|A|} is the subset ofd excluding element;.

2.2.2.2 EXtrinsic Information Transfer Charts

Let us now introduce the so-called EXIT charts introducedtday Brink [36], which is widely
used in the analysis of turbo-like iterative systems. Té@hhique relies on computing the mutual
information of inner constituent component and outer garestt component, namely thg, .,

I ors Touters Louters Where the superscript ande denotes the priori information andextrinsic

information, respectively.

We now relate the mutual informatidrassociated with a specific Log-Likelihood Ratio (LLR)
by considering agaip = x + n, wherex € A = {£1} andn ~ N(0,207) 3. The LLR ofy is

given by:
ply|x = +1)
L, = log, ——+——=
g 2 plylx = 1)
2

where we have: = 2/02, w ~ N(0,202) with 02, = 4/02. It was suggested in [36] that the
LLR values may be assumed to be Gaussian distributed and enaypbelled in general by:

L=ux+w, (2.49)

wherex € A = {+1} and we have the relationship= ¢7 /2 and the conditional probability of

o1 (L —pw)?
p([,|x = DC) = \/ﬁaw exp |: W ’ (250)
wherex € A. Hence, the mutual informatioh( £, x) is derived from Eq (2.47) as follows:
+oo (£]x = 1)
I(L,x) = 1—/ lo {1+p—} Llx =1)dL,
( ) e g2 p(ﬁ!le) P( ’ )
B 1 e 2 (£—n)
=1 T /_00 log, [1 +exp < U—%yﬁﬂ exp [ 22 dz,
B 1 e (L—p)?
= 1 N /_00 log, [1 +exp (—L)]exp { 202 d.. (2.51)

SHere, we do not differentiate betwearpriori information andextrinsicinformation at this stage of the derivation.
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For the sake of compactness, we introduce the monotonicedhgasing J-function and its unique
inverse to represent Eq (2.51) as follows:

I = ](U:Uw)/
o = JHI),

where the J-function can be closely approximately by nucaémptimisation, yielding/(¢) =
(1 — 2By Hs and J-1(1) ~ [~ log,(1 — I'/M)/H;]'/2™2, where we haveHd; = 0.3073,
H, = 0.8935 andHs = 1.1064.

The EXIT charts evaluate the nonlinear functiin= x(I%), which maps the inpua priori
mutual informationI? € [0,-- - ,1] to the output extrinsic mutual informatiol € [0,--- ,1],
where the amount of output extrinsic mutual informatiéryleaned from the inpw priori mutual
information determines the convergence behaviour of iftcemponent. Since the extrinsic infor-
mation generated by the first component acts ag gori information for the second component
and vice versa, in the EXIT charts we alternately swap theisés and ordinate axes, depending
on which of the two components acts as the sourca jpffiori information, corresponding to the
abscissa, as discussed in [36]. To elaborate a little fyrB¢IT charts provide us with an insight
into the mutual information exchange between the constitseft components. More detailed
discussions about EXIT charts in in Chapter 3

2.2.2.3 Constellation-Constrained Capacity of Multilaye Mapping

Apart from classic modulation schemes, there is a less ooiovel modulation scheme, which is

of much interest in this thesis, namely the so-cattmdtilayer-mappingdefined as:

L
x=) x (2.52)
I=1

wherex; € A, is referred to as a symbol ande A is termed as a super-symbol. Without loss of
generality, we assume that the symbol alphabet is the sanadl the L layers, i.e.A; = Ap, VI =
1,...,L.

The channel capacity of multilayer mapping is also given QyZE43). There are two important

features of multilayer mapping:

1. Thenon-equiprobablenature of the signal points of the super-symbat A. Since the en-
tropy is maximised by equiprobable symbols, this propertydt beneficial from the entropy
maximisation point of view. At high SNR, where the noise canneglected, the mutual
information is equal to the entropy of the channel input,we havel = h(x), whereh(x)
can be expressed as:

h(x) = — ) px() log,[px(%)], (2.53)
e A
Eq (2.53) exhibits its maximum value bfx) = log, |A|, when we havey, (%) = 1/|A].
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Figure 2.6: The super-symbol alphabgt = {ul, .. .,u|A|} and its corresponding probability
for different number of layers, where each layer employsiBR®dulation|.A| = {£1}.

2. Multilayer mapping has eeduced cardinalitywhere the super-symbol set obeyd < 2F,
when we assumgly € {+1}. The second property will make the bit-to-symbol mapping
ambiguous, where several combinationscgf = 1,..., L result in the same constellation

x. These two undesired properties of multilayer mapping artaér exemplified below.

Example. Consider a BPSK modulated multilayer mapping scheme hakitayers, where
Ao = {#1}. Then the super-symbol alphabdt= {u;,...,u 4} inthis case hagA| = L + 1
distinct constellation points with it¢h entry beings; = (2i — 2 — L) with a probability of [56]:

Plx=u;) = 27| . (2.54)

Fig 2.6 shows the super-symbol alphabet and the correspgppdbbability. When we have = 3,
there arel. + 1 = 4 distinct points with unequal probabilities. In this nonsgzrobable scenario,
the corresponding maximum entropy at high SNRs accordiiggt?2.53) is given by:

L L-1 L L
I=L-2"")" log, . (2.55)
i—1 \ 1 i

Fig 2.7 shows the maximum possible entropy at high SNRs ardidn of the number of layers
L. It can be seen thdt = 3 layers can at most transmit about 1.8 bits/super-symbotesonly

four distinct constellation points are observed. This ity lower than the sum of the individ-
ual layers’ rate, which is 3 bits/super-symbol, correspagdo eight distinct signal constellation

points.
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Figure 2.7: The multilayer mapping constellation constraint capaaitifigh SNR as a function of
number of layers, where each layer employs BPSK modulation.

Based on the above discussions, we conclude thanti@ayer mapping scheme’s constellation-
constrained capacity is bounded by the sum of the indivicatak of each layer. The actual capac-
ity depends on the number of distinct signal constellatioimis in.4 and its associated probability

of occurrence.

2.2.2.4 Comments and Remarks on Multilayer Mapping

Although the multilayer mapping scheme’s constellationstrained capacity is reduced owing
to the above-mentioned unfavourable properties discugsdte previous section, it also has a
particularly attractive property, namely that the resulsuper-symbat is approximately Gaussian
distributed, when the number of laydtshecomes sufficiently high, which is a consequence of the
central limited theorem. For the sake of achieving a higlaciy for a multilayer mapping scheme,
firstly we have to increase its cardinalityl| and then make the supersymbols equiprobable. Two
simple operations are thus necessary before multilayepmgpakes place, namely layer-specific
amplitude scaling factqr;, [ = 1,. .., L and/or layer-specific signal rotatiép ! = 1,..., L. More
explicitly, Eq (2.52) becomes:

L .
x=Y pex. (2.56)
1=1

Let us now reconsider the BPSK example of Fig 2.6. If we asaigmique layer-specific phase
rotation 6; to each layer, then a total ¢fA| = 8 equiprobable distinct signal constellations can
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be created, thus a sum-rate of 3 bits/super-symbol is asthiag a maximum. Fig 2.8 illustrates
the resultant multilayer mapping constellation having= 4, when we have different amplitude
scaling factorg;,I =1,..., L and phase rotatiorty,/ = 1,..., L.

Multilayer mapping, which is also known asiperposition modulatiofb7] and sigma map-
ping [58], packs multiple bits (or symbols) into a single symboi $uper-symbol) by weighting
and superimposing the multiple constituent bits (or symshalthere we refer to each bit (or sym-
bol) as alayer. Again, by superimposing multiple layers, the resultarmhigl (super-symbol)
becomes near-Gaussian distributed, when the number akleysufficiently high. This Gaussian
distribution is the key to approaching the Shannon capaagydiscovered by Shannon and dis-
cussed before. This signalling scheme achieves a so-catligping gain[11] in contrast to the
conventional QAM/PSK modulation.

By allocating the layer-specific amplituge and phase-rotation parametgr the multilayer
mapping in conjuction with the coding and interleaving eoypld becomes analogous to the so-
called MultiLevel Coding (MLC) [59, 60] concept as seen ig.FR.9(a). In MLC, each bit level
employs a different code-rate, such@sC, andCs in Fig 2.9(a) and is then modulated using a con-
ventional QAM/PSK arrangement combined with a particulatdsymbol mapping scheme, such
as for example set-partitioning. By contrast, in multilageapping, each layer is superimposed em-
ploying a different amplitude and phase-rotation. The oat@nnel code can be employed on a
per-layer basis as seen in Fig. 2.9(b) or across layers adrs&ég. 2.9(d). A similarity of these
two schemes is constituted by the unequal error protectipaldility of the different levels/layers,
where unequal protection is achieved by assigning the apipte code-rate af;, C; andCs as in
MLC, while it is achieved by appropriate amplitude scalingniultilayer mapping. In addition, in
order to fully exploit the benefits of unequal error protewtiwhile still maintaining a sufficiently
high performance even for the least-protected levelsitayeoth schemes rely on an iterative de-
tection and decoding aided receiver, where the successteetibn of the individual layers obeys
the so-called chain-rule of mutual information exchangkeictvis another similarity. On the other
hand, the so-called BICM [21,61] scheme of Fig. 2.9(c) isilsino the multilayer mapping type
[l portrayed in Fig. 2.9(d), when the amplitude scaling dagt; is identical.

Remarks:lt is interesting to note that Eq (2.56) effectively desedlan ensemble of systems,
which are channel-division, e.g. Spatial Division MuléphAccess (SDMA), where the weighting
factor p;e/% can be considered as a uniqugual channel. By contrast, Eq (2.52) describes an en-
semble of systems, which are code-division, e.g. IDMA, \eftee differentiation of users and/or
signalling layers is based on different interleavers. heotvordsjntroducing a 'channel-division’
element to the 'code-division’ is beneficidlhis argument suggests that achieving the maximum
capacity is promised by Gaussian-like signalling wavefrbut no explicit coding and detection
schemes were considered. When practical iterative deteatid decoding techniques are consid-
ered,combining the principle of 'code-division’ with that of ‘ahnel-division’ is also beneficial
This is because, at the first stage of the receiver, havirgpdishannelinformation is essential in
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Figure 2.8: Constellation of multilayer mapping associated with difetp andf values. (a)
equally allocated amplitude and uniformly allocated phagk (b) p = [op, p5/2, pp, /2] @and

(16 — 1) x 2/3; (c) uniformly allocated phase and

unequally allocated amplituge= [1/+/30,2/+/30,3/+/30,4/+/30]; (d) equally allocated am-
plitudep and randomly allocated pha8e= [27t/5,37/4,67t/7, t/3];
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Figure 2.9: The block diagram of the transmitter of (a) Multilevel Cogimsing per-layer codes
and conventional modulation; (b) Multilayer Mapping Typeising per-layer codes and superpo-
sition modulation; (c) BICM, joint coding and conventiomabdulation; (d) Multilayer Mapping
Type ll, joint coding and superposition modulation;

order to facilitate a unique mapping pf— x;, when the full alphabet h&? legitimate signalling
combinations. At the second receiver stage, having a distodeensures that a unique mapping
from the coded bits to the original information bits can tgksce. The construction of the codes
will be discussed in the next section.

2.3 Factor Graph Interpretation of Random Coding

The design of near-capacity transmission arrangemernitsatiyprelies on channel-coding schemes.
A probabilistic approach is that of using a technique refétio as random coding, which was used
to prove the well-known Shannon-coding theorem [34, 62]e Bannon-coding theorem states
that for any rateR < C, there exits at least one sequerie&®, N) for the memoryless channel
such that the probability of errd?, — 0 as the block lengtiN — oco. Conversely, any sequence
of (2NR, N) associated witlP, — 0 must haveR < C. The detailed proof of Shannon’s coding
theorem can be found in various standard textbooks [34,/A8]a result of this proof, there is a
high chance that this randomly generated codebook is inttie¢df a near-capacity code, provided
that we have long block lengiN.

However, this random coding principle does not specify agiieik way of constructing an effi-
cient coding and decoding procedure. Hence, other typesdss; which have attractive practical
implementations have been proposed, such as the familygebedic codes [6]. It is important
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Figure 2.10: Graphical representation of a four-state Markov chain.

to note that two popular channel coding schemes, namely LBdlés and concatenated codes,
are both based on this random coding principle, where raridterieavers are either implicitly or

explicitly embedded in the code’s construction.

In this section, we introduce two practical quasi-randording approaches, namely LDPC
codes and interleaved random codes, which are presentédthvitaid of the so-called factor
graph [53].

2.3.1 Factor Graph and Sum-Product Algorithm

Belief or probability propagation has applications in dsesfields, where probabilistic inference is
used, hence also in error control decoding, where the piligiaovalue of the transmitted infor-
mation symbols has to be inferred from noisy received symbikblhas been shown that the APP
algorithm based turbo decoding algorithm [63, 64] is anigpfibn of belief propagation. In [53],
Kschischanget al. introduced the factor graph formalism, showing that begtiefpagation and
many other algorithms used in digital communications agthali processing are all representa-
tions of a more general message-passing algorithm, nammelum-productalgorithm operating
onfactor graphs

In this subsection, we firstly show the rationale of factaprs using a simple graphical rep-
resentation of the Markov chain example of [65] and therpihtice the general factor graph phi-
losophy as well as the associated sum-product algorithmhé&wumore, we introduce binary factor
graphs in the particular context of channel decoding.

2.3.1.1 General Factor Graph and Sum-Product Algorithm

Factor graphs are capable of characterising how varialbleglobal function are grouped together
locally. The sum-product algorithm computes the so-cattedginal probability of a global prob-

abilistic function in terms of local functions, which willebdemonstrated in the Markov model
example. Normally, factor graphs are bipartite graphg; i)daheir nodes fall into just two groups
and there are no connections between the nodes within disggoup, only between nodes of the
different groups. These groups are referred teagble nodes andunctionnodes.

Example Consider a four-state Markov chain, where we have:

P(A,B,C,D) = P(A)P(B|A)P(C|B)P(D|C). (2.57)
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The corresponding factor graph is depicted in Fig 2.10, eiige variable nodes ate,,vg,0¢,vp,
which are denoted by circles, while the function nodes sgméng the probabilistic dependence
arefy = P(A), fg = P(B|A), fc = P(C|B) andfp = P(D|C) and are denoted by dots. Assume
that we wish to calculate the marginal probability®{fD) , given by:

P(D) = ZZZP(A,B,C,D)

A B C

= ZZZP P(B|A)P(C[B)P(D|C), (2.58)

where the 'brute-force’ evaluation required 4| x | Ap| x | Ac| X |Ap| summations, whergAy|
is the cardinality of variablé’s alphabet4,, k = A, B, C, D. The factorisation of the probabilities
now allows us to execute the summations separately acepiatin

P(D) = ;P(DIC)P(C)/
P(C) = ;P(CIB)P(B)

P(B) = ;P(B|A)P(A).

where this factorised evaluation has o 4| x |Ag| + |Ap| x |Ac| + |Ac| x |Ap| summa-
tions, which is computationally more efficient. Thariable nodes, having two connecting edges,
simply pass messages from the input to the output, whilduhetionnodes subject the incoming
messages to their specific function and sum over the vanaplesenting the incoming message.

We now introduce a general factor graph, which is depictdedgr2.11, where the circles denote
variable nodes and the squares denote function nodes.£6ftvy, ..., x,] be a set of i.i.d. random
variables. Then a typical statistical inference problemo isompute the marginal Probability Mass
Function (PMF) ofx;:

P(x;) =) P(x), (2.59)

where the sum ovex : x; indicates that we sum over all elementirgiven that itsth entry was
fixed to x;. This summation can be carried out by the sum-product dlgorin terms of passing
messages along the edges of the factor graph seen in Fig\®d have two sets of nodes, which
are the function nodeg; and variable nodes;. The set of edges connected to {iie function
node is denoted bﬁf and the set of edges connected to iftrevariable node is denoted I8.
The cardlnalltydf |Sf| of the edges connected to tftk function node and? = |S?| of the
edges connected to tlih variable node is called tleegreeof function nodg and of variable node
i, respectively. Theth function node carried out summation over all elements’/ pfvhile thei

variable node applies similar local processingwnThen the following general rule applies:

m(f; — v;) o Zf]x] H m(vg — fj),

xix; kesl,

m(v; — f;) o vi(x;)) [T m(fe — i),

k<Sig
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Figure 2.11: General factor graph, which has three variable nodes ¢ésy@nd four function
nodes (squares), where the corresponding parametersmaneassised in Table 2.3.1.1.

v; i—1 i—2 i—3

4o dv = dg = dg =

ST ST ={f.fo fs fu} Sy ={f1, fo, fu} S5 =A{f2 f3, f}
fi j=1 j=2 j=3 j=4

d! ) 4 =3 a =2 d =3

S{ S{ = {v1, 02} SJZ( = {v1,v2,03} Sg = {v1,v3} Sf; = {v1, 02,03}
x/ x! = [x1, x0] x? = [x1, X2, x3] x> = [x1, x3] x* = [x1, x, x3]

Table 2.1: Parameters of Fig. 2.11.

wherex indicates proportionality. The sum ower: x; denotes that we sum over all variablein
where theth entry isx;. The setS{(i) of edges is given by all edges in si;(t except for the element

i, which hence represents thgtrinsicinformation. Finally, the marginal PMFs at variable nade
and function nodg¢ are:

m(x;) o vi(x;) [ [ m(f; — o),

jes;

m(x) o fi(X) [T moi — f).

ioof
zeSj

2.3.1.2 Binary Factor Graph

In 1981, Tanner [66] characterised both block and convahati error-correcting codes in terms of
their bipartite graphs, which were used as an effective tafdbeir code description, construction
and decoding. The fundamentals of iterative decoding ophgravere also presented. This was

then extended to trellis and turbo codes by Wiberg [67] byliporating so-called hidden state
variables in Tanner graphs.

In binary error control coding, the symbols are defined gahein GF(2), hence binary factor
graphs are of interest, where all variables involved in #utdr graph are binary variables. The cor-
responding algorithms are straightforward instantiatiohthe above general rules. Furthermore,
the function nodes are constituted by simple parity-chesksch are termed gzarity-checknodes.
For a binary random variabte € [0, 1], instead of using the probabilities, a commonly used alter-
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native representation is constituted by the LLR defined as log, [P(x = 0Jy)/P(x = 1]y)].

Let us examine the messages calculated both at the variadis ms well as at the parity-check
nodes in a binary format. Initially, we consider nodes ofrdeg3 as seen in Fig 2.12. For the
variable node, the outgoing messagewill be the product of the incoming messages froyrand

X7, thus we have:

P(x3=0lys) = P(x1=0[y1)P(x2=0[y2),
P(xz =1lys) = P(x1=1|y1)P(x2 =1[y2),
L3 = L1+ L. (2.60)

For the parity-check node, where the incoming messagesd.x, imposes the parity-check equa-
tion of x; & x» ® x3 = 0. The outgoing messages are:

P(x3 =0lys) = P(x1=0[y1)P(x2=0[y2) + P(x1 = 1|y1)P(x2 = 1|y2),

P(x3=1lys) = P(x1=0[y1)P(x2 =1[y2) + P(x1 = 1|y1)P(x2 = Oy2),
L = log P(x1 = 0]y1)P(x2 = 0ly2) + P(x1 = 1|y1) P(x2 = 1|y2)
2 P(x1 = 0]y1)P(x2 = 1]y2) + P(x1 = 1y1)P(x2 = Oly2)’

Exploiting the fact thatP(x = 0Jy)P(x = 1|y) = e* and dividing both the numerator and

denominator by’ (x; = 1|y1)P(x2 = 1]y2), we arrive at:

eFrefr +1

elr + el2

og cosh(L1/2+ L2/2)
2 cosh(L1/2 — L2/2)’

L3 = log,

where the above equation is obtained by factoring edut2e£2/2 from both the numerator and
denominator. Using the expansion @fsh(x + y) and dividing both the numerator and the de-
nominator bycosh(L;/2) cosh(L£,/2) leads to the variable node’s outgoing message in the form
of:

1+ tanh(£4/2) tanh(L£,/2)
0827 tanh(L£;/2) tanh(L,/2)
= 2tanh ![tanh(£;/2) tanh(£,/2)], (2.61)

Ly =1

where in Eq (2.61), we exploited the relation of

- 1 1+x
1 — — -
tanh™ " (x) = 5 log, T

2.3.2 Practical Quasi-Random Coding Approach

In this subsection, we introduce two practical quasi-ramdmding approaches and characterise
them with the aid of the factor graphs discussed above, wdmneltonstituted by the classic LDPC
codes and interleaved random codes, respectively. Morawegustify the necessity of employing
a distinct code description in the context of non-orthogaaadom waveform based multiuser

communications scenarios.
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Encoding Decoding

T e T P2 Ples=0]ys) = Pla1 =0 y1)P(x2=0]y)
. +P(x1=1]y)P(r2 =1 12)
-3

T“ Ly = L, @ L, = 2tanh ' (tanh(L, /2)tanh(L,/2))
T1DrxoPa3=0

X x x X
O (<2 — P(a3=0|y3) = P(x1 =0 y1)P(z2 =0 o)

Tl = T2 = T3

Figure 2.12: Check node and variable nodes in a factor graph, as well asstira-product algo-
rithm

(%

Figure 2.13: Factor graph representation of a Hamming (8,4) code, whgte eariable nodes
(columns) and four function nodes (rows) are denoted byasrand squares, respectively.

2.3.2.1 LDPC Code Aided Approach

A linear block code of ratR = M/N can be defined in terms of @& — M) x N parity-check
matrix H = [hy, hy, ..., h,], whereM andN denote the length of the information bit and coded
bits, respectively. Each enty; of H is an element of a finite Galois Field 2, which is either a
binary zero or a one and all operations are modulo 2 basedcddis the set of all vectossthat

lie in the (right) null space oH. i.e. we haveHx = 0. Given a parity-check matri¥, we can
find a correspondingM x N) element generator matri&, which satisfiesGHT = 0. Then the
generator matrix can be used as an encoder accordixigtou’G.

Fig. 2.13 shows the factor graph of a (8,4) Hamming code lgat¥ia parity check matri¥:

Hgs =

0
1

(2.62)
0

[ = T
[ =
S =k O O

1 1 0
1 0 0
0 0 0|
1 0 1

s S S SN

0

In this figure, there is one variable node for each of Mhe= 8 coded bits (columns), and there
is one function node for each of thé — M = 4 parity-check equations dfl (rows). An edge
exists between thah variable node and thigh parity-check node, if and only if;; = 1. Further-
more, the function nodes are regular, since their degreetharsame, i.e. we hawé =4,i =
1,...,4, while the variable nodes are irregular, since their degfal into two groups, namely
d} =3,i=1,...,4andd} = 1,i = 5,...,8. Observe by comparing Eq (2.62) and Fig 2.13
that the factor graph has a single connection between theofiginal information bits, directly
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copying them to the output according to the systematic angqgglart. Furthermore, a binary one
in the first column indicates the presence of a parity chatdkidased on the mod 2 connection of
the first three input bits, etc. There are a total of 16 edgéschwcoincide with the total number
of ones in the parity-check matrix. The term 'socket’ refers point on a node to which an edge
may be attached. There are possible 16 variable node sck@t&6 function node sockets. We
note furthermore that an edge connection can be viewed adeteaver. To elaborate a little fur-
ther, viewing the ordering of edges form the variable nodkeats side, this interleaver pattern is
m=1{1,592,6133,10,14,7,11,15,4,8,12,16 }, which states that the variable node sodket
connected to the function node socket). For example, as shown by the dotted line, the 6th vari-
able node socket connects to the 13th function node sockéthwneans that we have(6) = 13
according to the above-mentioned interleaver pattern

However, since the block length of the above Hamming codeas ind the number of ones in
itis high, potentially a large number of short cycles may heoeintered, one of which is depicted by
the dashed line seen in Fig 2.13. It was shown that these gjabess represent an inter-dependence
amongst the nodes preventing effective message passintgeatiye information updating on the
basis of independent extrinsic information, thus resgltmearly local convergence before a suf-
ficiently diverse set of codewords was considered. Henoe) ft message passing point of view,
short block codes like the Hamming code introduced abowenattsult in a poor performance. In
order to improve the achievable coding gain, invoking tHe¥ang principles are recommended:

1. Employ codes having a large block length;
2. Use a low-density distribution of ones in the parity-dhatatrix;

3. Optimise the location of ones in the parity-check matmegnely the interleaver pattern.

These requirements are satisfied by the family of the wedlAkmLDPC codes. An LDPC code
is a linear block code having a parity-check matrix that igrsp, hence it has a small number of
binary one entries. A regular LDPC code construction wap@sed by Gallager [17], where the
randomly placed binary ones and zeros in the parity-chedkixrH is subjected to the constraint
that each row oH had the same numbé¥f of binary ones and similarly, each columnHfhad
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the same numbet’ of ones. For example, ¥ x 20 parity-check matrix may be formulated as:

1111000O0O0OO0OO0OO0OO0OO0OO0OO0OO0OOO0OOQO0
00001111000 O0O0O0O0O0O0OO0OO0OTO
0o0o0000OO0OO0O1TI1II1T1O0O0O0O0O0O0O0TGO
0oo0o0oo0000O0OO0OO0OOO1T111O0O0O0°TG 0
0000O0O0O0O0OO0ODO0OOOO0OO0OO0OO0OT11TT1IT11
1000100O01O0O0O0OT1O0O0OO0OO0OO0OO0ODO
0100010001 O0OO0OO0OO0OO0OO0OT1TO0OO0ODO
Hun = 001 000100000O0100O0T10 0]f263
0001000O0OO0OO0O1TO0O0OO0O11O0O0OO0OT1TO0
0 0000O0O0OT1O0O0OO0O1TO0O0OO0OT1TO0®O0OO0OI1
1000010O0OO0OO0OO0O1O0O0OO0OO0ODO0O1TO0OQO0
01000O0100O01O0O0OO0OO0O1O0O0OO0OTGO
001000O01O0O0OO0OO0O1O0OO0OO0OO0OO0OT1TO
000100001 O0O0OO0OO0O1O0O0OT1O0O0OTGO
0000100O0OO0OC1TO0OO0OO0OO0O11O0®O0O0OTO0OI1

which hasd/ = 4 as well asd’ = 3 and defines an LDPC code with a length)f= 20. It
may be referred to as a regulat,d°, N) LDPC code. In such a reguldi/,d’, N) LDPC code
ensemble, each information bit is involveddfparity checks and each parity-check bit protetits
information bits. The fraction of ones in the parity-chechtrix of a regular LDPC code i$/ /N,
which approaches zero as the block lenitibecomes large and hence leads to the terminology of
low-density parity-check codes.

In fact, LDPC codes constitute quasi-random codes in thees#mt the interleaver pattern
employed generates the resultaft codewords by a random selection from the entire codebook
of size2N, when the block lengtiN is large. This is an essential assumption in the context of
the random coding principle. However, having a large blaigthN in general results in a com-
plex decoder and an impossible full search. Finally, thesags passing algorithm is employed
to circumvent the full-search, which ensures convergeaeards a near optimum solution. The
resultant performance depends on the code constructidreqdarity check matrix. Having intro-
duced the random LDPC coding approach, let us now consilantérleaved random code based
counterpart in the next section.

2.3.2.2 Interleaved Random Code Aided Approach

Apart from the LDPC codes, another class of quasi-randores@lconstituted by the family of in-
terleaved random codes. Consider for example transmilting 100 information bits employing
short codes, for instance repetition codes having a rapefdctor of 4, which have only two code-
words (the all-one and the all-zero). The total number ofecblits become® = 400. We then
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—=[Rep} =0 | ~[Acc} =~

Figure 2.14: The block diagram of repeat accumulate code.

invoke a random interleaver, which scrambles these id@rtansecutive coded bits, resulting in an
interleaved repetition codes havi@df legitimate codewords, which are randomly selected from a
2N_entry codebook. However, this interleaving-aided peatioh does not change the code’s prop-
erties, since one can deinterleave, i.e. descramble tdemsred codewords in order to recover the
original codewords. In order to prevent this decompositiad improve the efficiency of extrinsic
information exchange and hence improve the achievableymeaince, another code acting as an
inner code is usually concatenated with the original codie@as an outer code, resulting a serial
concatenated code. It is known that the inner code should &agcursive property, i.e. an Infinite
Impulse Response (lIR) so as to provide a good performaneasyring that the interleaved outer
codewords can not be decomposed. When a simple unity-rdeeamiing as an accumulator is in-
corporated, the resultant serial concatenated code becampewerful, yet low-complexity Repeat
Accumulate (RA) code [68], which is seen in Fig 2.14.

RA codes can be viewed both as a serial concatenated codéddsabove as well as a special
type of LDPC code. Consider the regular non-systematic Rifeaepicted in Fig 2.15, where we
have 3 information bits and a length-4, i.e. rate-1/4 réjpeticode. The interleaver pattern viewed
from the repetition code side’s is = {3,5,1,6,4,9,11,2,7,12,8,10}. The encoding procedure
of RA codes can be represented by a generator matrix as &llow

G = Grep X G X Gacc, (2.64)

where the repetition matriGrep, permutation matrixG, and accumulation matritG occ are
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given as:

(11110000 |

Grer = 000011110000 (2.65)
(000000001111 |
001 00000O0O0TO0 O]
000000010000
10000000O0GO0GO0O
000010000000
0100000O0O0O0O00O0

G. 000100000000 266
00000O0O0OOT1O0O00O0
00000O0DO0OOOGOT1O0
000001000000
000000O0O0OO0GO0GO01
000000100000
(00000000010 0|
111111111111 ]
011111111111
001111111111
000111111111
000011111111
000001111111

Gacc = (2.67)
000000111111
000000011111
000000001111
000000O0O0GO0T1T1]1
00000O0DO0OOGO0GO0T11
(000000000001 |

The major drawback of LDPC codes is that the conversion ofatge parity-check matriH to
the generator matrixs is complex and requires a large memory. The family of RA cades
particular interest, since it circumvents the problem drés an encoding complexity which only
linearly increases wittN. Furthermore, they are capable of approaching the capaicaymoder-
ate complexity. The decoding of RA codes is typically catraat by the sum-product algorithm
discussed in Section 2.3.1.2.

The inner code of a serial concatenated code may be coestitot only by a channel code, but
also by the data detector, leading to the concept of a sedaticatenated iterative receiver. Con-
sider a non-orthogonal UL random waveform based multiusemgunications system transmitting
two independent data streams generated by the followingliffigrent configurations:
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Figure 2.15: Factor graph representation of a regular RA code, where wee ha
3 information nodes, a rate-1/4 repetition code and an lgdgeer pattern oft =
{10,8,12,7,2,11,9,4,6,1,5,3}. Hence we have a total of 12 check nodes.

1. Employing a different outer channel code but the samelé@aeers;

2. Employing the same inner channel code and but a diffenéatieaver.

The receiver firstly separates these two data streams anctthploys channel decoding for each
one. The corresponding factor graphs are depicted in Fi§g &t Fig 2.17. According to the
first configuration, when the same interleavers are emplayedgraph can be decomposed into
subgraphs, as seen in Fig 2.16. This is not beneficial fromssage passing point of view, since
this results in short cycles between these subgraphs adiirtes a large correlation between the
intrinsic and extrinsic information, regardless whetlmer duter channel code employed is the same
or different. However, for the second configuration, altffothe same channel code is employed,
the differently interleaved codewords effectively obeg landom coding principle. Hence, the
resultant factor graph cannot be decomposed into subgraytich in turn enlarges the decoder’s
full-search-based codebook size. Furthermore, when LD&léare employed, the interleavers
are redundant, since they have already been embedded iretieeatpr matrix. Unfortunately,
an optimum interleaver pattern design, which is capabldfettvely lengthening the cycles and
hence improving the iterative process remains an opengmobéspecially for a large number of
data streams [69]. More explicitly, the problem is tractalhen the block length is short, while
this optimisation becomes unrealistic for a long block tengowever simply random interleavers
are capable of promising a good performance based on thermmaodding principle.

In addition to the above-mentioned random coding arrangénvee may take another look
from the classic coding point of view. We also consideredvotutional codes. The free distance
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of convolutional codes is relatively low for a low code memawhile convolutional codes with a
large memory value are generally too complex and thus aadite. The weakness of convolu-
tional codes with a low memory is that they have a large hurobw weight codewords, which
may result in persistent errors even at high SNRs. By combittiem with appropriately designed
interleavers, an additional memory is introduced and thaltant code becomes effectively a long
random block code. Thus the distance spectrum substaritigiroves due to interleaving, which is
the fundamental benefit of the parallel concatenated tundes To elaborate a little further, turbo
coding employs simple component codes and achieves a ptaruon performance by exchang-
ing extrinsic information between the component decodepaated by interleavers during each
iteration. In summary, the above mentioned facts undetlieesignificance of the quasi-random
coding principle used in non-orthogonal random waveforseldanultiuser communications, when

employing iterative receivers.

2.4 lterative Turbo Receivers

In the previous section, we have provided a rudimentaryweser of the achievable capacity of
non-orthogonal random waveform based multiuser commtioicasystems and of a range of the
practical Forward Error Correction (FEC) coding methodke Tactor graph representation intro-
duced in the previous section also suggests that the recsinde viewed as a concatenated system,
where message passing between the receiver components aaed In this section, we introduce

the iterative data detection and channel decoding inftefiten the turbo detection concepts [19].

2.4.1 Maximum A posteriori Probability Criterion

The optimum receiver may employ diverse optimisation datencluding the so-called MAP crite-
rion. Suppose that we want to estimate the transmitted Isigaéor x based on the received signal
vectory, so that the estimate of the transmitted vector has the rainémor probability. This is
equivalent to maximising the APP, which can be formulatethwie aid of Bayes’ rule as follows:

x* = arg max P(x = X'|y) (2.68)
xhe Ay
= arg max p(ylx =x")P(x =x")/p(y) (2.69)
xhe A
« arg max p(y|x = x") P(x = x"), (2.70)
xhe Ay
extrinsic apriori

wherex" is a hypothesis of and.A, is the set consisting of all possible observationg.ofgain,
Bayes’ rule was used in this derivation and in the last eqnathe denominatop(y) is dropped,
since it is independent of the decision. The tgrfw|x = x") represents the conditional PDF of the
received signal vectoy givenx = x", denoting the so-calleeitrinsicinformation andP(x = x")

is thea priori information concerning the transmitted signal vector
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Figure 2.16: (a) Factor graph representation of iterative receiver egipg) configuration 1, where
we employ different channel codg andC, and the same interleaver. The interleaver pattern is
= {11,3,6,14,2,12,8,10,1,16,4,15,5,9,13,7}. (b) In configuration 1, the original graph is
decomposed into subgraphs.



2.4.1. Maximum A posteriori Probability Criterion 42

(b) Configuration 2

Figure 2.17: (a) Factor graph representation of iterative receiver egipg) configuration 2, where
we employ the same channel code and different interleaVeisinterleaver pattern of the left data
streamist = {11,3,6,14,2,12,8,10,1,16,4,15,5,9,13, 7}, the interleaver pattern of the right
data stream ist = {11,8,5,15,13,2,14,12,7,6,16,4,10,1,3,9}. (b) In configuration 2, where
the original graph can not be decomposed into subgraphs.
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An element-wise MAP algorithm aims to estimate ikie elementx* of the true transmitted
symbolx; of the transmitted signal vectarbased on the received signal vecygiso that we have
the minimal symbol error probability:

x* = arg max P(x; = x!y) (2.71)
xf’G.Axi
o« arg max Y plylx= X" P(x = x), (2.72)

h
YE€Av xhed
x:x;

wherex? is a hypothesis value of; andx" is a hypothesis value of the vector Furthermore,
Ay, represents the set consisting of all possible legitimasentations ofr; and A, .. is the set
consisting of all possible legitimate observationspivhere itsith entry inf?.

When the inputa priori probability P(x = x’i) is omitted or assumed to have equal proba-
bility, then the MAP criterion becomes synonymous to the Maxn Likelihood (ML) criterion.
The optimum MAP / ML detector exhibits high computation cdexgty, hence numerous reduced-
complexity decision methods were proposed, many of whichleynthe so-calleddlynamic pro-
gramming[70]. An efficientdynamic programmindgechnique is constituted by the Viterbi Algo-
rithm (VA) [71] in the case of ML detection / decoding and by tBBCJR algorithm [72] in the case
of MAP detection / decoding.

2.4.2 lterative Data Detection and Channel Decoding

The system model of a channel codédiser MIMO system employingy; transmit and\, receiver
antennas is seen in Fig 2.18, which is described by:

y(i) = H(i)x(i) +n(i) (2.73)

where we have (i) € CN>1 H(i) € CN*KN x(7) € CKN<1 andn € CN*! is a circularly

symmetric complex-valued Gaussian distribution, i.e. weem; ~ CA (0, Np).

An receiver consists of a data DETector (DET) and a bankK aidividual single-user chan-
nel DECoders (DEC), where the DET acts as the inner decodeD B acts as the outer decoder,
as seen in Fig. 2.18. These two components are separateddpmanterleavers, which play two
primary roles in the system:

1. We may consider the interleavers in conjunction with thiéen channel codes as random
codes, since they effectively enlarge the memory of theraliznnel codes, hence increasing

their minimum distance.

2. The interleaver employed makes the consecutive codedibdorrelated, since any existing
statistical dependencies between the intrinsic and eitrinformation degrades the achieved

iterative decoding performance.
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Figure 2.18: The block diagram oK-user MIMO system employing iterative data detection and
channel decoding.

Let us now explore these two components in more detail.

At the DET, we maximise the APP|x; ,(i)|y(i)] of interest, wherex; , (i) denotes theth
coded bit of thekth user'suth transmit antenna. For simplicity, we omit the coded hitdiindex
i, since the consecutive coded bits are uncorrelated. Smb@ary code is employed, where we
havex, € {£1}, the corresponding APP can be expressed in terms of LLRs as:

P(x;, = +1
Edet(xk,u) = 10g2 ng:u — _1I§§ (274)
1
p(Y|xku +1) P(xku = +1)
x lo . +log, —————%, 2.75
& p(ylxg, = —1) & P(xp, = —1) (2.75)
[’Set(xk,u) ['th(xk,u)

where £, (x,,) denotes theextrinsic LLR and L4, (x,) denotes the priori LLR calculated

et
by the DEC, as seen in Fig 2.18. Thgtrinsicinformation, which is independent of tlaepriori
information is then deinterleaved and forwarded asatipeiori information £, (xy ) to the DEC

of Fig 2.18.

The DEC invokes the classic soft decoding algorithm, sucthaBCJR [72] algorithm and
delivers twoa posterioriLLR values, namely 1Y ;..(bx) acting as the final soft decision of the
transmitted information bit of usérand 2) L. (x ), which is the soft LLR of the codewords.
By subtracting the priori LLR L5, (xx,,) from Lgec(x, ), We generate the extrinsic information
L, (xx,,) of the codeword, which acts as thepriori LLR L9 ,(xx,,) of Fig 2.18 input to the
DET after interleaving. These iterations are terminatdaema predefined termination criterion is
satisfied.

The iterative data detection and channel decoding sulitgmeduces the complexity of the
receiver in comparison to using their joint non-iterativetettion and decoding. For example,
when considering a convolutional cod&duser MIMO system, the complexity of such a system
using a joint MAP receiver is prohibitive, yielding a dynanprogramming complexity on the
order of O (2N:{N-K+Kv) [70], wherev is the constraint length of the convolutional code employed
By contrast, when decomposing them into two separate coemgenthe associated complexity is
partitioned according t@ (2NNK 4 2v) A further complexity reduction can be achieved within
both the DET component and the DEC component. We will focugherfirst component in this
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thesis, because this component dominates the complexity.

There are numerous contributions on iterative receivetlarliterature designed for lé-user
CDMA system. Moher [73] demonstrated by simulation thatdbmbination of FEC and random
interleaving constitutes a powerful scheme even when we highly correlated signals for the dif-
ferent users. In [74], Alexandet al. presented a MAP based DET algorithm, which exhibited an
exponentially increasing complexity as a function the namdjf users. In [75], Wang and Poor re-
placed the MAP based DET by a simple interference cancelllemfed by a single-user Minimum
Mean Square Error (MMSE) detector in order to perform imerhce suppression at a reduced-
complexity as approximation of the MAP based DET, yieldingoaplexity on order ofdo(K3)
as a function the number of users. The system proposed byddiexet al. [76] then employed
an interference canceller, which subtracts the interf@rerstimates and has a linearly increasing
complexity as a function the number of users. Simulatiomltegrovided in [76] showed that
the achievable BER performance is close to the single-usdgonmance even for heavily loaded
scenarios. In the following section, we will introduce tw&D algorithms, namely the optimum

Bayesian detector and a low-complexity IC aided detector.

2.4.2.1 Optimum Bayesian Detection

Let us now discuss thextrinsicinformation £¢,, (x,) delivered by the optimum Bayesian DET,
where the conditional PDF(y/|x, = «) can be computed by subtracting tagriori probability
P(xy, = ) of the particular symbol from the joint PDRy, x; , = «), where we have € {+1}
[74]:

_ oy _ Py xgu =)
A e (2.76)
p(y|x)P(x)
= Lt Adialh 'S 2.77
X: Xy =0 P(xk,ll = “) ( )
K,N;

= ) ryx I1 P(xiy). (2.78)

XX =0 (i)=(L1), (i) # (k1)

The a priori probability P(x;,) can be obtained from the LLE;

dec

(x;;) fedback to the DET by
the DEC, which acts as thepriori LLR L}, (x;;) for the DET after interleaving. Since we have
Lget(xl‘,j) = 10g2 [P(.X‘i,]‘ = —i—l)/P(.X'j,]‘ = _1)], we can obtain [75]:

explaL, (xij)]

P =0) = T expllr () (2.79)

exp(a L, (xij)/2]

= 2.80
exp[—aLll,(x;;)/2] 4+ exp[aLls, (xi;)/2] (2.80)

1 +atanh[L],, (x;;)/2]
— cosh[£? (x;:)/2 et 7, 2.81
R = e V) (281
= L4+ Ltanh[Ls, (x,) /2. (2.82)

2 2
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The conditional PDF (y|x) is calculated based on the hypothesis thaaving the(k, u)th entry
X, Was transmitted, which can be expressed as:

|ly — Hx]|?
p (y/x) < exp ( 202 : (2.83)
Thus the extrinsic informatiod’ , (x ), which is calculated with the aid of the conditional PDF
p(y|xe. = «), is given by:

K,N;
Zx:xk,u:+1 exp (_ ’ ’y - HX’ ’2/201%) H(i,j):(l,l),(i,j);é(k,u) P<xi,j)
ZX:xk,u:—l exp (—|ly — Hx| 2/20%) Hﬁ:?)h:(l,l),(i,j)#(k,u) P(xi,j)

ﬁget (xk,u) - 10g2 (2.84)

whereP(x; ;) is given by Eq (2.82). The extrinsic informatidgf,,, (x ) is then deinterleaved and
fed to the DEC of Fig 2.18.

2.4.2.2 Low-Complexity Interference Cancellation

The optimum Bayesian DET algorithm of Section 2.4.2.1 eixbil prohibitive complexity, thus
as a design alternative we also introduce a reduced conpl€xtype detector. Let us rewrite Eq.
(2.73) as:

y = heuxe, +¢, (2.85)

wherehy , is the(k, u)th column ofH and¢ denotes the interference plus noise formulated as:

K,N;
& = ) h; jx;; + n. (2.86)
(i,/)=(11),(i,j) # (k,u)

By approximatingZ as a joint Gaussian random vector, which can be justified &#mtral limit
theorem provided that the number of users supported andithber of transmit antennas employed

is sufficiently high, we have thextrinsicinformation as:

S e
exp (Ily — & —hy.l*/2R;)
?exp (|ly — &+ hyul2/2R;)
- 2hg,uRgl(y -8, (2.87)

where{ denotes an estimate of the paramétewhile Ry = Cov(¢, ) is the covariance of matrix
¢ formulated as:

é = f’ - hk,u-fk,u
K,N;
= Z hi,iji,j - hk,ujek,u/ (2.88)
(i)=(11)
Rér = Ry — vk,uhk,uhg,u

= HVH' + 031 — vy, he,h, (2.89)
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where the soft estimatg; ; and the instantaneous variangg, which is the(i, j) diagonal entry of
V = Cov(x,x) = diag[v11,...,vkN,], are given by:

55‘1',]‘ = Z DCP(xAl‘,j = Dé)
xexl

©F & (1w [ Sl

ae+l

= tanh [L;etz(xl}j)} (2.90)

vi,j = ]E{J?%]}—IE{J?Z,]}Z

~ -2, (2.91)

It can be seen in above derivation that only the knowledgg pis needed for thextrinsicinfor-
mationL¢,, (k). Instead of the exponential complexity of the Bayesian DE@ &unction of the
number of user& and the number of transmit antenrds the low-complexity IC aided DET has
a linearly increasing complexity as a function of the dinienf x.

2.5 Conclusion

After introducing the necessary background and highlighthe motivation of employing non-
orthogonal random waveform based multiuser communicstionfuture wireless systems, our
discussions were focused on three key topics, namely, ogeheration of the maximal mutual
information, on the design of ideal as well as practical ogdschemes and on various receiver

architectures.

We constructed a generalized linear system model, whicagalde of describing diverse sys-
tems, including multiuser systems as well as MIMO systems.i@formation theory based analy-
sis suggested that non-orthogonal random waveform baskidisen communications is superior in
comparison to the traditional orthogonal approach. Thmacdy improvement can be practically
realised, when employing SIC as well as the SPC. We alsotige¢sd the multilayer mapping
schemes. It was revealed that the conventional multilaysspimg scheme suffers from two unde-
sired properties, namely, from its reduced cardinality ftoch having a non-equiprobable phaser
constellation. In order to eliminate this capacity penattposed by these properties as well as for
the sake of maintaining a Gaussian-like channel input etlatibn, it was argued in Section 2.2.2.4
that layer-specific phase rotations and power allocationbesapplied.

The artificially imposed phase rotation and power allocasivtessed the importance of combin-
ing the channel division philosophy with the aid of code siioh. The employment of code division
was also suggested to be crucial from an information theoiyt pf view in the context of random
coding principle, which has been widely used in contempydf&C code design. In Section 2.3, we
provided a comprehensive introduction on factor graphd discussed two practical quasi-random
coding approaches, namely LDPC codes and interleaved manddes. It may be concluded that
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interleaved codewords essentially constitute randomwontis, which are differently interleaved
codes invoked in the context of non-orthogonal random wawvefbased multiuser communica-
tions. We argued in Section 2.3.2.2 that from the receivaoiat of view, differently interleaved
codewords make the graph fully connected and prevent tighdram being decomposed into local
subgraphs.

In Section 2.4.2, the decomposition of a MAP based optimuwaiver was established, which
led to the so-called iterative data detection and chanrediag principle. This was justified by
the interleavers employed between the DEC and DET blocksgo2A8. Two primary benefits
of the interleavers were also emphasised. Firstly, as drijuBection 2.4.2, the interleavers made
the consecutive coded bits uncorrelated. Secondly, teedatved codewords may be considered
as those of quasi-random codes. After discussing the edéast decomposing the receiver into
its DET and DEC components, we focused our attention on gegigimic part of DET. Both the
optimum Bayesian detector and the low-complexity IC deteetere derived in Sections 2.4.2.1

and 2.4.2.2, respectively.

In summary, this chapter included the essential fundarh&ntavledge for the forthcoming
chapters, where we will provide more details about the warimstantiations of non-orthogonal
random waveform based multiuser communications systelreslIOMA arrangement of Chapter 3
is based on the quasi-random coding principle, which enspioterleaved codes. The IR-CDMA
scheme of Chapter 3 employs RA codes, which obeys anotheiofyguasi-random coding princi-
ple. This non-orthogonal principle can be applied not onlganventional multiuser communica-
tions, but also in the context of cooperative multiuser camitations scenarios. This is covered in
our IR-STC aided MSC system and the PANC scheme detailedapi€h4. Furthermore, the prin-
ciple of non-orthogonal random waveform based multiuserroonications may also be applicable
to the practical HARQ system of Chapter 5.



Chapte

Three Design Aspects of Multicarrier
Interleave Division Multiple Access and
Its Generalisation - Cellular System
Application

An important instantiation of non-orthogonal random wavef based multiuser communications
is the so-called IDMA technique. We first present the ratiera employing chip-interleaving
by reviewing the transition from traditional DS-CDMA to ithip-interleaved relative, where the
literature review of IDMA is offered and the benefits of IDMAeshighlighted in Section 3.1.

A novel generalised transceiver architecture, namelydhdulti-Carrier Interleave Division
Multiplexing aided Interleave Division Multiple Access @GAIDM-IDMA) is introduced in Sec-
tion 3.2. A Parallel Interference Cancellation (PIC) assisterative MUD algorithm is invoked in
Section 3.2.2 and the convergence behaviour of the systewalisated with the aid of EXIT charts
under the assumption of an equal-power multiuser scenari®ection 3.2.3. Three interesting
design aspects of the MC-IDM-IDMA system are analysed iniSe@.2.4, namely 1) the multi-
plexing versus diversity tradeoffs; 2) the coding versugaging tradeoffs, where the achievable
bandwidth efficiency of both Multi-Carrier Interleave Dswon Multiplexing (MC-IDM) and MC-
IDMA are characterised, leading to general design guidslior low-rate codes; 3) the complexity
versus performance tradeoffs and the EXIT characteristidsio different MUD algorithms are
investigated, leading to a reduced-complexity hybrid MUD.

Furthermore in Section 3.3, we propose the concept of GhiseataCode Division Multiple
Access (GCDMA), employing channel codes from the family o&sj-random codes. The re-
sultant scheme is hence also referred to as IR-CDMA. Aparhfthe IDMA scheme introduced
above, which employs aexplicit interleaver, we propose Structured Embedded (SE) intatsa
in Section 3.3.3.1, which aienplicitly used in RA code aided IR-CDMA systems and show their
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equivalence with the the family of random interleaverspkad in the same context. More explic-
itly, the SE interleavers combined with RA codes are desidaethe sake of reducing the memory
storage requirements in the multiuser transceiver. Wetharacterise the achievable performance
of the hybrid detector proposed in Section 3.3.3.2 for ouCIRMA system with the aid of EXIT
charts in an equal-power scenario. Furthermore in Secti®3.3, we discuss a power allocation
technique for this family of near-capacity codes. It is shawat for a large interleaver length,
IR-CDMA is capable of approaching the channel capacity.

3.1 State-of-the-Artin IDMA

3.1.1 From DS-CDMA to IDMA

In wireless spread spectrum communications [28], the eynpdmt of channel coding is crucial.
In the early work of Hui [77], it was shown that the system®efive information throughput was
maximised by low-rate channel coding, where a bandwidtlaesipn was imposed purely due to
channel coding. However, their conclusion was based onesumer Matched Filter (MF) aided
detection, where a high residual multiuser interferenaktbebe mitigated by the channel codec.
A misunderstanding was revealed in the early work of Vit¢7@] that channel coding at a rate
lower than unity may reduce the effective processing gaid ®fspreading, when communicating
in a fixed bandwidth. However, Viterbi's classic work [79]ggiests that bandwidth expansion
dedicated to low-rate channel coding has the potentialllyf éxploiting the achievable processing
gain, while simultaneously offering a high coding gain adlwas approaching the capacity of
the Gaussian multiuser channel with the aid of SIC and singér decoding. Further insightful
theoretical analysis based on MUD was then provided by Vard80], confirming the findings
of [77] that indeed bandwidth expansion entirely dedicaechannel coding is favoured for single-
user MF aided detection as well as optimum joint detectiath @ecoding. These considerations

motivate to two significant improvements, nametde-spreadndchip-interleaving

The concept otode-spreadCDMA was suggested by Frenget al. in [81], where the au-
thors proposed the employment of so-called maximum-fiseutce low-rate convolutional codes
found by computer search, which combine channel coding é&@eading. More specifically,
these maximum-free-distance low-rate convolutional sate designed by first finding the 'best’
generator polynomials specifying the most meritorioussotutional code for a specific constraint
length having the maximum free distance. The resultantsade then concatenated an appropri-
ate number of times, according to the specific code rate redjuil he resultant performance was
shown to be better than that of conventional CDMA and of tive-date orthogonal code-spread
CDMA scheme of [79].

The system concept of [81] is essentially that of interlegvihe chips after DS-spreading,

which may be referred to ahip-interleaving rather than using the classic interleaver after channel
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Figure 3.1: The transmitter of IDMA and CDMA.

coding but before DS-spreading. A comprehensive perfoce@valuation of chip-interleaving in
the context of turbo coded CDMA was provided in [82]. In [8BEtauthor further explicitly
augmented the concept of chip-interleaved CDMA, which igatde of mitigating the effect of
both ISI and Multi-User Interference (MUI). It was demomastéd that the employment of chip-
interleaving simplifies iterative data detection and clemfecoding. The performance of chip-
interleaved CDMA and code-spread CDMA was also comparedrbydgeret al. in [81]. The
efficiency of chip-interleaving in the presence of widebgamdming has also been investigated in
[84].

Based on the code-spread chip-interleaved CDMA philosapfyengeret al.[81] and Proakis
et al. [83], the IDMA philosophy was further developed by Ping anslteam [31] [85] as well
as by Hoher and Schoneich [32] [86]. IDMA entails revegsihe classic position of DS-spreading
(Sx) and interleaving 1) employed in traditional CDMA system [28], leading to chipierleaving
instead of bit-interleaving, where the different usersdistinguished by their unique user-specific
chip-interleaversty, as seen in Fig. 3.1. The benefits of IDMA are:

1. Near-capacity random codingThe user-specific chip-interleavers effectively enlatige
free-distance of the channel code employed and the resattdewords of the different users
constitute unigue noise-like random signatures, sincedbeltant system satisfies the con-

ditions to be met by Shannonian near-capacity systems.

2. Time diversity Chip-interleaving is capable of increasing the achiewabhe diversity in
time-selective channels, where the burst errors are disgesind hence the achievable de-
coding capability is improved.

3. Joint coding and spreading desigliDMA is capable of striking the best tradeoff between the
channel-coding rate and DS-spreading factor, hence inmydkie attainable error-resilience.

4. Near-capacity iterative receiver desigimhe chip interleaver employed is capable of sub-
stantially improving the reception quality, when an itemtreceiver is used, provided that
the consecutive chips of the randomly coded sequences ffi@esuly uncorrelated, which
is analogous to having a sufficiently long turbo-interlgaweserially concatenated codes.
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3.1.2 Literature Review of IDMA

The discussions on IDMA found in the open literature werecenrated on the overall system
analysis [31, 85-87], on channel code design [48, 88, 89havver allocation [85, 90] and on their
diverse practical implementation aspects [91-97].

System Analysid.he concept of IDMA was first proposed by Frengeal.[81] in the context
of code-spread CDMA and was termed as IDMA by Ping in [31]. $y&tem was further analysed
in [85], where both the system architecture and a low-corifyleeceiver algorithm were detailed.
A so-called SNR evolution technigque was used for trackirgitirative detection convergence of
the receiver and for evaluating the attainable performarsiieg a semi-analytical technique. An
optimised power allocation scheme was studied with the gliti@ar-programming in the context
of an iterative receiver. An information theoretical arsidyhas been provided for example in [87],
where IDMA was demonstrated to be capable of asymptotiegipgroaching the channel capacity
with the advent of optimum power control. Similarly, in Héits work [86], the multiuser capacity
was analysed, yielding similar conclusions to those of.[8Fter on, the authors of [98] studied
the IDMA system in an equal user-power scenario, where arTEEXart was used for the associ-
ated asymptotic performance assessment. Furthermoranéugial user-power scenario was also
considered in [98], where the spectral efficiency was maséwhiby invoking the so-called differ-
ential evolution technique to optimise the associated-peeser level. An important conclusion
of this paper is that after invoking a sufficiently high numbeéiterations between the chip-based
interference canceller and the despreading componertsgshltant interference variance was ap-
proximately the same as that, when employing an MMSE typafertence canceller proposed for
DS-CDMA system [75]. This conclusion was further justifigdthe authors in [99]. The authors
of [100] adopted a matrix-based approach and underlinetirtpertance of incorporating a scram-
bler after the DS-spreading. As a further advance, in [10 ,advantages of IDMA compared to
those of CDMA were further justified.

Code Design.Low-rate turbo-Hadamard codes [88] and zig-zag codes [&3Fkvemployed
in IDMA arrangements designed for time-hopping aided UltideBand (UWB) systems by Ping
and Wang in [102]. It was shown that with the aid of powerfulimte FEC codes, a performance
within a fraction of a dB from the Shannon capacity was adtdevnstead of employing a low-rate
code, the issue of joint channel coding and DS-spreadinginvastigated with the aid of EXIT
chart in [48].

Power Allocation. The importance of power allocation in IDMA systems was fiesti by the
argument that instead of using random coding and optimunt ¢tEtection and decoding, the max-
imum sum-capacity in a Gaussian Multiple Access Channel AGMcan be approached by SIC,
followed by single-user decoding, when employing optimuower allocation. The power allo-
cation was optimised in [85], where a linear programmingebagower allocation scheme was

used. Further improvements achieved by power allocatioemvdombined with a practical coding



3.2. Three Design Aspects of Multicarrier IDMA 53

scheme were reported in [90]. A power allocation schemebslgitfor different target BER con-
straints was proposed in [103], while a practical powercatmn scheme having discrete power

levels was considered in [104].

Practical Issuesin addition to these theoretical studies, a practical cebestimation scheme
was proposed in [91]. The achievable near-far resistandBMfA was compared to that of DS-
CDMA in [92] in the context of asynchronous uplink transnoss where a similar performance
was observed for both. The employment of a HARQ aided trassom technique designed for
IDMA was presented in [93]. A cross-layer operation aidedIl®system was designed in [94].
Diverse data detection algorithms were characterised5r99].

Owing to its meritorious properties, IDMA has been proposechumerous applications, such
as next-generation cellular systems [32, 105] and UWB rystd 02] as well as for ad hoc net-
works [106].

3.2 Three Design Aspects of Multicarrier IDMA

3.2.1 Introduction

Multi-carrier techniques [4, 28] constitute promising blesis for employment in next-generation
wireless communications and have been used for example i #E 802.11 Wireless Local Area
Network (WLAN) modem family. OFDMA [4] and Generalized MCI2CDMA [26] constitute
promising multiple access schemes for employment in thentolv of future wireless commu-
nications systems, as detailed in [28], [4]. A specific béngfthat upon allocating a subcarrier
bandwidth, which is lower than the channel’s coherent badithywmulti-carrier techniques become
capable of transforming a frequency selective fading cebimio a frequency-flat fading channel
for each subcarrier. This may be achieved even in case ofdatgn rates and highly dispersive
channels. Upon concatenating a CP, the effects of ISI betwersecutive OFDM symbols may
be avoided [22]. Thus, the further development of singleiealDMA to multi-carrier IDMA is
beneficial, when communicating over highly dispersive Wwated channels.

The multi-carrier version of IDMA was proposed in the eartienference papers [107] and [108],
which may be viewed as a MC-CDMA system having both Time-Dionf&D) and Frequency-
Domain (FD) chip interleaving or Frequency Hopping (FH)uSWMC-IDMA is more resilient to
correlated subcarrier fading routinely experienced in-thgpersion channels. Furthermore, since
spreading is used before interleaving, the resultant cdripsandomly mapped to different time-
and frequency-slots, resulting both TD and FD spreadingusT¥C-IDMA benefits from both
the TD and FD diversity. An enlightening tutorial paper abtihne concept of MC-IDMA can be
found in [109], where the principles of MC-IDMA as well as temparison to MC-CDMA and
OFDMA were outlined. Later on, inspired by concept of FragryyeDomain Equalisation (FDE),
which is particularly suitable for the cellular uplink as alternative to the OFDMA technique,
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IDMA combined with FDE was proposed in [110] and its perfono@ was investigated when em-
ploying Zero-Padding (ZP) as well as CP. Furthermore, theleyment of the interleave-division
concept to both multiplexing as well as to multiple access el@aracterised in [111], which was
termed as Multi-Carrier Multilayer IDMA (MC-ML-IDMA).

In this section, we generalise the philosophy of MC-IDMAading to the concept of MC-
IDM-IDMA, where each user of the original MC-IDMA system [8Ptransmits multiple streams
differentiated by stream-specific chip-interleavers. Aspacial case of our general concept, MC-
IDM can be considered as a DL broadcast system scenaricg Wiil-IDMA may be considered
as an UL multiple access system. We analyse the system withidhof EXIT charts [36,112] and
investigate three interesting design aspects of our MCHIDIMIA system, namely the associated
multiplexing versus diversity tradeaffhe coding versus spreading tradeotisd thecomplexity
versus performance tradeaffs

The novelty and contribution of this section can be sumredras follows:

1. Multiplexing versus diversity tradeoff$Ve compare the difference between a MC-IDM and
a MC-IDMA system, explicitly quantifying the multiplexingain versus diversity gain trade-
offs in our proposed MC-IDM-IDMA system.

2. Coding versus spreading tradeoff§he bandwidth efficiency of both MC-IDM and MC-
IDMA systems can be improved by jointly designing the chawenéding rate and the Spread-
ing Factor (SF). Hence we will discuss the coding versusasjing tradeoffs in conjunction
with various channel codes and provide design guidelinestioosing a low-rate code for
both systems.

The joint code-rate and SF design was discussed in the ¢arft&@DMA systems in [113,
114] and in the references therein. It was found that thelasioms of joint code-rate and
SF design depend not only on the choice of the specific FECscbdéalso on the properties
of the MUD algorithms employed [80]. By contrast, in both ¥€-IDM and MC-IDMA
systems, the MUD is carried out on a chip-by-chip basis, tineplies that the joint code-
rate and SF design is equivalent to the design of an amalgdnhat-rate channel coding
scheme.

3. Complexity versus performance tradeoffa order to enhance the achievable system load,
we investigate two different MUDs using EXIT charts, namig optimum ML MUD and
the suboptimum PIC scheme. Their different charactesisdi® discussed and a reduced-
complexity hybrid MUD concept is proposed, which strikesadinactive tradeoff between
the complexity imposed and the performance attained.

This section is organised as follows. In Subsection 3.2IRied system overview is presented,
while in Subsection 3.2.3, the EXIT chart analysis of MC-IBN& provided. In Subsection 3.2.4,
we discuss the above-mentioned three tradeoffs involvetthéndesign of our MC-IDM-IDMA
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Figure 3.2: Block diagram of the MC-IDM-IDMA transceiver, correspondito kth user’smth
stream.

system, namely the multiplexing versus diversity tradedtfie coding versus spreading tradeoffs
and the complexity versus performance tradeoffs. Furtbegppractical considerations of IDMA
is provided in Subsection 3.2.5. Finally, we conclude oscdurse in Section 3.4.

3.2.2 System Overview

We consider a general MC-IDM-IDMA UL system, where each & khusers hasVi; channel-
coded and DS-spread multiplexed chip-streams distingdidly stream-specific chip-interleavers
T, @S Seen in Fig. 3.2. The system employs BPSK modulationdimntunicating ovek inde-
pendent dispersive Rayleigh fading channels. Followin@®HR115], each subcarrier experiences
flat fading and when a sufficiently long random chip-intevkyas employed in both the TD as well
as in the FD, the corresponding Frequency Domain ChannekfeaFunction (FDCTF) of each
subcarrier may be assumed to be uncorrelated. We use théfgingpassumption of perfect FD-
CTF knowledge at the receiver employing a single antenna.r&beived signal can be expressed

as:
K My
ylnd) = Y Hn i Y, dinln, i) +v[n, i, (3.1)
k=1 m=1

wheredy,, [1, i] denotes thé&th user'smth stream’sth subcarrier in theth OFDM symbol,Hy [#, ]

is the FDCTF corresponding to uskrat theith subcarrier of theith OFDM symbol andv is
the AWGN having a zero mean and a varianc&ef. It is noted that our generalised system
model represents a DL MC-IDM system when we h#&ve= 1, where all streams experience the
same FDCTF. By contrast an UL MC-IDMA system is modelled, chihwe haveM; = 1, Vk.
Furthermore, we assume that each user has the same numbtreaofs i.e M, = M, Vk.
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The receiver of MC-IDM-IDMA consists of a soft in soft out MU&nd a bank oKM individ-
ual soft in soft out decoders DEC, which are constituted leycttmbined Channel Decoder (CDec)
and De-spreader (Des), as seen in Fig. 3.2. The soft infaymakchanged between the receiver
components is constituted by the extrinsic LLR [72]. The 868D employs MF based soft PIC
on a chip-by-chip basis [31].

We now consider théth subcarrier of theith OFDM symbol. Hereafter we omit the index
i andn for notational simplicity. At thdth iteration, the MUD outputs its extrinsic information
L .i(dn) based on the channel inpytcombined with thea priori information £, .(d.,,) pro-
vided by the DEC. When considering tkiln user'smth stream, we have

y = dekm + C/ (32)

where¢ = Y+ Hj 2%21 djm + Hi Yptm dyp + v represents the interference plus noise. Let
Im and Re represent the imaginary and real part of a complex humbspertively. In case of
BPSK modulation the real part df;y constitutes sufficient statistics for estimatiig,, where

(-)* denotes conjugation, resulting in:
Re(Hjy) = |Hi|dgy + Re(H;E). (3.3)

We denote the soft estimate of a variabley (2). Then,Re(H;¢) and its instantaneous power

V[Re(H:)] are given by:

Re(Hié) = HE9™ + H{™p"™ — |Hy Py (3.4)
V[Re(H;E)] = (HE)PV(R) + (H{")*V(5™) (3.5)
—|Hi|*V (dy) + 2HRH{™ ¢, (3.6)

where¢ = YK | HRH[™ Y™ | V(dy,,), the soft estimatg and its instantaneous power is thus

expressed as:

ARe __ i HRe i/l: 7 (3 7)
Y - k km .
k=1 m=1
~lm ZK: HIm i/ll 7 (3 8)
Y - k km .
k=1 m=1
K M
V() = Y (HE)? Y V(d) + 03 (3.9)
k=1 m=1
K M
V@™ = Y. (HM™? Y. V(d) + o (3.10)
k=1 m=1

The soft estimately,,, can be represented dg, = tanh[£¢, (dk,)/2], while its instantaneous
power is given bW(cfkm) =1- d}m. Assuming; is Gaussian distributed, the extrinsic information

L 1up (dim) is given by:
e(Hyy) — Re(H;&)

’ (3.11)
V[Re(H;¢)]

R
L8a(din) = 2|He?
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Then the extrinsic information gleaned from the MUD is forded asa priori information to the

DEC, which computes a more reliable extrinsic informati®f) (d,, ) for the next iteration. The
iterations are terminated, when a predefined terminatigariom is satisfied. Finally, the LLR
L e (b ) of Fig. 3.2, which represents the original information bissubjected to a soft/hard
decision.

3.2.3 EXIT Chart Based Semi-Analytical Characterisation

The performance analysis of conventional bit-interleas@died DS-CDMA using iterative receiver
is based on the assumption of 1) having a block lengtN ef> oo, 2) employing random spreading
codes having a spreading gain@f— oo and 3) that the number of users obd{ys— oo, while
maintainingK /G = «. Several analysis techniques were proposed for this task,as DE [116],
Variance Transfer (VT) functions [117] and EXIT chart arsay[112].

The MUD of an IDMA system is simpler than that of classic CDMystems. Since the MUD
processes the detection is chip-basis, no spreading naatalysis is necessary, which would be
necessary for example when an MMSE based MUD is employed iS4 DMA system. The
analysis of an iterative IDMA receiver was carried out usimg so-calledSNR evolutioriechnique
in [31], where thékth user’s input/output SNR relation SNan”Lfd,k = U(SNRiZud,k) was observed
at the MUD. The output SNBNR¢", . of the MUD was fed into the common channel decoder
of all users, which obeyed the functiSiNR3:! = f(SNR}, ). ThenSNRY! is fed back to the
MUD in the next iteration, resultingNR(..; , = o[ f(SNRJ""")], wherel denotes the iteration
index. The functiory () was acquired by simulation for a specific channel code, whédunction

v(*) was different for the different users and depends on thécpét MUD algorithm employed.

In this subsection, we consider binary modulation and camtythe iterative receiver’s analy-
sis for both a SC-IDMA system in a constant equal-power AWGidmmel environment and in a
MC-IDMA system context based on EXIT charts [36], where the-MDM/IDMA communicating
over a dispersive uncorrelated Rayleigh fading channehjaar5-path chip-spaced negative expo-
nentially decaying Channel Impulse Response (CIR). Befareying out the PIC aided iterative
receiver's EXIT-chart analysis, we first introduce the EXlifictions of a general iterative receiver

and describe the two component EXIT functions of the IDMAtsys

3.2.3.1 EXIT Functions for Iterative Receiver

EXIT charts were introduced by ten Brink [36] and were useattalyse iterative receivers designed
for CDMA systems by Wang in [112]. This technique relies ompoting the mutual information

of two constituent components, namely that of the soft MUD #re soft DEC, which are denoted
byrz . 1¢ . 17 15

mud Loudr Leer 150 Where the derivation of mutual information is given in Clea®.

Next we evaluate the nonlinear functidh = x(I%), which maps the inpua priori mutual
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informationI? € [0, - - - , 1] to the output extrinsic mutual informatiad € [0, - - - ,1], where the
amount of output extrinsic mutual informatidd € [0,---,1] gleaned from the inpu& priori
mutual information determines the convergence behavibtini® soft component. Finally, since
the extrinsic information generated by the first soft comgrdracts as tha priori information for
the second soft component and vice versa, in the EXIT chatali@rnately swap the abscissa and
ordinate axes, depending on which of the two componentsadtse source & priori information,
corresponding to the abscissa, as discussed in [36]. ToralEhna little further, EXIT charts provide
us with an insight into the mutual information exchange lestawthe constituent soft components,
where the chip-interleaver allows us to decouple the chomstt soft components, which can be
hence analysed separately.

The accuracy of this technique relies on the assumptioningassufficientlyhigh transmission
block lengthand aninfinite-duration random chip-interleaveior supporting a large number of
usersk or streamsV 1, when the resultant extrinsic information provided by thé MUD for the
kth soft DECLY, , , converges to the Gaussian distribution described as [116]:

Loax ~ N (20500 40 ) (3.12)

wherep; ;. is the asymptotic output SNR of the soft MUD. The availablé&irsic information
Efﬂud’k, which may be of limited benefit in highly interference-Ited scenarios acts as the input
of the soft DEC of Fig. 3.2. The extrinsic informatiatf;,. , gleaned from the soft DEC can also
be approximated by a Gaussian distribution formulated &68][1

Egec,k ~ N<2p2ec,k' 4p§ec,k)' (3-13)

wherepgecrk is the asymptotic output SNR of the soft DEC. The correspmpdiutual information
I(£; X) interms ofLy, , andLf, , are calculated as:

1 e 2p(l|x)
LX) = = / (1]x)lo di, (3.14)
2 &, o PUIOB Gy )

whereI(L£; X) € [0,1] andp(l|x) is the distribution of the extrinsic LLRs. The EXIT function
of the soft MUD is denoted by;,,,;, while that of the soft DEC byl;,.. The flow of mutual
information is portrayed in Fig. 3.3, which can be written as

Ly Vi # F)

T (

= Tl Vi #K)
(
(

1
Izimd,k
= Thud Tdec(IgélCT]‘l)/ v] 7é k)
= Tmud Tdec<le,l_1)r V] 7"é k)/ (315)

mud,j

wherel denotes the iteration index, whilendk denotes the user index. Itis clear from Eq. (3.15)
that the mutual informatiom;;lu ik of userk depends on its previous valllj%luj;j encountered foall

1These assumptions are explained further in Section 3.arRl4re justified with the aid of examples.
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Figure 3.3: The flow of mutual information in the system

other users, as suggested by the non-linear funclipnsaandT,,,;. The mutual informatiod,‘;;lud’k
is a function ofp;;lud’k according to Eq (3.12), which obeys:

P
1 - k
Pdk = =71l iyt (3.16)

wherePy andP} denotes the signal power of the desired usand the residual interference power
at iteration/, respectively. It is worth noting that in the current systeoamtext all the individual
users’ signals affect the shape of the EXIT chart and heng # 1)-dimensional EXIT chart
would be necessary, if thE users had different received signal powers. However, gealihat
all users’ signal is received at the same power, their mutidafmation may be replaced by the
corresponding average, which allows us to use a convemhtiwoadimensional EXIT chart.

Thus, the employment of two-dimensional EXIT charts is appate when we study PIC and
in the context of a system communicating over an AWGN channelver a fading channel sub-
jected to uncorrelated fading in either the FD or the TD, fatest that all users’ signals are received
at an equal power, i.e. when accurate power control is pessib

3.2.3.2 Investigation of the EXIT FunctionT,,,,4

Let us now investigate the EXIT chart of the iterative IDMAcedver for transmission over an
AWGN channel. First of all, let us investigate the MUD’s EXldnction T,,,,; seen in Fig. 3.4.
The curves converge to the points A, B and C at the operatjomiat of E;, / Ny = 10dB, where
E, is the bit-energy andj is the power spectral density of the noise. Let us denoteuh#er of
users byK and the bandwidth expansion factor @ yielding a chip energy of. = E;,/Q). We
can then draw the following conclusions from Fig. 3.4.

1. Let us first investigate the left hand-side area of Fig, @erel;  ,is low. In this area, we
have an unreliable estimate of the MUl and hence the residteference power after PIC
remains high, resulting in a low SINR or equivalently, in lextrinsic mutual information
Ie

mud?

which is highlyinterference limited This can be verified by the curves corresponding
to K = 5, which represent a Iowdﬁmd value than the curves recorded #r= 4 users, as
seen in Fig. 3.4.
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2. Let us now consider the right hand-side area of Fig. 3.4&re/ff , is high. In this area,
we benefit from a reliable estimation of the MUI, since theifdérence was essentially can-
celled, resulting in a high SINR or equivalently, in a highressic mutual informationiy ..

Consequently, this scenario may be viewedaise limited

Let us now consider the two curves havig/ Ny = 10dB and using) = 4. Although

they correspond to different number of users, nankelg 4 andK = 5, they both converge

to the pointA(1? ., I¢

mud’ “mud

) = (1,0.95) upon increasing;,, ;. At this point, the interference
was entirely cancelled and the resultant extrinsic mutufarmationI? . only depends on
the SNR. The same conclusions may be drawn from the curvepeddy() = 8.

Let us finally consider the curves of Fig. 3.4 grouped(by= 16 and supporting the same
number of users at the differefit / Ny values of5dB and104B. At the left hand-side of Fig.
3.4, we can only observe a small difference between the tw@susince this area represents
aninterference limitedscenario. However, at the right hand-side of Fig. 3.4, tlfferdince
between thédB and104B curves becomes quite significant and as expected, the corve ¢
responding t&E,/ Ny = 5dB remains below the curve associated Wiy Ny = 10dB.

3. Since the extrinsic mutual informatidf), , defined in Eq. (3.15) is a monotonically increas-
ing function ofpf, ;. in EQ. (3.12) of the corresponding Gaussian distributed £ [R 6],
increasing the MUI or reducing the operatifig/ Ny value results in a reduced, ,, and
hence in a reduced extrinsic mutual informatikp, , over the whole range of the priori
mutual informationI? .. Hence the shape df,,; is maintained. Besides, by increasing
the MUI, the difference of extrinsic mutual informatid@ud is more pronounced in the
interference-limitedregion, while reducing the operatiriy / Ny value, the difference of ex-
trinsic mutual informationl? . is more pronounced in theoise-limitedregion as seen in
Fig. 3.4.

4. A final interesting point may be observed by comparing tined extrinsic mutual informa-
tion points A, B and C in Fig. 3.4, corresponding t6) = 4, ) = 8and() = 16 in
conjunction with the perfeca priori mutual information ofl; , = 1 atE,/Ny = 10dB.
Since the extrinsic mutual information is measured on a-blgigghip basis, given the same

E,/ Ny value, the larger the bandwidth expansion factor, the ldineoutputE. / Ny value.

3.2.3.3 Investigation of the EXIT FunctionT,,

We now investigate the EXIT curve df;,. shown in Fig. 3.5, where three different codes are
considered in conjunction with a total bandwidth expan$amtor of () = 8. More specifically, we
consider three combinations: 1) Code 1 - the concatenafiarrate-1/4 RA [68] code and a rate-
1/2 repetition code, 2) Code 2 - the concatenation of a r&esdnvolutional code and a rate-1/4
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repetition code and finally, 3) Code 3 - a stand-alone rasa€dpgetition codé. The MUD’s EXIT
curves are also shown in Fig. 3.5, corresponding te- 5,7,8 at E;,/ Ny = 10dB. Based on Fig.

3.5, we arrive at the following conclusions.

1. As discussed before, the left hand-side area of Fig. Rifesents amnterference limited
region. Hence the higher the number of users, the lower ttrensic mutual information
I;md'

would first touch Code 1 in Fig. 3.5, then Code 2 and finally C8dendicating that the

Upon increasing the number of users and hence the MUI, th®BIBXIT curve

latter scenario of Code 3 is capable of supporting the highesber of users at a given
SNR. Hence, we refer to this area of the EXIT chart as the regfchigh multiple access
capability.

2. By contrast, the right hand-side area of Fig. 3.5 is agefierred to as beingoise-limited
where the MUl was essentially cancelled. As expected, the-capacity RA code achieves
If,. = 1 for the lowesta priori mutual information oflj,. = 0.2, as seen in Fig. 3.5, which
implies a lowE, /Ny value. Given thea priori mutual information ofl§,. = 0.4, the con-
volutional code represented by curve 2 also becomes caphbtdieving an infinitesimally

low BER. Hence, we refer to this area as a region of leigbr correction capability

3.2.3.4 Investigation of the Accuracy of EXIT Charts

Let us now consider the accuracy of EXIT charts in analydimegterative IDMA receiver’s perfor-
mance in an AWGN channel scenario as well as MC-IDMA recé&veerformance in dispersive
fading channel scenario.

Accuracy of IDMA. Let us now consider the accuracy of EXIT charts in analyshegiter-
ative IDMA receiver’s performance in an AWGN channel scanaiVe investigate the system'’s
performance by recording the decoding trajectory as wdllyddonte Carlo simulation based BER
evaluation in various scenarios. The decoding trajectepyasents the actual mutual information
exchange between two turbo components. It may failed torataly follow the EXIT chart anal-
ysis prediction because the initial assumptions of haviagissian distributed LLRs, which is a
prerequisite of accurate EXIT chart analysis may not bellfedfi

Fig. 3.6 shows actual decoding trajectory of the RA codedhtitee IDMA system in four
different scenarios, where Code 1 of subsection 3.2.3.3usad. The left handside of Fig. 3.6
characterises two different block length scenarios, ngih@k4 and 10 000 &,/ Ny = 2dB while
supporting a low user-load & = 4. Since the RA code’s performance substantially depends on
the block length, we can see that at a short block length, yeei® is unable to approach the
single-user performance because the decoding trajectmy dot follow the EXIT curves and is

2We chose these three codes for our analysis, as they reptases typical codes, namely the near-capacity RA
code, the convolutional code having a modest coding gaintemcepetition code having no coding gain.



3.2.3. EXIT Chart Based Semi-Analytical Characterisation 62

1 T T T T T T T T T
A
0.9} Q=4 /.
Q: the total bandwidth expansion factor /)
0.8t i B A
K: the n/umbﬁr of users /
E =E, /Q: chip energy
o7f ¢ ® % ]
06l Eb/N0 =10dB Q=8|
C
©
m_g 051 A 1
Interference Limited
0.4r 1
0.3} K=4 ]
=
— >
— i
02 K =5
01k e Eb/NO:5dB
Q=16,K=8 Noise Limited

O 1 1 1 1 1

0 01 02 03 04 05 06 07 08 09 1
a
Imud

Figure 3.4: The MUD’s EXIT charts.

pre-converged, while at a high block length, a near singl-performance is attained. The explicit
deficiency of having a short block length is that a reducedresit information fed from the DEC
to the MUD.

This observation becomes more grave in high user-load §osnas seen at the right handside
of Fig. 3.6, where the scenario &f = 8 users andE,/Ny = 12dB was investigated. The
performance of RA codes having a short block length is dotathly the inadequacy of the short
interleavers or more explicitly, of the generator matrixius$ the different interleavers employed
by the different users results in a different performandeis s equivalent to a system, which has
a different channel code for each user. Thus the MUD may éxpee different input priori
information for each user. This becomes particularly reatide when the priori information
is relatively high, where the degraded performance of tluetdilock-length RA codes employed
by the different users results in catastrophic error prapag effects across the different users.
Hence, the EXIT chart fails to adequately characterise peess of the system’s behaviour. By
contrast, when having a high block length, the system besaajgable of matching the EXIT chart
prediction quite accurately.

The corresponding BER results provided by our Monte Carnfukations are portrayed in Figs.
3.7 and 3.8. As seen in these two figures, the short-blodgiteRA coded IDMA exhibits a
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Figure 3.5: EXIT charts of the various channel decoders.

degraded performance as expected. This BER performancadi¢ipn becomes more severe,
when the user-load becomes high. When a moderate userdddd=04 was encountered, even

a short block length was capable of performing adequatety ightly higherE,/ Ny value. By
contrast, when full user-load & = 8 was encountered, the short-block-length RA coded system
would necessitate a significantly increaggd Ny value and a higher number of iterations as well.

Accuracy of MC-IDMA. Let us now consider the EXIT chart analysis of MC-IDMA having
128 subcarriers, where the CIR encountered in this paperawasdependently generated 5-path
chip-spaced negative exponentially decaying disperdimamel. Each path experienced uncorre-
lated Rayleigh fading. The difference in comparison to theviously considered AWGN channel
manifests itself in terms of a different EXIT functidh,,,;, which takes into account of the CIR
knowledge. The resultant EXIT curig,. of the outer decoder can be modelled as in the previously
considered AWGN scenario, since the outer channel DEC iw/fittthe near-Gaussian distributed
output extrinsic information of the MUD.

Let us now consider the accuracy of our EXIT chart analyssMC-IDMA scenario. Observe
in Fig. 3.9 that a maximum oK = 28 users were supported by Code 3 of subsection 3.2.3.3
atE,/ Ny = 12dB. By contrast,K = 9 users were serviced by Code 1 of subsection 3.2.3.3 at
E,/ Ny = 3dB, where the maximum number of users was found by identifyirggEXIT curves
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Figure 3.6: Decoding trajectory of the RA coded system having diffei#atk lengths and user-
loads.

of the MUD and of the DEC, where they "just” touch each othelhe Torresponding simulation

trajectory of Fig. 3.9 confirms the convergence and accuvaoyr EXIT chart analysis. Further-

more, the corresponding BER simulation results were pgettan Fig. 3.10, where as many as

K = 28 users were supported by Code Fay Ny = 12dB. By contrast, Code 1 supportéd= 9

users att, /Ny = 3dB andK = 16 users atE,/ Ny = 12dB, confirming a good agreement with

our EXIT chart analysis. The corresponding number of Pi@itens was fixed t@p;c = 30 and

the number of iterations within the code whs, = 20.
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Figure 3.7: Performance of the RA coded SC-IDMA system for transmissioer an AWGN
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5-path chip-spaced negative exponentially decaying uataded Rayleigh fading channel.
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3.2.4 Design Trade-offs in MC-IDMA Systems
3.2.4.1 Coding versus Spreading Trade-offs

In traditional CDMA systems, the main objective of spregdis that of supporting a multiplicity
of users. When non-orthogonal spreading sequences areandbd orthogonality of the spreading
sequences is destroyed by the dispersive channel, the Mybmanitigated with the aid of var-
ious MUD algorithms. Hence, the conclusions of joint coderand SF design depend not only
on the choice of the specific FEC codes, but also on the piepast the MUD algorithms em-
ployed [80]. In the early work of Hui [77], it was shown thaetkystem’s effective information
throughput was maximised by low-rate channel coding, whdrandwidth expansion was imposed
purely due to channel coding. However, their conclusion based on single-user matched filter-
ing aided detection, where a high residual multiuser isterice had to be mitigated by the channel
codec. Further insightful theoretical analysis based ottinser detection was then provided by
Verdu in [80], confirming the findings of [77] that indeed bandth expansion entirely dedicated
to channel coding is favoured for single-user matched fdtded detection and the optimal joint
detection and decoding. By contrast, there is a beneficdetff between the channel coding rate
and SF, when linear MUD, such as decorrelating or MMSE MUDBsid These concepts were then
further developed in a multicell context in [118]. In [113}Je and Wang analysed the associated
coding and spreading tradeoffs in the context of an itezbtidetected CDMA system using LDPC
codes with the aid of density evolution analysis. Additibpan [119] Tang and Ryan studied the
coding versus spreading tradeoffs in the context of a symdus CDMA system employing both
linear and non-linear detectors in both finite-size systathlarge-system.

Based on this backdrop, these investigations underlinentpertance of joint code-rate and
spreading-factor optimisation in the context of anothesteasy, namely IDMA. Although IDMA
does not constitute necessarily a spread-spectrum systerimportant advantage of IDMA is
that it facilitates the flexible joint optimisation of the aitmel coding rate and the SF using for
example low-rate RA codes or diverse Serially Concaten@tete (SCC) [72]. A specific example
is constituted by the concatenation of high-rate FEC codeésl@av-complexity repetition codes,
namely DS-spreading. In IDMA systems, the sole purposeinfjugpetition coding is to shape the
EXIT curve of the SCC. Furthermore, MUD is carried out on gdby-chip basis, which implies
that the joint code-rate and SF design is not dependent ochiiee of MUD algorithms, while it
is equivalent to the design of an amalgamated low-rate alammding scheme.

Definition and Methodology. In a SCC aided IDMA system, given a fixed total bandwidth
expansion factor of), we may jointly quantify the bandwidth expansion imposed~BC coding
having a code-rate d® and that by DS-spreading having a SF@&fyielding ) = G/R. For the
sake of characterising the achievable throughput of the ADdistem, we define the normalised
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user-loadas:

n o= , (3.17)

whereK,,,, is the maximum number of users supported, given a fixed battdweixpansion factor
Q andE,/ Ny value. Note that for a fixed bandwidth expansion fa¢tbband a channel code-rate
R, the affordable SF is determined. Hen&g,,, is a function of(), R andE;/Ny. In case of an
IDM system, we may accordingly define the normaligei-user throughputsy = M. /),

whereM,,,,, is the maximum number of bit-streams supported.

Let us now continue our investigations by fixing the bandiwidkpansion factor t@) and
find the maximum number of users supported by different chlacwding combinations at various
E;,/ Ny values, while maintaining a given target BERIOf> with the aid of two functions provided
by EXIT charts.

1. Estimating BERThe EXIT chart can be used to obtain an estimate on the lit proba-
bility after an arbitrary number of iterations. The soft élues output by the MUD after a
given number of iterations can be expressed using thesteriori LLRs, which is the sum
of the a priori LLRs and the extrinsic LLRs denoted Wuax = L5,,4x + Loppar LIS
Gaussian distributed since boflf, ik andL? i) are Gaussian. The coded bit error proba-
bility is Pe ~ Q(c/2), wherec is the variance of,;,,; x andQ is the well-known Gaussian
Q-function. Sincel? ., andL¢ .. are independent, thert = o7 + o7, whereo, ando,
represents the variance of taepriori LLRs £ ., and the extrinsic LLRL; ;, respec-
tively. The values ofr, andc, can be obtained from the corresponding mutual information

I° ik andl;ud’k, since the mutual information is a monotonically incregdumnction of the

m

LLRs.

2. Identifying system loadWe can solve the joint code-rate and SF design by genertitang
EXIT curves of both therl,,,; and T;.. and then finding the specific number of users, for
which an open EXIT-tunnel exists. More explicitly, we plbetEXIT curveT,,,; for various
number of users and the maximum number of users is found,enthere is no intersection
between the inner and outer codes’ EXIT curves. In Fig. 3thé4,bandwidth expansion
factor was fixed td) = 8. A rate-1/4 RA code concatenated with a rate-1/2 repetitimoe
was used and&, /Ny = 10dB was assumed. We found that the maximum number of user
supported by this SCC scheme wig,, = 7, corresponding to a normaliseger-loadof
n = K/Q = 7/8, where the inner and outer codes’ EXIT curves ’just’ toucbheather.

Joint Coding and Spreading Design for IDMA. As a first step, we study the joint code-rate
and spreading-factor optimisation in a SCC aided IDMA gyst&/here the convolutional code
is employed as the outer code and repetition code is emplagdatie inner code. Let us now
proceed by investigating the joint code-rate and SF desjgantploying the range of different-
rate convolutional codes summarised in Table 3.1, whicle lsawilar constraint lengths and were
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Figure 3.11: EXIT charts for different number of users supported in coli®dA at a bandwidth
expansion factor of) = 8 andE,/ Ny = 10dB, usingR = 1/4 RA code

selected from [6]. Importantly, please also observe in &bl that the detection complexity of
all the different scenarios are adjusted to be the samernmstef the total number of trellis states,
which was determined by the product of the number of tretbses and the number of iterations.
We set the target BER tB, = 107°.

Fig. 3.12 shows the normalisesser-loadsupported versus various code-rate and SF combi-
nations for two different;, / Ny scenarios. It can be seen in Fig. 3.12 thaEagt Ny = 5 dB, the
normalised user-load was maximised by a combination ofdbe%/8 code and the SF 6f = 5
of Table 3.1, when supporting,,,» = 9 users. By contrast, the IDMA system favours the em-
ployment of pure spreading without FEC codingEgy Ny = 10dB, as can be seen from Fig. 3.12,
reachingy = 1.75 at a rate ofR = 1.

Fig. 3.13 portrays thé;, /Ny value required for supporting a normaliseger-load of both
n = 1.00 andy = 1.25. It can be observed that having a high code-rate results gwacdding
gain and hence a high transmit power is required for supgpttie targetiser-load The optimum
code-rate iR = 5/8 in this scenario. However, having a code-r&édelow the optimum also
requires an increasdt},/ Ny for supporting the targetser-load

At high E, / Ny values, where the noise is insignificant, the soft MUD andstbfe de-spreader
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Code Octal Constraint| SF | No. of Iterations
Rate Generator length | (G) | [/ Trellis States
(Complexity)
R=1/8 [77505] 3 - 10/ 4 (40)
R=2/8 [5777] 3 2 10/ 4 (40)
R=1/3 [577] 3 3 10/ 4 (40)
R=4/8 [57] 3 4 10/ 4 (40)
R=2/3 [426][147] 3 5 10/ 4 (40)
R=3/4|[6226][1607] 5 6 10/ 4 (40)
[025 5]
Table 3.1: Table of convolutional codes used in joint code-rate andagting-factor optimisation
Scheme 1/64-Rep| 1/2-Cov+1/32-Rep 1/64-RA | 1/4-RA+1/16-Rep
Type of System MC-IDMA / MC-IDM
Type of Detection PIC
(@) 64
(Ep/No)¢ 12 6 3 3
n* 3.625/2 2.75/1.375 1.5/0.625 2/0.75

Table 3.2: Summary of the parameters and main results of coding vepmesding tradeoffs.
(Ep/ Np)¢ represents the minimuty, / Ny value in dB at which the channel code operatessgnd
denotes the maximum throughput expressed in bits/chip

become capable of almost completely eliminating the MUI wiadlocation the bandwidth to
spreading, while at lowE,/ Ny values the output extrinsic information of the soft de-apier is
gravely noise contaminated, which can only be improved bydhatively low-rate and hence pow-
erful soft channel decoder, this in turn reduces the praogssin.

Joint Coding and Spreading Design for MC-IDMA.. Let us now continue our investigations
by fixing the bandwidth expansion factor €6 = 64 and find the maximum number of users
supported by different channel coding combinations abuek, / Ny values, while maintaining a
given target BER ofl0~° with the aid of EXIT charts. Four typical channel coding conaions
are investigated as seen in Table 3.2, namely 1) Scheme &-1/@4 repetition code 2) Scheme
2 - the concatenation of a rate-1/2 convolutional code ated¥£2 repetition code 3) Scheme 3 -
rate-1/64 RA code 4) Scheme 4 - the concatenation of a rdt®A/code and rate-1/16 repetition
code.

In Fig. 3.14 and Fig. 3.15, the rate-1/64 pure repetitionecotMC-IDM and MC-IDMA
Scheme 1 shows the highastltiple access capabilitat high E;, /Ny values for all the codes
considered. In a channel coded system scenario, as expdwtecbnvolutional coded Scheme 2
supports a higher number of users than the RA coded Schemé Sceme 4 for SNR values
in excess off,/ Ny = 5dB, since it has a highemnultiple access capabilifyas seen in Fig. 3.5.
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Figure 3.14: Normalised per user throughput verstys/ Ny performance of the 128 subcarrier
MC-IDM for a fixed bandwidth expansion factor 61 = 64 and forP, = 10> using the vari-
ous channel coding schemes considered in a 5-path chipdpagative exponentially decaying
uncorrelated Rayleigh fading channel.

However, the RA coded Schemes 3 and 4 are capable of relipbhating at loweE, / Ny values,
as a benefit of their higharror correction capability

RA coded Scheme 3 and Scheme 4 were also compared in Fig. rigllEa@ 3.15, where the
number of RA-decoding iterations was fixedfigy = 20. The low-rate RA coded Scheme 3 using
an insufficient number of decoding iterations has roughtysameerror correction capability but
an inferiormultiple access capabilityn comparison to the RA coded Scheme 4 represented by the
square-shaped legends. The number of iterations requyrédebrate-1/64 RA coded Scheme 3
was found to b&r 4 = 80 to have a superior performance in comparison to Scheme 4.

Importantly, the achievable normalised user-load of bbthdonvolutional coded MC-IDMA
Scheme 2 and repetition coded MC-IDMA Scheme 1 communigatuer fading channels is quite
remarkable in comparison to the single-user AWGN scenasaeen in Fig. 3.15. This is a benefit
of the so-called multiuser diversity, which will be discaddater. In fact, the achievable user-load
improvements increase without limits upon increask)y Ny, as stated in [120] in the context
of DS-CDMA. These benefits can be further increased by usitlpsihaving a near-single-user
performance or optimised unequal power/rate allocati@j. [8

Remarks.Based on the above analysis, we found that the joint codinigspreading design
of the MC-IDM and MC-IDMA systems have to take into accourd #pecificE, / Ny values en-
countered. At highE, /Ny values, DS-spreading dispensing with FEC was capable qiostipg
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Figure 3.15: Normalised user-load versiks / Ny performance of the 128 subcarrier MC-IDMA
for a fixed bandwidth expansion factor 6f = 64 and forP, = 10~° using the various channel
coding schemes considered in a 5-path chip-spaced negapiementially decaying uncorrelated
Rayleigh fading channel.

the highest normalised throughput. By contrast, at lpw N, values the employment of explicit
channel coding becomes crucial, since it improves the aahie BER at the cost of reducing the

attainable multiple access capability.

The authors of [113] found that the employment of channelrap@vas always beneficial for
MF based iterative MUDs in DS-CDMA systems, regardless efEj/ Ny values encountered.
When considering the MC-IDM and MC-IDMA systems, which a&goploy MF based iterative
MUD, our conclusions stated above were similar to those difawa MMSE based iterative MUD
in a DS-CDMA system, as reported in [113], which potentialyguires high-complexity matrix
inversion operations. This suggests that the employmentastic CDMA DS-spreading codes
should be replaced by repetition codes in the context of b@IDM and MC-IDMA in the
interest of benefiting from both its low-complexity MF bagktection and an improved bandwidth

efficiency.

In classic DS-CDMA, the different MUDs exploit the diverseri@lation properties of the
DS-spreading codes differently. Hence they result in bifé channel coding versus spreading
tradeoffs, depending on the specific features of the MUDs@red. The MUD of MC-IDM and
MC-IDMA operates on a chip-by-chip basis, thus the jointingdand spreading design becomes
a single joint low-rate code design problefrule of thumb, when designing MC-IDM and IDMA
systems for operating in various channel conditions at @y, / N constraint and at an afford-
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Scenario SC-IDM/IDMA | MC-IDM | MC-IDMA
Channel AWGN Rayleigh
Type of Detection PIC
Type of Code 1/8-Rep
Q 8
Ey/ Ny 14
i 2 3.5

Table 3.3: Summary of the parameters and main results of multiplexargus diversity tradeoffs.

able decoding complexity is that of opting for the specificCRehannel code having the highest
rate, which is ’just’ capable of meeting the specific targ&RBrequirements and then dedicat-
ing the rest of the affordable bandwidth expansion to D®aging, i.e. to DS repetition codes.
It is also important to notice that appropriate unequal poaecation depending on the specific
code [85] is also possible for the sake of achieving high badith efficiency. Then the joint coding
and spreading problem becomes irrespective to the codetisale However, this needs a succes-
sive interference cancellation aided MUD, which is very mgensitive to error propagation from
a practical implementation point of view.

3.2.4.2 Multiplexing versus Diversity Trade-offs

In an MC-IDMA system, at any chip instant, each user’s chipy na differentiated by their dif-
ferent FDCTFs, which is essentially equivalent to the cphad SDMA [115] 3. By contrast,

in an MC-IDM system, each stream’s signal is differentiabgdits unique stream-specific chip-
interleaver, noting that there is no way of differentiatiagnong the streams at any chip instant,
since their FDCTFs are identical.

In Fig. 3.16, we compare the three typical channel codeglégpsystem configurations sum-
marised in Table 3.3, all of which have a total bandwidth exgan factor o) = 8 and operate at
E,/Nog = 14dB. Explicitly: 1) Scenario 1 - AWGN channel representing astant equal-power
system; 2) Scenario 2 - MC-IDM representing a multiplexiggtem designed for supporting the
highest possible throughput for a single user, which cao bésviewed as a DL broadcast sys-
tem scenario or the scenario of co-located users/anteBh&senario 3 - MC-IDMA representing
an UL multiple access system supporting geographicallgedged users/antennas. Based on Fig.

3.16, we infer the following conclusions:

1. Inthe noise-limited right-hand-side area of Fig. 3.h&,interference was almost completely
cancelled, resulting in a near-single-user performandsetve in Fig. 3.16 that as expected,
Rayleigh fading imposes a detrimental effect on both the @A and MC-IDM type

3SDMA [115] is a multiple access technique where each uséffesentiated by their user-specific channel impulse
response.
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Figure 3.16: The MUD’s EXIT curve for both the 128-subcarrier MC-IDMA aiiC-IDM sys-
tems for transmission over the 5-path uncorrelated Raylgiding as well as for an AWGN chan-
nel environment.

systems compared to the AWGN channel, when operatitty AN, = 14dB.

2. Forthe multiplexing Scenario 2 usidg = 2 andM = 8, the extrinsic information recorded
for the MC-IDM system under fading channel conditions wagargbounded by the AWGN
channel’s curve. This implies that for the MC-IDM Scenarjavbere the same CIR is expe-
rienced by all streams of a given user, the fading alwaysbéshiletrimental effects, leading
to either a higher BER or requiring a high&r/ Ny value. Nonetheless, the increased single-
user throughput may be considered to be the explicit benkftieosystem’smultiplexing
gain.

3. In contrast to the MC-IDM Scenario 2, when the MC-IDMA Saga 3 was employed, in
the interference-limited region of Fig. 3.16, the systetaiaéd an increased output extrinsic
information under fading channel conditions in comparigothe AWGN channel scenario,
where each user was assumed to experigmbependenfading. This is because each chip
can be differentiated by its different FDCTF, resulting imare reliable estimation of each
chip, or equivalently, in a higher extrinsic informatiorhi$ beneficial effect may be referred
to asmultiuser diversityf120].
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MC-IDMA in a 5-path chip-spaced negative exponentiallyalgong uncorrelated Rayleigh fading
channel.

4. Since the priori information was increased during the consecutive PIC MlgEations, the
interference was essentially cancelled, and as a resulidgaiglly reduced multiuser diversity
benefit was observed. Thus, the improvements recorded aseéitbef multiuser diversity
in the MC-IDMA Scenario 3 become less and less compared teguevalent MC-IDM
Scenario 2, as seen in Fig. 3.16.

Let us now investigate our proposed MC-IDM-IDMA system’sltiplexing versus multiuser
diversity gain. Fig. 3.17 shows the associated tradeoff&den the multiplexing gain (per-user
throughput) provided by the MC-IDM Scenario 2 and the diigrgain (user-load) supported by
the MC-IDMA Scenario 3. The achievable gains were normdltsghe total bandwidth expansion
factor of () = 8, dedicated to length-8 repetition codingfat/ Ny = 14dB, when communicating
over both a dispersive Rayleigh fading channel as well adW&Al channel conditions. It is worth
emphasising that in the MC-IDM-IDMA system, it is the totgstem’s normalised user-load that
is higher than that of the AWGN channel scenario, while tliividual users’ effective throughput
is typically low. The maximum normalised per-user througthgrovided by the MC-IDM Scenario
2 is seen to be 2 bits/chip in Fig. 3.17, while the maximum radised user-load provided by the
MC-IDMA Scenario 3 is 3.5 bits/chip in Fig. 3.17. Our propdssystem is thus flexible in terms
of assigning the total system throughput to a single IDM asqaroviding access for several users.
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Figure 3.18: EXIT chart analysis of different MUDs.

3.2.4.3 Complexity versus Performance Trade-offs

For the sake of achieving higher user-load, more powerfullMilgorithms are necessary instead
of employing sophisticated power allocation schemes. ilghbsection, we investigate the EXIT
curves of the optimum ML MUD and the currently proposed PIC MUWurthermore, a hybrid
MUD is proposed, which is capable of approaching the ML MUp&formance at a reduced
complexity.

Fig. 3.18 compares thg,,,; function of theK = 12-user MC-IDMA system communicating
over a dispersive Rayleigh fading channel scenario havipanawidth expansion factor 61 = 4
andE,/ Ny = 10dB, when employing a sub-optimum MF based PIC MUD and ML MUD steti
in Table 3.4. At the left of Fig. 3.18, which corresponds te thterference-limited region, the
ML MUD outputs only marginally higher extrinsic informatiachan the PIC MUD. This implies
that the achievable multiuser diversity is sufficientlythfigr almost entirely compensating for the
suboptimal nature of the MF based PIC MUD algorithm compaoettie optimum ML MUD. As
the amount of availabla priori information increases during the consecutive iteratiding,gap
between these twd,,,,; curves becomes more substantial owing to the reduced reedtiiversity
and the suboptimal nature of the MF based PIC MUD. Ultimatdigse twoT,,,; curves tend
to the corresponding single-user performance, when treetsfiof MUI have been more or less
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Detection PIC ML
Type of System MC-IDMA
Type of Code | 1/2-Rep+1/2-Conv

(@) 4
E,/ Ny 10
n 3

Table 3.4: Summary of the parameters and main results of complexisuggperformance trade-
offs.

eliminated.

However, the complexity order of a ML detector increasesoagptially with the number of
users according t@(2X), while that of a PIC detector increases linearly with the bamof users
obeyingO(K) according to [31]. Hence, designing a MUD scheme which isiblgpof approach-
ing the ML performance with reduced complexity is of inter&his may be achieved with the aid
of a hybrid MUD [121]. As seen in Fig. 3.18, during the initfalv iterations we activate the PIC
MUD. Then the ML MUD is activated, in order to overcome the RIOD’s EXIT curve intersec-
tion between points A and point B in Fig. 3.18, where the PICDVBJEXIT curve T, is below
the EXIT curveT,,. of DEC. After this bottleneck, the PIC MUD is reactivated Inetinterest of
reducing the complexity imposed. Additionally, other At MUDs can be employed for the
sake of further reducing the complexity imposed, such as@eAlgorithm and Sphere Decoding
aided MUDs [115].

3.2.5 Practical Application of MC-IDMA

3.2.5.1 Comparison of OFDMA, MC-CDMA and MC-IDMA

After a detailed design analysis of MC-IDM-IDMA system, wew compare OFDMA, MC-
CDMA and MC-IDMA systems both in the UL seen in Table 3.5 aslaslin the DL seen in
Table 3.6. In summary, as an non-orthogonal MA scheme, M@Ahas all the advantages and
disadvantages of non-orthogonal multiple access schemoasiparison to orthogonal ones. More
explicitly:

1. It supports a higher user-load than the orthogonal scheme

2. It does not require coordination of the transmissionshef users, hence it is capable of

asynchronous communications..
3. It suffers from near-far effects, although this drawbeak be eliminated using a turbo MUD.

4. Apart from the above previous three considerations basetlL, in the DL MC-IDMA
is capable of mitigating the intercell interference, whilethe same time suppressing the
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Uplink (UL) SC-CDMA SC-IDMA

Type of MA non-orthogonal non-orthogonal
Near-far effect sensitive sensitive
Coordination not required not required

ISI mitigation equalisation / MC equalisation / MC
Receiver Type arbitrary turbo MUD
Complexity at BS flexible high

Multiple Access a high user-load the user-load may be

by employing MUD as high as 3.5 bits/chip or even higher,
when employing unequal-power allocation
or sophisticated MUD
Per-user throughput Modulation / Multicode Modulation / IDM
as high as 2 bits/chip
achieving 3.5 bits/chip
by assigning stream-specific phase rotation

Table 3.5: Comparison of SC-CDMA and SC-IDMA in the UL

Downlink (DL) OFDMA MC-CDMA MC-IDMA
orthogonality orthogonal non-orthogonal non-orthogonal
Intracell interference no suppressed by MUD suppressed by MUL
Intercell interferencg present mitigated mitigated
Receiver Type SUD arbitrary turbo MUD
Complexity at MS low flexible high
Per-user throughput| moderate moderate / high high

Table 3.6: Comparison of OFDMA, MC-CDMA and MC-IDMA in the DL

intracell interference using a MUD.

3.2.5.2 Implementation Example of IDMA

Bandwidth expansion allows the IDMA system to accommodatétipte users. The traditional
spread-spectrum systems, such as DS-CDMA, provide a lcawdtd per-user, which is unsuitable
for high-rate data services. MC-IDM-IDMA, on the other haiglflexible in terms of its per-user
throughput and multiple access capability. We demonstiatEig 3.17 that the per-user throughput
can be as high as 2 bits/chip, when BPSK modulation is emglayel 3.5 bits/chip total system
user-load can be achieved. This is achieved by using a tedmver at the BS, where the detection
front-end employs MF based MUD having a complexity whichréases linearly with the number
of users/streams. Even higher throughput can be achievgablvgr/rate optimisation or more

sophisticated detectors. However, due to its complexig/tarbo-receiver may be more applicable
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O=8 | CDM 1 code 6 code
480kbps 2.88Mbps
IDM | n=1/8 |n=1 n=2 n =235
480kbps | 3.84Mbps| 7.68Mbps| 13.44 Mbps
(=16 | CDM 1 code 6 code
240kbps 1.44Mbps
IDM | n=1/16 | n =1 n=2 n =235
480kbps | 3.84Mbps| 7.68Mbps| 13.44 Mbps

Table 3.7: Achievable throughput of IDM conceptin UTRA FDD UL system.

in the UL than in the DL. Hence, MC-IDM-IDMA is applicable ihé¢ UL for both delay-sensitive

services, such as interactive voice and video applicatsnsell as for high data-rate applications.

For example, in the UTRA FDD UL, which employs Orthogonal isthte Spreading Fac-
tor (OVSF) codes has length of 4-256 chips in the DedicategiPal Data CHannels (DPDCH).
The scrambling is done by Gold codes for a 38 400chips per X¥tan®e. Given a 5MHz band-
width, a bandwidth expansion factor 6f = 8, this corresponds to a data-rate of 480 kbps. In
MC-IDM, where a 2 bits/chip throughput is observed, thisitiessin a 7.68 Mbps per-user through-
put. In MC-IDMA or when using stream-specific phase-rotagion the context of MC-IDM, a
3.5 bits/chip per-user throughput can be achieved, casreipg to 13.44Mbps, which is achieved
with the aid of 28 IDM streams as seen in Table 3.7.

3.3 Interleaved Random Code Division Multiple Access

In this section, we Generalized the concept of IDMA, leadimghe so called GCDMA scheme,
which may be defined as a multiple access scheme that sepasats in the 'generalised’ code do-
main constituted by either classic spreading codes or byistigated channel codes, while sharing

the same time-slots and frequency bands.

3.3.1 Introduction

In this generalised spirit, apart from the well-known DS{@B [28] scheme, two lesser-known

GCDMA schemes were also proposed, namely TCMA [29] and IDNA][ In the former, the

separation of the users is achieved by the unique combinafioser-specific Generator Polynomi-
als (GP) combined with bit-to-symbol mapping schemes aratlgavers, whilst the latter employs
user-specific interleavers, which may be regarded as raesbannel codes. These two GCDMA
techniques are instantiations of our more general noregahal random waveform based mul-
tiuser communications, where the employed interleave@sathey the random-coding principle.

Alternatively, random-coding principle may be achievedtg family of LDPC codes. Hence we
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will jointly refer to these schemes using the generic teoiugy of IR-CDMA.

Typically, a relatively short code constraint length isdaked in TCMA systems in order to at-
tain a reasonably low decoding complexity. Naturally, tieiduces both the number of GPs and the
number of users supported. It reduces the probability obentering random-like, low-correlation
codewords. It was shown in [29] that in TCMA the employmentainique user-specific inter-
leaver after the TCM scheme is essential for the sake ofattaian attractive multi-user BER
performance, since the interleaved codewords become rmapdem-like and potentially impose a
reduced interference owing to their lower correlation.sTisidue to the fact that the cardinality of
the set of interleaved codewor¢ls(C)|, becomes significantly larger than that of tid8, where
C represents the set of all possible TCM codewords amdpresents the set of user-specific inter-
leavers. Hence TCMA may be viewed as a special case of IDMAl@img TCM codes as the
outer channel code and removing the DS-spreading operatitiPMA, thus resulting in a poten-
tially narrowband multiple access system. A specific featffTCMA is that each user’s transmit-
ted symbol typically contains more than two bits. This ptitdly renders the receiver complex,
when the number of users is high. High-complexity ML detattivas proposed in the original con-
tribution on TCMA [29]. Another potential complexity-ré&d issue is the high peak-to-average
power ratio of the transmitted signal having a large modutegignal constellation [115]. By con-
trast, IDMA has the benefit of employing low-complexity hinaignalling for each user and yet, it
is capable of achieving a high overall spectral efficiencgtuxally, increasing the number of users
is achieved at the cost of sacrificing the individual usdmsdtaghput. Thus, IDMA is suitable for
relatively low-rate UL communications. It was also showrj3f] that purely code-spread IDMA
but no spreading combined with appropriate power allooasa@apable of approaching the channel
capacity, with the aid of using Turbo-Hadamard codes formgta [122].

Based on the random coding principle, the family LDPC cod&§ becomes also attractive
in the context of [123], since it has a built-in interleavefiich renders the employment of an
extra user-specific interleaver after channel coding uessary. However, low-rate LDPC codes
is hard to design. On the other hand, RA [124] codes havingrsivcoding rates constitute at-
tractive candidates for employment in IR-CDMA. Similar tBRBC codes, RA codes also have an
innate interleaver, while exhibiting a linearly incregsi@ncoding complexity as a function of the
codeword length. In this chapter, we propose non-systemagjular RA codes aided IR-CDMA,
where different users are distinguished by their unique-sigecific RA generator matrices, i.e.
their interleavers. We design a SE interleaver generagohnique for the sake of reducing the
interleaver’s storage requirements and investigate iteladion properties compared to those of
random interleavers. We also employ the hybrid detectibemse for the sake of supporting a high
user-load in an equal user-power scenario. Furthermorealiseeiss a low-complexity multi-user
power-allocation method designed for our RA codes aide€CIRAA system. It will be demon-
strated that when a sufficiently high interleaver lengthmiployed, the RA codes aided IR-CDMA
system becomes capable of approaching the Gaussian charapacity.
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In all, the novelty and contribution of this section is that

1. We introduce the general concept of IR-CDMA, which emplogndom-coding principle.
The conventional TCMA and IDMA are its subclasses when thdwoen-coding principle is

achieved by interleaved codes.

2. We propose low-rate RA codes aided IR-CDMA when the outglecemployed is quasi-
random codes, where the interleaver is embedded in the Glglarticular, we circumvent
the memory problem in the context of multiuser communicetiby our novel structured

design without sacrificing the BER/BLER performance.

3. Furthermore, in order to enhance the user-load of theiusalt communications system, we
propose both a hybrid detection scheme in equal-power Boaamawell as a low-complexity
capacity approaching power-allocation method.

The rest of the section is organised as follows. In Subse&i8.2, we present the transceiver
architecture of our proposed system. In Subsection 3.3e3digcuss several design aspects of
our RA codes aided IR-CDMA system, namely the SE interlegemeration technique advocated,
the hybrid multiuser detector designed for equal-powescalion and finally, we suggest a low-
complexity unequal power allocation scheme. Finally, weobade our discourse in Section 3.4.

3.3.2 System Overview

Consider aK-user non-orthogonal multiuser communication system. Ktheuser's signaby is
encoded by its user-unique channel céget a rate of, resulting the codeword, = Ci(by). In

a traditional interleaved codes aided IR-CDMA, e.g. IDMA®m, the channel code could be the
same for all users and a user-unique interleaver is employed, = 71x[C(bg)]. The canonical
discrete-time real-valued model as seen in Fig. 3.19 fonthkiple access channel is given by:

K
y = Z Hixy +mn, (3.18)
k=1

wherex, € {1}, y andn ~ CN(0,Np) denotes the transmitted signal, received signal and
AWGN signals, respectivelyH, = hyp; denotes the equivalent channel of ukewherep, con-
tains thekth user’'s amplitude subject to power allocatidip,denotes the identical independently
distributed CIR of usek.

An iterative receiver, consisting of a soft detector and skbat K individual soft decoders is
employed for the sake of seeking a tradeoff between the eatplof joint multiuser detection
and decoding as well as the performance loss due to sepandtiasar detection and single-user
decoding. We introduce two detection algorithms, namety dptimal ML detector and a low
complexity IC aided detector [31].
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C = T

b C : by,
Ch P Ch DET 2 DEC) |——

Figure 3.19: Transceiver of the proposed RA-CDMA system

ML detector: The ML detector calculates the extrinsic informati6fy, (xx) based on the sum
of all the K users’2X conditional probabilities for théth legitimate noiseless outpyt, given all
other bits’a priori information¢ corresponding tcxk +1, wherel € 2K:

ZVZ:XII(:_;'_l eXp( (H]/ ylH +(P)

e
s (3.19)
ec z\ﬂ:xzk:flexp( <Hy yzH N (p)
where
1 Cn
P T gl (3.20)
j#k
IC aided detector: Let us now rewrite Eq. (3.18) as
v e (3.21)

whereHy, = hyp represents the composite CIR of ugewhile { = Z]K#k Hjx; + n represents
the interference plus noise. In the case of binary modulatite real partRe) of H/y constitutes

sufficient statistics for estimating,, resulting in
Re(Hyy) = |Hilx+ Re(H(3), (3.22)

where (-)* denotes the conjugate complex value of a variable. We dehetsoft estimate of a
variablea by (4). Then,Re(H; ¢) and its variancé/ [Re(H;¢)] are given by:

Re(H{&) = HEFgR + H™g™ — |Hi|* % (3.23)
V[Re(Hi¢)] = (H)*V(I™) + (H")*V(@™) (3.24)
—|He|*V (%) +2HEH™p,

where¢ = Yf | HRH/™V (%) and Im(-) represents the imaginary part of a complex number.
The soft estimatg and its variance can be expressed by:

K
g = Y HEw, (3.25)

K
V(R = Y (HE)PV (%) + or. (3.26)
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We remark that the above two equations would be equally Yatithe imaginary counterpart. The
soft bit £, can be represented g = tanh[L¢

dec

(xx) /2], while its variance is given by () =
1-— 3?% Assuming? is Gaussian distributed, the extrinsic informati6fy, (xy) is given by:
Hiy) — Re(H;¢)

V[Re(H;¢)]

Re
Ger(Xk) = 2|Hil? ( (3.27)

Then the extrinsic information forwarded from the dete@arsed as priori information of the RA
decoder, which in turn generates more reliable extringarination £, (x;) for the next iteration.

3.3.3 Design of RA Code Aided IR-CDMA

RA [124] codes having diverse coding rates constitute @t candidates for employment in
IR-CDMA.. Similar to LDPC codes, RA codes also have an innaterieaver, while exhibiting a
linearly increasing encoding complexity as a function & todeword length. We now propose
non-systematic regular RA codes aided IR-CDMA, where thifi¢ users are distinguished by their
unique user-specific RA generator matrices, i.e. theirledgers.

3.3.3.1 Interleaver Generation

Consider non-systematic regular RA codes, which have ditiepedepth of L and information
packets length of). The generator of an RA code can be designed directly in atated way,
which is represented b§g = G; x Gy, whereG; is a(Q x QL)-element matrix specified by the
interleaver ands; is a(QL x QL)-element matrix specified by the accumulator:

(11 1 11|
111 11
6|01t 11
000 11
(000 11

The user-specific RA codes become unique by appropriatsligiag their inherent user-specific
interleaversrty’. Inspired by the efficient Nested interleaver concept ob[1®ere we propose

novel user-specific SE interleavers.

Construction of SE Interleavers. The proposed SE interleavers are constructed from a system-
specific base interleaver, a user-specific base interleavso-called constituent interleaver set,

which are then subjected to a position sorting operatidrmpfavhich are detailed below.

Thesystem-specific base interleavef is a randomly generated interleaver of len@hEach
user has a distinatser-specific base interleaver‘,;,k =1,...,K having the same lengtf-as the
system-specific base interleavet. The (k 4 1)st user-specific base interleaver is an interleaved
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version of thekth user-specific base interleaver rearranged by the syspeeific base interleaver

b bbb b b
n’, as follows: 7ty , = 7’(7r)) andrr] = 717,

The constituent interleaver setf userk is represented by, number / level of length® inter-
leavers, which is formulated as; = {7, o,..., 11 }. Each elementr; € 7}, = 1,...,L
of the constituent interleaver set is a distinct len@thnterleaver, having the same length as the
system-specific base interleavet. The (I + 1)st constituent interleaver is an interleaved version
of the Ith constituent interleaver rearranged by the user-spduifie interleaverr,’;, according to

M = () andrmy = 7.

Finally, the L number of length interleavers are concatenated to form a unique lehgih-
interleaver. This is carried out by the constituent interkr setposition sorting operationas
defined by the position mapping functigih which maps the indey; = 1, ..., Q within all the
L number of lengthe) constituent interleavers; € 7,1 = 1,..., L into a single user-specific
interleavermy = f(7r}) unambiguously mapping theQ number of input bit positions to the
interleaved positiong = 1, ..., LQ. More specifically, the indey; = 1, ..., Q within any of the
L number of length? constituent interleaver;, I = 1,..., L is mapped tg = (g, — 1)L + 1.

Cross-correlation Evaluation. Let us now demonstrate the equivalence of our proposed SE
interleavers to random interleavers in terms of the caiimrametric introduced in [125]. In other
words, our goal is to demonstrate that despite its signifig@aaduced memory requirements, the
proposed interleaver generation technique does not ipergee correlation between the pairs of
interleaved information sequences in comparison to ugingoem interleavers.

The correlationy between two independently generated random informatipgaegjuences;
ands, interleaved by two different interleaverg andr, is given by the scalar productbetween
111 (s1) andta(s2), which can be written as:

X = |m1(s1) o ma(s2)]. (3.28)

Since evaluating the correlation amongst all possiblespaiirandom sequenceas ands, has a
high computational cost, we seek a lower-complexity atigve [125]. We represent ass; =
YN, a;b;, wherea; € {+1} and the vectob; : b;(i) = 1,b;(j) = 0} of length N is a vector
within the basis seB = [by,by,...,by]| C RN. On the other hands, can be replaced by
generating a se6 = [g1,82,...,8nv] C RY, where each vectog; of length N has an entry
of gi(j) = —1 when we havg < i andg;(j) = 1forj > i. Thus the correlation of Eq.
(3.28) becomes the so-called upper-bounded basis caoretactory’ = [x%, x5, . .., x4/ defined
in [125], where each entrxf,]’ =1,...,N is represented as:

N
Xo =Y Imi(b;) o ma(g)- (3.29)
i=1

Fig. 3.20 demonstrates the normalised average histogrdie aforrelations recorded for both
random interleavers and for our proposed SE interleaveng. tdtal interleaver length was set to
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Figure 3.20: The normalised average histogram of the correlation fan b random interleavers
and our proposed SE embed interleavers. The total intentdangth was set to = 1024 and we
divided it intoL = 4 constituent interleavers, each having len@tk= 256. A total number of 100
pairs of interleavers of both random interleavers and oopgsed interleavers were averaged.

N = 1024 and we divided them intd. = 4 constituent interleavers, each having a length of
Q = 256. We averaged the correlations over both 100 pairs of randdenleavers and 100 pairs
of our proposed SE interleavers. Fig. 3.20 suggests thigtitally speaking, both interleaver

families exhibit similar correlations.

Furthermore, the system-specific base interleafetan be generated by a shift register based
m-sequence generator. Thus, our proposed scheme, whidbitex¢imilar correlation properties
to those of random interleavers, does not require the stashgll theK-users’ interleavers. Only
m bits have to be stored, where in our system is related to the length = 2™ of the source
information packets, rather than to the lengi of the RA aided IR-CDMA coded packets. This
is lower than the storage requirements of the basic Negiaéaters proposed in [125], especially
when the RA aided IR-CDMA coded packets are long.

Simulation ResultsFig. 3.21 compared the BER performance of our proposed Ra<aitied
IR-CDMA scheme, where the user-separation is achieved byspecific SE interleavers to that
of a conventional randomly generated RA coded IDMA configara[31], where the user separa-
tion is achieved by user-specific interleavers after chiacoding. The simulation parameters are
summarised in Table 3.8. Fig. 3.21 shows that our proposstérsydoes not suffer from any BER
performance loss, which implies that having an extra iatarr after channel coding is redundant
in conventional RA coded IDMA systems and hence the employmoi’stand-alone’ unique user-
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Modulation Type BPSK

Channel Type AWGN (Fig.3.21) and UR (Fig.3.23)
Rate of RA Code 0.25

No. of SE levels 4

Info. Packet Length(Q) 1024

Iter No. (Det and Dec) || 5 (4 users), 10 (6 users), 20 (8 users)
Iter No. (SPA) 20

Table 3.8: Summary of the simulation parameters.

specific SE generator matrices is sufficient in our RA coddechiR-CDMA system. When RA
code is employed, only a base interleaver is needed, makegémory requirements independent
of the number of useK. Furthermore, we note that the difference in the memoryirements of
the two systems will become more pronounced upon incredsangumber of usend or the block
lengthN. The proposed system will be applicable in situations, whew-delay requirements are
an absolute necessity, for example in speech and video camations.

3.3.3.2 Hybrid Detection

We propose a novel hybrid detection scheme for the sake pbstipg large user-load under equal

power scenario.

EXIT chart Analysis. Let us firstly investigate the convergence behaviour of thmiive
multiuser receiver in an equal user-power scenario, i.eenmiie haveo, = p, vk using EXIT
charts [36]. Fig. 3.22 compares two detector's EXIT cungsafK = 8-user RA-CDMA system
communicating over an uncorrelated non-dispersive Rglyl@ading channel, when employing a
code-rate of = 1/4 atE, /Ny = 11dB, where we employed a sub-optimum PIC detector and the
optimum ML detector.

At the left of Fig. 3.22, which corresponds to timerference-limitedegion, the ML detector
outputs only marginally higher extrinsic information théve PIC detector. As the amount of
availablea priori information increases, the discrepancy between these ¥iib &irves becomes
more substantial owing to the suboptimal nature of the Pi€aler. Ultimately, these two curves
tend to the corresponding single-user performance, wheeffacts of interference have been more
or less eliminated, corresponding to thase-limitedregion at the right of Fig. 3.22.

Hybrid Detector. As seenin Fig. 3.22, the PIC detector has a more limitedtalbdiexploit the
extrinsic information during the consecutive iteratiosnpared to the ML detector and hence its
performance is suboptimum. Our novel proposition is to heeRIC detector during the first few
iterations and then subsequently activate the higher-taxity but more powerful ML detector
for a few further iterations to avoid encountering the "lateck” region in the EXIT chart of the
PIC detector. Beyond the EXIT-chart’s bottle-neck regiom nvay then safely activate again the
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Figure 3.21: Comparison of the BER performance of our proposed SE RA caidesl IR-CDMA
to that of conventional randomly generated RA coded IDMAfgpmation. The simulation pa-
rameters are given in Table 3.8.
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Figure 3.22: EXIT chart analysis of RA codes aided IR-CDMA system.
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lower-complexity PIC detector.

In order to determine the activation instant of the difféidetectors, the average of the extrinsic
information’s absolute valugCS ,| generated by the detector is invoked, which is supposed to be
monotonically increasing as the number of iterations iseéased. The value 0L¢,,| is recorded
after each detector iteration and then compared to thateopthvious iteration, resulting in the
incremental value\ as:

1 1 —
A=|L% ) — e (3.30)

More explicitly, we determine the detector activation orde follows:

Step 1: Initially, we activate the PIC detector.

Step 2: Atiteration/, if A < Ay, the ML detector is activated, wherg is a small experimentally
predefined positive value.

Step 3: Atiteration!, we determine:
1) the actual extrinsic mutual information valllgéc from the decoder based on the recorded
el
|‘Cdet|'

2) the requirech priori mutual informationl®, for the PIC detector to get the sar&/. |.

If I“;;fc - Igélt > &, whered is a small positive predefined value, we switch to the PICalete

As seen in Fig.3.22, the simulation-based stair-caseeshdptection trajectory closely follows
the EXIT curves of the receiver components employing ounritlygm. During the initial few itera-
tions, the PIC detector is activated. As the incrementeadiien gain of each additional iteration is
reduced, the ML detector becomes activated, in order toconee the PIC detector’s EXIT tunnel
constriction. When the consecutive iteration gains of the détector become sufficiently high
again, the PIC detector is reactivated in the interest afeid the complexity imposed. In order
to avoid any potential failure to converge, the threshold o$ed for switching to the PIC detector
should be appropriately adjusted.

Simulation Results. We now show that our proposed hybrid detection is capabl@mfoach-
ing the ML performance thus increasing the user-load. E2§8.Bortrays the attainable BER perfor-
mance of both the PIC and of the proposed hybrid detectorduasction of theE, / Ny and as well
as of the number of users supported. The simulation parasnate given in Table 3.8. Observe in
Fig.3.23 that at a multiuser sum-rate®f= K x r = 2, the PIC detector fails to converge, while
the proposed hybrid detector achieves an infinitesimallyB&R atE;, / Ny =~ 11dB. ThisE; /Ny
value is only about 3dB away from the ergodic Rayleigh fadihgnnel's capacity [20].

As an explicit benefit, the proposed hybrid detector becocagable of achieving a similar
performance to that of the potentially excessive-compleMiL detector at a moderate complexity,
since it is only activated during the critical detector atgons. Moreover, the ML detector can be
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Figure 3.23: Performance of the rate= 1/4 RA codes aided IR-CDMA system for transmission
over a non-dispersive, uncorrelated Rayleigh fading cabasing the proposed hybrid detector.
The simulation parameters are given in Table 3.8.

replaced by any low-complexity near-ML type detector [118]Jorder to further reduce the overall

complexity.

3.3.3.3 Power Allocation

The capacity of the scalar Gaussian multiple access chaamnebe approached by SIC and de-
coding combined with optimum power- or rate-allocation][3Motivated by this, we propose a
low-complexity power allocation scheme for our system ayiplg binary near-capacity RA codes,
which are capable of approaching the capacity for suffisidohg information block lengths, given

a total multi-user power constraint 8f= Zszl Pr.. We assume having an equal user-rate scenario,
i.e. that we haveR = Kr, whereR andr denotes the sum of the user rates and each user’s rate,

respectively.

The minimum required SNBNR™ at a given multiuser sum-rafeis given by [34] SNR" =
(22R —1). Our proposed power allocation scheme operates as folMigsset a small incremental
value T for representing the difference between the mininBIR™ and the require§NR’" at the

multiuser sum-rat® as follows:
T = (SNR");; — (SNR’”)dB. (3.31)

According to the individual RA decoder of userwe have a threshold vall@\R¢, at which the
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Figure 3.24: The achievable rate of RA codes aided IR-CDMA using the psepsimple power
allocation scheme and SE embedded interleavers for bothisfarmation bit length of 4096 and
long information bit length of 10 000.

RA decoder exhibits an infinitesimally low BER. This threkhmay be acquired by simulations or
by using a semi-analytic EXIT chart based prediction. THengower allocated to uskris given
by:

K
P = SNRf< Y. 15]-+L>. (3.32)

[t 10TSNR"

Furthermore, the difference between the minimum SNR andeateired SNR of usek is given
by:

7 = (2% —1),— (SNR') ;. (3.33)

Following the aforementioned power allocation procedure calculate the total power consump-
tion according toP = E,Ile P.. If we haveP > P, we set a larger incremental valaeand
reallocate the individual users’ power. The power allamais achieved when we haye= P and
the resultant threshold valuequantifies the distance from capacity for the multiuser sataR.

We now show that the RA codes with our proposed simple powecatlon scheme and SE
embedded interleavers are capable of achieving the Gaussidtiple access channel capacity.
Fig 3.24 shows the achievable rate of the RA aided IR-CDMAsesyisusing the proposed power
allocation regime for both a short information sequencetiernf 4096 and for a long information
sequence length of 10 000 bits. Although not explicitly shavere due to space limitations, when
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arater = 1/4 RA code was employed, the actugl/ Ny values required at these two information
sequence lengths for achieving an infinitesimally low BERenabserved to be at 0.8dB and 0.5dB,
when using either bit-by-bit simulation or EXIT chart prefiins, respectively, in conjunction
with Ix4 = 50 RA decoding iterations. The minimum decoding threshBjd Ny value for a
rater = 1/4 RA code having an infinite information sequence length wasnted to be 0.1dB
when using the sum-product decoding algorithm [124]. Hemeemay refer to the corresponding
achievable rate as the approximate RA aided IR-CDMA capacit

Observe in Fig 3.24 that RA aided IR-CDMA system is capablepgroaching the Gaussian
channel’s capacity, when employing the proposed powecatiion scheme. Whery is small, the
overall discrepancyr of Eq. (3.31) will also be small and as a benefit of the powescalion
algorithm contrived, the system operates close to the eable channel capacity, as seen in Fig.
3.24. However, the overall differenedormulated in Eq. (3.31) increases further, when the number
of usersK becomes high, especially when a short information sequksmggh is used. This is
because our power allocation scheme does not take into @icttmuiterative receiver’s operation,
which results in a smalr at a high multiuser sum-rate. This drawback can be elimihate
the simulation based power allocation scheme of [85], whiicbs take into account the iterative
receiver’s operation at the cost of a higher complexity. STaur low-complexity power allocation

is suitable in moderate multiuser sum-rate scenario,lR.g. 3.

3.4 Conclusion

In this chapter, a specific instantiation of non-orthogaaaldom waveform based multiuser com-
munications, namely IDMA was introduced, where differeséns are separated by means of their
unique, user-specific explicit chip-interleavers. Basedaaetailed literature review concerning
the rationale of the transition from DS-CDMA to IDMA and mted by the concept of chip-
interleaving, four important benefits of employing IDMA weconsidered, namely the benefits
of random coding, its improved time diversity, its poweritdrative receiver architecture and its
flexible joint coding and spreading design.

In Section 3.2, a novel generalized MC-IDM-IDMA structur@svproposed and its conver-
gence behaviour was analysed with the aid of EXIT charts. difierences between MC-IDM
and MC-IDMA were highlighted and the multiuser diversityneéits of MC-IDMA were revealed
in Section 3.2.4.2. The proposed system is flexible in terfregtber assigning the total system
throughput to a single user or providing a multiple accegslbgity for several users. Furthermore,
in Section 3.2.4.1, the associated coding versus DS-speaideoffs were discussed and our
findings were compared to the characteristics of traditi@&CDMA. It was found that in con-
trast to the separate DS-spreading and channel codingdafdigditional DS-CDMA systems, the
DS-spreading operation should be replaced by a repetitide i the context of IDMA so as to be
jointly designed with the FEC code for the sake of improving &chievable bandwidth efficiency.
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Hence, a general design rule was provided for the low-ratles®f our systems. The associ-
ated complexity versus performance tradeoffs were digclss Section 3.2.4.3 by investigating
two MUDs’ EXIT curves and a reduced-complexity hybrid MUDnoept was provided. Based
on these theoretical studies, in Section 3.2.5, we compd@dDMA to two mature techniques,

namely to OFDMA and to MC-CDMA both in the UL and DL scenariohéelpotential employ-

ment of IDMA in a practical system as a variant of multicodensmission was also advocated.
Although these tradeoffs are based on semi-analytical EXAIt aided techniques, pure analytical

investigations may be pursued in our future work.

As a natural generalisation of the random coding principle,proposed the concept of IR-
CDMA, where different users are separated by their unigusigiandom codes. Apart from the
IDMA family, user-specific SE interleaver aided RA codes avproposed in the context of IR-
CDMA. The specially designed SE interleavers significantigluce the memory requirements in
a multiuser context, while maintaining the target BER aslwaslBLER performance. This is
an explicit benefit of using a structured interleaver desi§mce RA codes constitute a class of
near-capacity codes, it was also demonstrated that ourdt®vRA code aided IR-CDMA system
employing the SE interleavers is capable of approachingstugssian channel's capacity with the
aid of the low-complexity unequal power allocation scherm8extion 3.3.3.3. More explicitly, the
discrepancy between the capacity and the achievable thpoti@f our IR-CDMA is a function of
both the block length as well as of the number of users. Asudtrése IR-CDMA system becomes

more suitable for employment in a moderate multiuser sumseenario.



Chapte

Interleaved Random Space-Time
Coding and Energy Efficient Network
Coding for Multi-Source Cooperation -
Cooperative System Application

Apart from the infrastructure based wireless networksudised in Chapter 3, the concept of non-
orthogonal random waveform based multiuser communicatian also be applied in wireless
ad-hocnetworks. In Section 4.1, we propose a novel distribute TRz scheme designed for MSC
employing various relaying technigues, namely Amplifyakard (AF), Decode-Forward (DF), Soft-
Decode-Forward (SDF) and Differential-Decode-ForwardH). We characterise the achievable
slot utilisation efficiency and introduce a two-phase comitation regime for our IR-STC aided
MSC in Section 4.1.2. A matrix based formalism is introduge&ection 4.1.3 for describing our
IR-STC scheme and the SE random interleaver contrived ip&h8 is employed. We characterise
the achievable performance of the proposed IR-STC desigic@mpare it to that of the traditional
G, andG,4 Orthogonal Space Time Block Code (OSTBC) invoked for MSCent®n 4.1.4.1. The
performance of our IR-STC is then characterised in conjanavith various relaying techniques
under different inter-source Nakagami-m fading channabd@n in Section 4.1.4.2.

In Section 4.2, we continue by considering coding schemsigided for energy efficient MSC.
More explicitly, in Section 4.2.2, we propose both a powkeHBC scheme and a PANC scheme.
The concept of generalised network coding is introducedlamdelationship between SPC and Net-
work Coding (NC) is revealed. Our simulation results preddn Section 4.2.4 demonstrate that
both of the proposed schemes are capable of performing tdabe outage probability bound at
relatively low transmit powers. Moreover, compared to tRCScheme considered, the proposed
PANC arrangement imposes a lower complexity at the cost difjatperformance degradation,
while maintaining the same throughput and delay.
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4.1 Cooperative Interleaved Random Space-Time Coding Scime

4.1.1 Introduction

MIMO systems [2] are capable of providing both diversity aoding gains in the context of Space-
Time Codes (STC) [126] as well as of supporting a high mudiipig gain, when using for example
BLAST [127]. However, at the Mobile Station (MS), it may bepmactical to accommodate multi-
ple antennas. Apart perhaps from a paingR-spaced beamforming elements separated by 7.5cm
at a carrier frequency of 2GHz. Even if multiple antennasam@mmodated by a laptop’s back-
plane, their signals are often exposed to shadow fadingshwimposes simultaneous correlated
fading on the elements. In this case, the MIMO-related benefode, unless they are combined
with HSPA style adaptive modulation [2]. Alternatively,etmovel concept of cooperative com-
munications allows us to assign the MIMO elements to geducafly separated cooperating MSs,
which are no longer prone to shadowing-induced correladih§, leading to the concept of Virtual
MIMO (VMIMO) [128], [129].

Cooperative diversity [130] relying on a distributed MIM@stem [115] is capable of elimi-
nating the correlated fading induced diversity-gain eno%if co-located MIMO elements imposed
by the omni-present shadow fading. Hence this novel tecienis capable of improving the BER
performance, while supporting a high throughput as wellragiging an improved cell-edge cover-
age [131]. It has the potential of beneficially combiningtitagitional infrastructure based wireless
networks and the ad-hoc wireless network philosophy [132pst research in the literature was
dedicated to the aspects of information-theoretic anglysicreating practical relaying techniques
and to the investigation of distributed STC designs [133}1BRecently, the Cooperative Multiple
Access (CMA) channel has attracted substantial reseatetests [135], where multiple sources
forming a cluster of cooperating nodes communicate withdstination, which is also known as
MSC [136,137].

The main objective of cooperative communications is thasiofultaneously achieving both
a high multiplexing gain and a high diversity gain [138]. tttive coded modulation schemes
were designed for both the spatial and time domain, usingXample BICM [21,61], MLC [59]
and Turbo-BLAST schemes [139]. Similar to turbo-BLAST, ertly, a multilayer Interleave Di-
vision Multiplexing (IDM) aided STC was proposed by Wu anddPin [140], and its potential
applicability in cooperative communications was alsodgdito. The resultant IDM-STC was then
investigated and analysed in [141], where a similar peréoroe was reported to that attained by
Alamouti's STBC.

Against this background, we propose an error-resilienthygi-throughput IR-STC scheme,
which is contrived for MSC. Our IR-STC designed for MSC extsilseveral beneficial properties:
1) It achieves &igh-throughputas a benefit of its high slot utilisation efficiency with thd af the
superposition coding concept [57,58]. 2) It hdsw BERthanks to the powerful iterative receiver



4.1.2. Construction of IR-STC Aided MSC 96

employed [75]. 3) Our IR-STC design constituteaan-orthogonalscheme, which is capable of
approaching the (cooperative) multiple access channapaaty [135]. 4) The IR-STC proposed
has the benefit of operating with the aid of using autononyogsherated random interleavers,
which facilitates their cooperation without any centrahtoller, even without knowing the number
of nodes. This is in contrast to the conventional distridUBSTBC, where each node emulates a
specific virtual array element of a structured STC. Thus, design avoids the requirement of
a centralised code allocation procedure. Given the abemationed attributes, we refer to the

proposed scheme aglacentralisechon-orthogonal IR-STC.

Our goal is to quantify the slot utilisation efficiency ached by MSC compared to conven-
tional Single Source Cooperation (SSC), which allows usittuaneously achieve full diver-
sity and a high throughput. We analyse the achievable ratgepefficiency and the network-
architecture’s flexibility and contrast the benefits of IRESto those of the traditionalb, and G4
OSTBC design [72]. Furthermore, we investigate severalyimey) techniques in the context of
our IR-STC aided MSC, such as the AF, DF, SDF and DDF technidea nutshell, the novel
contribution of this section is thate design a decentralised error-resilient, yet high-thlybput
non-orthogonal IR-STC scheme suitable for MSC and chanigetéts achievable performance,
when employing various relaying techniques and encourgeNakagami-m fading inter-source

channels.

The rest of this section is organised as follows. In Subgedfi.1.2, we describe the MSC
scenarios considered, highlight its slot utilisation édficy and introduce our novel IR-STC ar-
chitecture designed for MSC. In Subsection 4.1.3, we apatys IR-STC with the aid of matrix
representation. In Subsection 4.1.4, we outline the aablevbenefits compared to the traditional
G, andG4 OSTBC design and investigate the performance of our IR-Sheérse employing dif-
ferent relaying techniques using simulations. Finally,ce@aclude our discourse in Section 4.3.

4.1.2 Construction of IR-STC Aided MSC
4.1.2.1 Cooperation Scenario

Consider a cluster of single-antenna sources coopesatboehmunicating with a destination em-
ploying a single receive antenna resulting in a Virtual Nt Input Single Output (VMISO) sys-
tem. In this VMISO cluster, we assume having a totalNofCooperating Sources (CS, Active
Sources (AS) andN — K) Relaying Sources (RS). An example of this is illustrated i F.1
having 5 CSs, 4 ASs and 1 RS.

Cooperative communications typically entail two phasesPhase-I cooperationthe source
information emanating from ak ASs is broadcast to all CSs in a Time Division Duplex (TDD)
manner under the assumption of perfect synchronisation.cadyrast,Phase-Il cooperationis

defined as the joint transmission of a combined IR-STC siggahe concerted action of all the
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Figure 4.1: A two-phase VMISO cooperation cluster having 5 CSs, 4 ASslaR&.
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Figure 4.2: Slot utilisation efficiency of Multi-Source Cooperationda8ingle Source Coopera-
tion.

N CSs. In this Chapter, the superscript!) and(-)(?) denotesPhase-I cooperatiomndPhase-I|

cooperation

We assume that all inter-source channels denoted, asnd the source-destination channel
denoted a#; ; experience i.i.d Nakagami-m fading obeying the PDF of [1]:

pz(x) = %xzm—lexp {_”’%2} x>0 (4.1)
wherem > 0.5 is the Nakagami-m fading parametél,= E {xz} is the variance ok andTI'(+) is
the Gamma function. In this section, the inter-source chbinn is assumed to be asymmetric, i.e.
we havehy ,, # h, r, whereh; , represents the inter-source channel between séuand sourcer,
which tend to be in close proximity of each other. Since ed¢hakK ASs transmits its information
in aPhase-1 cooperatioslot, it is reasonable to assume that the fading envelopenstant in that
slot and fades independently for the different slots. We alssume that the inter-source channels
benefit from a higher effective SNR, i.e. we haxg > -, 4. Furthermorem > 1 is used only for
the inter-source channels, where an SNR-based node getisalscheme may be used for spotting
the specific CSs benefiting from a high-quality channel.
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4.1.2.2 Slot Utilisation Efficiency

As seen in Fig. 4.2, wherl = K = 3, in conventional SSC, each source broadcasts its informa-
tion to all (N — 1) CSs during thd?hase-I cooperationwhich is followed by a joint relaying of
their information to the destination by the concerted actbthe (N — 1) CSs inPhase-Il coop-
eration An entire cooperative transmission phase is concludeenveti K ASs completed their
cooperation. By contrast, MSC is constituted by a full cyaflénformation broadcasting from all
K ASs to allN CSs duringPhase-1 cooperatianfollowed by their joint transmission to the desti-
nation duringPhase-IlI cooperationwhere each CS transmits &l ASs’ information. Therefore,
each CS simultaneously transmits multiple sources’ in&diom with the aid of their superposition,
resulting in a high throughput. This implies that each seuscserved simultaneously by multiple
CSs, which are chosen to be those that experience a highygméér-source channel and hence
the entire set of ASs benefits from a high diversity gain.

Let us define theslot utilisation efficiencyf a cooperative schemg as the ratio between the
time duration required for transmitting all ASs’ information in a non-cooperative manner and
that necessitated in a cooperative manner. Assume thabfibreniation broadcast phase of each
source requires a time duration’Bf, while the joint transmission iRhase-lltakes a time duration
of T,. Thus the slot utilisation efficiency of SSCrs_ssc = T/ (KT + KT,), while that of MSC
iS #s—mse = T/(KT; + T»), whereT is the time duration required for transmitting &l ASs’
information in a non-cooperative manner, whichlis= KT; when TDMA is used. Therefore,
MSC is preferable to SSC in terms of its higher slot utilisatefficiency.

4.1.2.3 Two Phase IR-STC Construction

Phase-I Cooperation.As seen in Fig. 4.3, we assume that each BPSK modulated ASgsiwo
repetition code§’; of rater; andC, of rater,, which are separated by a AS-specific interleavger
During Phase-I cooperationthekth AS transmits a repetition coded and randomly interledored
streamx,(cl) = Co {mx[C1(by)]}, k € [1,K]. Then, depending on whether the inter-source channel
hss is known at all CSs, two different transmission modes canropleyed, namely coherent

modulation and non-coherent modulation.

Coherent Modulation.During thekth of the K number of available TDD time-slots, thgh
CS receives the signal transmitted from kile AS, yielding the received signgﬁz = hk,nx,gl) +
no,k € [1,K],n € [1, N] ), whereng ~ CN (0, No) denotes the complex-valued Additive White

Gaussian Noise (AWGN). In this scenario, three relayingneques are considered.

1. Amplify Forward The signaylgln) received by theith CS is scaled to meet the average power
constraint, yielding:

)= (4.2)
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Figure 4.3: Block diagram of Interleaved Random Space-Time Code aideiti{f8ource Cooper-
ation

2. Soft Decode ForwardThe soft value £) of the signaylglg received at theth CSis calculated
as [36]L = 4(|h, ylegl) +R {h,’j/nn})/No. This is then scaled to meet the average power
constraint:

2 = £No (4.3)

" 4’hk,n’ V NO =+ ’hk,nyz'

Eq (4.3) essentially describes an AF technique in an uncodedpetition coded system,

because the soft valué can be viewed as an equivalent analogue-valued receivedlsig

3. Decode Forward The signah/,((,lyz received by theith CS is subject to BPSK hard detection,

resulting in

g1 =sign (R {np,ui}), (4.4)
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where the superscrip{s)* denotes complex conjugation.

Non-coherent ModulationWhen/;, s is unknown at the CSs, non-coherently detected differ-
entially encoded BPSK (DBPSK) modulation can be employelenTthe transmitted bit-stream
is expressed asél)(z‘) = s,(cl)(z' — 1)x,(<1)(z'),i € [1, M], whereM is the length of bit—stream,gl)
and s,El)(O) = 1 is a dummy bit used by the DBPSK detector as a reference. Tneidave

y]((’lg = hk,nsl((l) + nop.

Let us assume the presence of slow fading. Thenmay be considered to be constant over
two consecutive bits, hence non-coherent detection impeed according to:

g (i) = sign (R{y.,) (- Dy()})
= sign (R { ]hk,n|2x,((1)(i) + U}) , (4.5)

wherev ~ CN(0,2|h ,|*No) is a complex-valued AWGN component having a doubled noise
variance in comparison to coherent detection, where thex lalies on accurate channel knowledge.

When comparing these four relaying techniques, Eq. (4.8)Em (4.3) retain the original
signal, but scale both the signal and the noise componerile &h. (4.4) and Eq. (4.5) assume
first detecting and then reconstructing the signal, depgnadin the channel quality. We refer to the
first two techniques ason-regenerativeelay techniques and to the latter tworegenerativerelay
techniques.

Phase-Il Cooperation Following Phase-l cooperatigneach of theN CSs detects/scales all
the K ASs’ bit-streams according to the the above four relayirpnieues characterised by Eq.
(4.2)-Eq. (4.5). When considering th¢h of the N CSs, the joint IR-STC codeword is constructed

as follows

1. Codeword generatianThenth CS formsK parallel streams

Coili) = 2N — 1) + 1], (4.6)

n

wherei € [1, M/N],k € [1,K]. TheseK streams are interleaved B distinct interleavers
of the CS-specific interleaver s{eﬁrn,k}le and then Parallel-to-Serial (P/S) converted;to

2. Multilayer mapping Then the signal transmitted from th¢h CS becomes

L., .
«@ (i) = 1L 3 puge™icy[Lu(i— 1) + 1], 4.7)
nJ=1

wherei € [1, MK/NL,] andL, is referred to as the number lafyerscontributed by the:th
CS, whilep,; and6,; € [0, r) denotes the layer-specific amplitude and phase rotation.

In this section, we assunig, = L,p,,; = p;,0,; = 6;,Vn € [1,N]. Furthermore, we employ a
layer-specific uniform phase rotation so that theumber of layers are uniformly phase-rotated on
the two-dimensional signal space.
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In contrast to classic mapping and modulation schemes, asidhSK and QAM, multilayer
mapping, which are based on the theory of multiuser comnatioits, was designed to generate
an approximately Gaussian distributed transmitted sjgmhich allows the system to approach
the Shannon capacity. The rationale of allocating a diffepowerp; to each of thelL layers
is philosophically similar to that of the multilevel codirgpncept, where we create a number of
different protection levels and detect them by gleaningimsic information from the previously
decoded levels using multistage decoding. The associdfi@skpotation has two benefits, namely
that of reducing the Peak-to-Average Power Ratio (PAPRI)@trtansmittedcflz) and makingxflz)
having L layers more distinguishable for the detector.

An iterative receivelis employed at the destination Bhase-Il cooperationwhere either op-
timum but complex ML detection or reduced-complexity suimopm IC may be employed [140].
Employing different relaying techniques requires diffégramount of inter-source channel knowl-
edge at the destination. For the regenerative relay teghsigf Eq. (4.4) and Eq. (4.5), no
inter-source channel knowledge is required at the degiimaivhile for the non-regenerative relay
techniques of Eq. (4.2) and Eq. (4.3), inter-source chakmmlvledge is required at the destination.
However for SDF, the knowledge of the inter-source chasmalgnitude’; | at the destination
is sufficient.

4.1.2.4 Effective Throughput of IR-STC

Now, let us discuss the effective throughput of our IR-STiCthis section, we employ repetition
codes of code-rate; andr, for both C; and C, , respectively, resulting in a total code-rate of
r = (r; x r2). When considering a cluster &f CSs, the overall rate of the IR-STC scheme
becomesr_stc = ¥N. When ignoring the throughput reduction imposedlnase-I cooperation
for the sake of a simple argument, the effective throughpthecluster employing multilayer IR-
STC may be expressed as:

NIR-STC = TIR—sTC X L. (4.8)

For example, when = 1/8-rate repetition codetN = K = 4 sources are in a cluster ahd= 7
layers are superimposed at each CSs, an aggregate ratdashig_src = 3.5 is achievable.

By contrast, consider haviny = K = 4 sources in a cluster using a traditior@} type
OSTBC generator matrix (GM) [72]:

*

—X; —X3 —X; X —X4 —X3 —X2 X|
* *
—X3 X Xj Xy —X3 X4 X1 X
Gy =
* * * *
x5 Xj —xp x5 X X1 —X4 X3
X] —X; X3 X3 X1 —X2 X3 X4

The traditional STBC used in MSC operates as follows: 1) argle the information of;, k €
[1, K], which requireK time-slots; 2) joint transmission af, k € [1, K] using allN CSs according
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to the above matrices, where théh CS transmits theth row of the above GM. For the sake of
achieving a high throughput, each symhbglcan be modulated onto ah-ary constellation. The
effective throughput of the cluster excluding the overhehthe Phase-1 cooperatiorcan thus be
defined as

NosTBC = rosTBC X log, M, (4.9)

whererpstpe = 1/2 is the rate of thes, OSTBC.

4.1.3 Analysis and Design of IR-STC Aided MSC
4.1.3.1 Matrix Representation of IR-STC

Our IR-STC scheme employs a random distributed AS-spentficleaverr; as well as CS-specific
interleaver sel{nn,k},[f:1 for differentiating the various sources. The 'distributedture of the
random interleaver emphasises the fact that in contralsetodntrally controlled random interleaver
assignment regime of classic cellular IDMA-style syste@0], here the interleavers are assigned
autonomously. We adopt a matrix representation forktheAS’s IR-STCC. In our scheme, the
information source signdb, of length P is firstly repetition coded by ;, randomly interleaved
by AS-specific interleaver and further repetition codedlbyyielding the sequenc:qil) of length

M = P/r, obeyingx; = Ry[7; (R1)]by, where:

R; = dlag [11/7’1' cee '11/71](M1><P)

R, = diag [11/7’2/ cee /11/72](M><M1)
are the two repetition codes’ matrices amj = P/rq and the all-one vector is denoted Bs =
[1,...,1]T. The random AS-specific interleavey, of Fig. 4.3 permutes the corresponding rows in

the matrixRy, yielding the matrixR; = 7t; (R;). Denote thalG = Ry Ry, the IR-STC matrixCy
of size(M/N x N) is constructed according ©; = OB, where we have

O = |1k (8’1‘) 7ee o TINK (8’1‘\])] (M/NxPN)
_ [a1 N
o = [©f....0 } B
; - T
O = [Gunare s Ginnems] )
Bk = dlag [bk”bk](PNXN) .

where the subscrif ., stands for théth row of matrixG.

Our IR-STC employs the random distributed AS-specific Ietarerrr, as well as CS-specific
interleaver se{ nn,k},lle, which results in a distinct IR-STC matr®,. Then thes& distinct IR-
STCs are superimposed and transmitted simultaneousihdaake of supporting a high through-
put. This random construction is different from the one ps®d in [142], where each CS transmits
a random linear combination of the columns of an existing BST
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1 0 0 1 1 0 0 1
N N 1 0 01 A~ 0110
O O = O =
1 0 0 1 1 0 0 1
1 0 0 1 0110
T T
| b)) be(1) Be(1)  Be(1) k(1) be(2) br(1) be(2
Cr Ci = Cy =
K(2) be(2) be(2) bi(2) K(2) be(1) be(2) be(1)

Table 4.1: Matrix representation of the difference between Settingd $etting 2.

4.1.3.2 Investigation of IR-STC

We now illustrate the IR-STC employed in MSC having threadgpsettings of andr, given a
fixed total code-rate = 1/4 compared to the Alamou€, OSTBC [126] benchmarker represented
by the solid line seen in Fig 4.4, where we have= 1024, K = N = 2. The three code-rate
settingsare 1) = 1/4andr, =1;2)ry =1landr, =1/4;3)r; =1/2andr, = 1/2.

As seen in Fig 4.4, both Setting 2 and 3 have a similar BER a&th®@STBC, implying that

these two IR-STCs are capable of achieving full transmiediity, as theG, OSTBC does. By
contrast, Setting 1 has the worst performance.

The rationale of these findings is exemplified below. Assgnin= 2, the transmitted in-
formation source signal is expressedtas= [b;(1),b;(2)]" and the repetition matrices of the
ry = 1/4-rateR; in Setting 1 and of the, = 1/4-rateR, in Setting 2 are represented as:

T
11110000
R =R, =

00001111
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Figure 4.4: Comparison of the three typical code-rate settings of IRG&that ofG, OSTBC in
cooperative communications.

In this example, the AS-specific interleaver pattern emgdidp Setting 1 wasy = [7,5,1, 3,8, 2,6, 4]
and the CS-specific interleavers employed in both Settingew; ; = [3,1,4,2] andm,; =
4,2,1,3].

In Setting 1, we havé& = 71; (Ry). Then each row iR, is randomly mapped ontG; ., i €
[1, M] by the AS-specific interleaver; and dispersed ove®;. In this scenario, all /r; = 4
rows corresponding to the same diagonal elemerRofnay be mapped onto the sar@ thus
cannot be spread across All = 2 CSs, which results in a reduced effective number of CSs, i.e.
in a reduced spatial diversity order. In Table 4.1, the tastib;(1) or b(2) is assisted only by a
single CS, regardless of the CS-specific interleavers a. us

By contrast, when onl{’; is employed as in Setting 2, we ha&= Rj, and then theéth row
in R, is directly mapped ont&; ., and dispersed ove®;. In this scenario, thé/r, = 4 rows
corresponding to the same diagonal elemeRpare mapped across all tié = 2 CSs, although
a different CS-specific interleaver is used by each CS. As Be&able 4.1, botlb, (1) andby(2)

are assisted by = 2 CSs. Hence, Setting 2 benefits from a full diversity.

However, when a sufficiently high number of layers, suchLas 6 is employed, Setting 1
was seen to be best in Fig 4.4, while Setting 2 is incapableimbating the high throughput of
Setting 1, wherey;r_stc = 3. This is because Setting 1 has a fadibhigher effective interleaver
length compared to Setting 2 and hence it is capable of damgehe interference imposed by
a large number of layers, when an iterative receiver is eyapolo This implies that Setting 1 is a
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high-throughputnultiplexing-orientecconfiguration, while Setting 2 is a low-throughmiversity-
orientedconfiguration.

4.1.3.3 Distributed Interleaver Design

The generation of distributed random interleavers usediinf®-STC aided MSC should be carried
out in an efficient manner, while at the same time maintainhejr random nature. We again
employ the so-called SE interleaver as introduced in ClngpteWithout loss of generality, we
discuss the generation of AS-specific interleavers. ThenBtleavers are constructed from three
hierarchical layers, namely from a system-specific basgladver, a AS-specific base interleaver
and a so-called constituent interleaver set. These iategte are then subjected to a position sorting

operation, all of which are detailed below.

The system-specific base interleavef is a randomly generated interleaver of len@h-Ad-
ditionally, each AS has a distinéS-specific base interleaver?,k ¢ [1,K] having the same
length-Q as the system-specific base interleaxtr The (k + 1)st AS-specific base interleaver
used in the(k + 1)st TDD slot is an interleaved version of tkiln AS-specific base interleaver used
in the TDD slotk, which was rearranged by the system-specific base interedy as follows:

b o b(b b _ b
my,, = m’(my) andmr] = 7.

The constituent interleaver seaif AS k is represented byl number/level of lengtl inter-
leavers, which is formulated agf = {7}, 7%, ..., nY}. Each element” € 7t{, u € [1,U] of the
constituent interleaver set is a distinct leng@hnterleaver, having the same length as the system-
specific base interleaver’. The (u + 1)st constituent interleaver is an interleaved version of the
uth constituent interleaver, which was rearranged by thesp&kific base interleavezr‘;;, according

+1 _ b 1_ b
to 7"t = /(") andr' = 7).

Finally, theU number of length? interleavers are concatenated to form a unique lebhth-
interleaver. This is carried out by the constituent interér setposition sorting operationas
defined by the position mapping functigh which maps the indey* € [1,Q] within all the
U number of length@ constituent interleavers™ < mf,u € [1,U] into a single AS-specific
interleaverrt, = f(7r7). From a different perspective, this implies unambiguousbpping the
UQ number of input bit positions to the interleaved positigns [1, UQ]. More specifically, the
indexg" € [1, Q] within any of thel number of length? constituent interleavers™, u € [1, U]
is mapped tgg = (g* — 1)U + u.

4.1.4 Performance Evaluation

In this subsection, we investigate the performance of ou8TR aided MSC employing different
relaying techniques and stipulating different assumggtimmcerningd, ; by varying the Nakagami-
m fading parameters. Both ; andh, ; are assumed to be quasi-static, i.e. constant in every 1024



4.1.4. Performance Evaluation 106

Simulation Paramete

Info. bit length 1024

Modulation Type BPSK

Code-rate r=1/8

Cluster Info. N=4 K=4

Receiver IC, 30 iterations

Effective Throughput Gy IR-STC| A1 | Ap
NIR-sTC = 2 M=16 | L=4 | 6 -
NIR—-STC = 2.5 M=32 | L=5 5 -
Nir-stc =3 M=64 | L=6 | 4 9
NiR—sTCc = 3.5 M=128 | L=7 2 7
NirR-sTc = 4 M=25| L=8 | -1 4
Relaying Techniques AF SDF | DF | DDF
Cooperating Source |hs s | hs s hs s -
Destination hs s |hs,s | - -

Table 4.2: Summary of the simulation parameters and the powerfyairdB of IR-STC compared
to G4 OSTBC in MSC, wheré\{, A, denotes the power gain corresponding to 16-QAM and 64-
QAM in G4 OSTBC, respectively.

information symbol block, but they are independently fatletiveen the consecutive blocks. The
value ofh 4 is assumed to be perfectly known at the destination, whigektiowledge ofi; s is
either explicitly required or dispensed with at both the @8d the destination, depending on the
specific relaying technique employed. In all of our simwlasi, perfect relaying implies that &l
ASs’ information bits are perfectly known at all CSs. Our simulation parameters are listed in
Table. 4.2.

4.1.4.1 Benefits of IR-STC Aided MSC

We first assume perfect relaying and outline the benefits pfR-ETC aided MSC compared to
the traditionalG4, OSTBC.

Power efficiencyFig. 4.5 demonstrates that the achievable BER performahocardR-STC
aided MSC scheme is superior & OSTBC aided MSC. In this experiment, Setting 1 was used
for L > 5 and Setting 3 was used fér < 6. It can be seen in Fig. 4.5 that the maximum number
of layers supported wak = 7, which is equivalent to &, OSTBC scheme using a large and
hence error-sensitive 128-QAM constellation, and yet,sotieme required a lower power than the
4 bit/symbolG, OSTBC aided 16-QAM scheme, as observe8BR < 1072,

High throughput In addition to uniform phase rotation, non-uniform powedogétion is also
considered. In this paper, no attempts were made to forroptiynise the power allocation scheme.
Instead, the following simple non-uniform power allocatistrategy [86] was adopted, where this
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Figure 4.5: Performance 0G4 OSTBC and IR-STC over quasi-static fading in cooperativa-co
munications, wheré. = 4,5,6,7 layers corresponding uptpr_src = 3.5 transmission were
supported. Additionally, with the aid of non-uniform powadtocation,. = 8 layers can be sup-
ported.

power allocation strategy under consideration was deraggliming capacity-achieving codes.
Consider allocating the lengthlayer-specific amplitudes, which obeys:

oin = pi/B (4.10)

while ensuring tha[)lelpl2 = P,, where we refer tg¢ > 1 as the scaling factor an#, is the
maximum total power of thath CS, which is assumed to be equal for€IICSs.

Returning briefly to Fig. 4.5, it also shows the achievablérBierformance of IR-STC aided
MSC, when using non-uniform power allocation of each CS.#Jpwestigating the most appro-
priate values of experimentally,3 = 1.2 was found to be adequate and the number of layers for
which an adequate BER performance was attainable was fouralds high as = 8, correspond-
ing to a 256-QAM modulated 8 bits/symbal, OSTBC scheme, while requiring a lower power
than the 6 bits/symbal, OSTBC aided 64-QAM scheme.

The achievable power gain of IR-STC used in MSC was sumnthiisdable 4.2, where\
was theE, /Ny gain of IR-STC atBER = 10~* over conventionalG, OSTBC scheme having
identical—throughput, i.e. we hatl= (Eb/NO)OSTBC — (Eb/NO)IRfSTC-

Flexibility The design flexibility of IR-STC allows the employment of abittary number of
sources as seenin Fig. 4.6. This implies that IR-STC based 848 be used in diverse cooperative
scenarios. More explicitly, when= 1/8 IR-STC was used, the system was capable of supporting
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Figure 4.6: Flexible cluster formed by arbitrary number of sources.

K = 2,3,4,5 ASs without designing different matrices when the tradéioOSTBC code was
employed.

Suffice to say, however that in most practical scenariosnigasidiversity order of more than
five attains a near-AWGN BER performance and hence themitelil benefit in further increasing
the diversity order, i.e. the number of CSs. This flexibilisybeneficial in terms of forming a

flexible cluster of CSs, allowing sources to freely join ogjdin the cluster of cooperation.

4.1.4.2 Various Relaying Techniques

Let us now investigate various relaying techniques emplageur IR-STC aided MSC, where the
multiplexing-oriented Setting 1 was used.

Fig. 4.7 characterises three different relaying techrsgnamely AF, DF and DDF employed
in our IR-STC aided MSC scheme, when the inter-source che®N& wasvy;s = 20dB. As
expected, the higher the value of the Nakagami parametehe less hostile the channel fading
encountered, which results in an improved BER performaacalf the three relaying techniques.
For all threem values considered, DF leads to the best BER performancde thiai performance
attained by DDF is better than that of AF, except far= 1. The worst performance of AF
relaying is mainly a consequence of its noise enhancemerglaborate a little further, the inferior
performance of DDF compared to that of DF is a direct consecpief its doubled noise variance,
when non-coherent detection was employed. #6£ 1, the effect of noise enhancement imposed
by AF relaying is less severe than that of the doubled noisianee of non-coherent detection
encountered by DDF, as evidenced by the results of Fig. 4.7.

Similar conclusions can also be inferred from Fig. 4.8, \Whibaracterises the three different
relaying techniques, when the inter-source channel SNRywas= 304B. The inferior perfor-
mance imposed by the doubled noise variance of non-cohdetettion in DDF compared to DF
was less obvious far > 1, since aty; s = 30dB both DF and DDF become capable of near-error-
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Figure 4.7: Comparison of AF, DF and DDF relaying techniques employdatié-layer IR-STC
aided MSC scheme, when the inter-source channel SNRywas- 204B.

free detection, while detection errors persistfor= 1 in both techniques. Likewise, it can be seen
in Fig. 4.8 that the discrepancy between AF and DF becomel Baetause of the less pronounced
noise enhancement, when we have benign fading. Howevedjffeeence of AF and DF remains
relatively high in Fig. 4.9, which characterises all theethrelaying technigues at an inter-source
channel SNRy; s = 304B, when supportind. = 7 layers per CS. In this case, the effect of noise
enhancement is further aggravated by superimposing myeesléor the sake of achieving a high
throughput, although each noise contribution itself mayabatively modest.

Fig. 4.10 compares two non-regenerative relaying teclasignamely AF and SDF employed
in our IR-STC aided MSC scheme, when the inter-source ch&@MRBR wasy,; = 304B. It can
be seen that there is only an insignificant difference betvleese two techniques. However, when
the AF technique is employed, the knowledgehgf is required at the destination. By contrast,
only the knowledge ofl;s| is required at the destination, when SDF is employed. It easden
in Fig. 4.10 that when a carrier phase errorgot= 77/16 is imposed o, s at the destination,
a significantly reduced BER performance is observed. Thigs that SDF is a better relaying
technique compared to AF, provided that the CSs are capéblegairing accurate knowledge of
hs s. However, having the knowledge ff; ;| at the CS is sufficient for ensuring reliable operation
of the AF technique. We note furthermore that in uncoded petiton coded systems, SDF essen-
tially becomes an AF technique, which is inferior to the Déhigique. When a serial concatenated
outer channel code is employed, SDF becomes capable ofiegablft channel decoding and the
corresponding extrinsic informatiofi becomes more reliable. This results in a higher mutualinfor
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Figure 4.8: Comparison of AF, DF and DDF relaying techniques employdgté-layer IR-STC
aided MSC scheme, when the inter-source channel SNRywas- 304B.
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Figure 4.9: Comparison of AF, DF and DDF relaying techniques employdtén/-layer IR-STC
aided MSC scheme, when the inter-source channel SNRywas- 304B.
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Figure 4.10: Comparison of AF, SDF and AF subject to carrier phase erréhatdestination
employed in the 4-layer IR-STC aided MSC scheme, when ther-Bdurce channel SNR was
’)/5,5 = SOdB.

mationI(x,El)), which is equivalent to having a reduced noise varianceréfbee, the achievable

performance is expected to be better than that of DF.

All of our previous investigations were based on having adffixger-source channel SNR. To
expound further, Fig 4.11 shows three different relayinthtéques, namely AF, DF and DDF
employed in our IR-STC aided MSC, when the chaningl experiences different Nakagami-m
fading and assuming a consistently higher SNR value thareSsociated witlk; 4, i.e. we have
A = ¥ss/7s4 > 0dB. It can be seen in Fig. 4.11 that for = 2 DF performs consistently bet-
ter than the other two techniques and approaches the pegfaging performance, namely that of
the system, which regenerates the source information ufitiecision errors. Surprisingly, DDF
also performs consistently better than the AF techniquewdyer, when severe Rayleigh fading
is encountered, i.e. we hawe = 1, AF has the best performance at high SNR, where the effect
of noise enhancement is negligible. By contrast, the perdmce of both DF and DDF are unac-
ceptable, owing to the effects of Rayleigh fading. Therefadteally the specific relaying technique
used should be determined according to the specific Nakagefading values encountered. This

suggests switching amongst the different relaying modes.

Remarks:We may now conclude that when the SNR of the channel is better than that of
hs 4, DF is the best relaying strategy in the presence of beniginda When a sufficiently high-SNR
benign faded:; s-channel is experienced, close-to-perfect relaying perémce is attainable. The
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Figure 4.11: Comparison of AF, DF and DDF relaying techniques employethin4-layer IR-
STC aided MSC scheme having inter-source channel SNR toasalastination channel SNR ratio
A =5, whens s is subjected to Nakagami fading associated with=- 1 andm = 2.

AF technique is only preferable at high SNRs when severadpidi encountered. DDF performs
consistently worse than DF due to the doubled noise variahoen-coherent detection. Surpris-
ingly, when the fading is benign, non-coherent DDF withdw tost of estimating all inter-source
channel knowledges outperforms the coherent detected &mitgue. Therefore, a pre-selection
of the CSs benefiting from a high-SNR; channel-which typically also have high Nakagami-m
values-is important in MSC.

4.2 Cooperative Energy Efficient Coding Schemes

In contrast to the uncoded system discussed in the prevemi®s, we now aim for improving the
energy efficiency of our proposed MSC framework with the dith@ specifically designed coding
schemes, namely SPC and a PANC scheme.

4.2.1 Introduction

Different from classic time-multiplexing, in the SPC scheethe multiple sources’ information is
code-multiplexed in order to generate the superimpose@ppibpriately rotated composite signal,
which results in a high throughput and low crest-factor. Stue will introduce an outer channel-
coded SPC-aided MSC arrangement, which will be used as ttehb®arker of the proposed PANC
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scheme.

NC may be viewed as a technique of conveying a linear combmaif multiple informa-
tion streams, rather than using conventional routing ayiaty for delivering these information
flows individually with the aid of classic resource allocatj such as time-multiplexing or code-
multiplexing. The philosophy of network coding was prombd®y Yeung [42] for the sake of
enhancing the wired channel’s capacity. The potentialrdityegain facilitated by network coding
used in wireless networks was then illustrated for examp[&43].

Apart from the original network-layer applications, it hacently been recognised that the
physical-layer of wireless networks also benefits from N@e Toncept of joint channel coding
and network coding was proposed in the context of the cldaegieway relay channel [144] and
the multiple access relay channel [145], where the condegisibuted channel codes was gener-
alised and the redundancy inherent in the network code walsited in order to support channel
decoding. The employment of network coding was proposed fao-user cooperation-aided sce-
nario in [146, 147], where a promising performance was aleserHowever, its extension to MSC
is not straightforward, since the unique recovery of ttiheinformation flows; from an aggregate
of N module 2 superimposed information flows creategias s, ..., sy_1 ® sy is generally im-
possible [148]. We therefore generalise the concept of ortwoding and propose the so-called
PANC scheme.

In a nutshell, the novel contribution of this section is that propose both a SPC scheme and
a PANC scheme, which are capable of performing close to tke paessible outage probability
bound in the context of MSC. Our numerical results show tbatgared to SPC, the novel PANC
arrangement exhibits a reduced complexi)yat the cost of a slight performance degradatidi'y,
while maintaining the same throughpuf) @nd delay ¢).

The rest of this section is organised as follows. In Subsecti.2.2, we describe our MSC
model and propose the SPC and PANC schemes considerederruntie, in Subsection 4.2.3, the
iterative receiver structure and the soft PANC decodingritlyn advocated are also discussed.
In Subsection 4.2.4, the outage probability bound of MSOnizlysed and the numerical results

characterising both schemes are provided. Finally, welademur discourse in Section 4.3.

4.2.2 Cooperative Code Design

We now briefly recall the cooperation scenario introducetthéprevious section. Consider a clus-
ter of single-antenna sources cooperatively communigatith a destination employing a single
receive antenna, which jointly result in a VMISO system,eesin Fig 4.1. In this VMISO cluster,
we assume having a total 8f CS,K AS and(N — K) RS. Our MSC scheme entails two phases.
In Phase-I cooperatiorthe source information emanating from KIASs is broadcast to aN CSs

in a TDD manner under the assumption of having perfect symisation. By contrastPhase-I
cooperationis defined as the joint transmission of a combined signal rg¢ee by the concerted
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action of all theN CSs, which will be elaborated on in more detail in the nextssghion. There-
fore, each CS simultaneously transmits multiple ASs’ infation, resulting in a high throughput.
This implies that each AS is served simultaneously by meltSs and hence the entire set of ASs
benefits from a high diversity gain.

In this section, we focus our attention on developing codingemes for MSC iPhase-Il
cooperation when the so-calledecode-forwardelaying technique is employed at each of e
CSs.

4.2.2.1 Superposition Coding

Following Phase-I cooperationthenth of the N CSs retrieves all th& ASs’ informationé,((,lz,k €

[1, K] and the transmitted codeword is constructed as followstlfithenth CS formsK parallel

codewords
Cnk = Tk [f (s,ﬂl,l)} ke [1,K], (4.11)

wherert; is referred to as the AS-specific interleaver gifd) represents the outer channel coding
function, which is assumed to be the same for all ASs. Thesspgesific outer codewords are then

punctured according to
Cup(i) = cuk[N(i—1)+n]  i€[L,N/N]| (4.12)

where N, denotes the codeword lengrh. This is followed by a P/S caeimerin order to create a
single codeword

Cy = [511,1(1)/ e ,fn,[((l), N ,5,7,1 (NC/N), N ,fn,K(NC/N)]. (413)

Finally, the composite codeword transmitted from #id CS is BPSK modulated and linearly
superimposed:

x)(/IZ) (l) — Z pn/lejen,l xn%l) (Z), (414)

@) = 28, [Lai—1)+1 -1, (4.15)

%

wherei € [1, N.K/NL,| andL, is referred to as the number lafyerscontributed by theith CS’s
superposition, while,, ; and6,,; € [0, r) denotes the layer-specific amplitude and phase rotation
respectively. In this treatise, we assulne= L, p,; = p;,0,; = 6;,Vn € [1,N].

Remarks:The rationale of allocating a different amplitudeand hence power to each of the
layers is philosophically similar to that of the multilev@ding concept of [59], where we create
a number of different protection levels and detect them kwighg extrinsic information from the
previously decoded levels using multistage decoding. Bimgpthe associated phase rotatin
has two benefits, namely that of reducing the PAPR of the mnétex signalx,(f) and makingx,(f)
having L layers more distinguishable for the detector. In this se¢tequal amplitude allocation
and uniform phase rotation are employed.
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4.2.2.2 Physical-layer Algebraic Network Coding

We generalise the concept of NC as a coding funcfipn, which jointly encodes all the incoming
multiple information flows. With the aid of this generalieat, the original NC operatiomp of

K linearly coded information flows;G;,i € [1,K] becomes equivalent to encoding the vectors
s = [s1,82,...,8k] using a nested GM, which can be written as:

¢ = $51G1Ds:Gy, ..., BsxGk (4.16)
= [81,52,...,SKHGl,Gz,...,GK]T. (4.17)

We now proceed to describe the construction of codewordedoMSC taking this novel PANC
principle into account. After retrieving all th€ ASs’ information denoted by = [églg e éﬁ]
and having a length afN;, thenth CS generates a total efnumber of versions of the differently

interleaved information flow and the resultant codewgyaf lengthN. = xKN; is given by:

¢, = m(s)G1 P ma(s)Gy, ..., Bk(s)Gy (4.18)
= [m(s), ma(s),..., m(s)]G (4.19)
G = [G,Gy,...,GT, (4.20)

where we havetr; = 7, t; = m(m;—1) and T represents a randomly generated interleaver in
this section. Although in principle an arbitrag may be applicable, we adopt a simple unity-
rate ACcumulate Code (ACC) [72], having a GM and Parity Chbtatrix (PCM) represented
as

] ] 1 |
11
1 1
Gacc = . . Hyee = . (4-21)
.o 1
1
B N i 1 1]

Apart from the non-systematic PANC GM of Eq. 4.21, we may aleperate a systematic PANC

IKS 0
0 G(ZCC

wherex® number of differently interleaved versions of the origirdbrmation flows are created,

by designing the GM as

G =

corresponding tdsry(s), 72(s), ..., s (s)]. Finally, thenth CS transmits a BPSK modulated
punctured codeword according to

xP(i) =20, [N(i—1)+n]—1 i€ [L,N./N] (4.22)
Remarks: The concept of NC and SPC may have some intrinsic links. Ity the authors
of [147] considered the NC concept as a SPC scheme definedhwvé&alois Field 2 (i.e. the
operation +in SPC is replaced kyin terms of NC), while the authors of [148] considered the SPC
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Figure 4.12: Iterative receiver architecture of both the SPC scheme @y single-stream de-
coding (left) and PANC scheme employing multiple-streamsodling (right), wher€€OM rep-
resents the soft combiner of the multiple streams. Sysieraatl non-systematic segment are
denoted as broken and solid line, respectively.

concept as a NC scheme defined over the complex field. Therefie PANC proposed above may
be considered as a conventional NC scheme exhibiting a ehaading gain, which is a benefit of
the mutual dependencies introduced by the linear moduledRiam of multiple streams. What is
worth noting is that the algebraic property in our PANC engi$es the algebraic channel-coding
aspects within our design.

4.2.3 lterative Detection and Decoding

4.2.3.1 Receiver Structure

The destination receive¥ CSs’ transmitted signalsﬁlz),n € [1, N], which experienced indepen-
dently faded channels,, yielding the received signal:

N
YpANC = Zhnx,(f)—kn, (4.23)

Yspc = hy,
1 1
L B @
_ Boix) + 1, (4.25)

1

o) + (4.24)

M= 1
Mh

n 1

Zz

N
Il
=

n,

wherel, ; = hyp;e/® denotes théth layer of thenth CS’s signal’s equivalent channel gain ane-
CN (0, Np) is the additive circulant complex Gaussian process havingriance ofc?> = Ny/2
per dimension.

The receiver uses iterative DET and DEC as seen in Fig 4.1th tBe SPC and PANC aided
MSC may use the same data detection algorithm. Howeverpthetsannel decoder design of SPC
aided MSC depends on the choice of the specific outer chandeig functionf(-) employed in
Eqg. 4.11. Hence here we discuss the soft decoding of PANC only

4.2.3.2 Data Detection

Without loss of generality, we consider the detection ofsyem employing PANC, but again, the
SPC detector may be identical. A host of DET schemes may lodeal including the powerful
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but complex ML detection scheme, sphere decoding [115],Hs¢te we opt for employing a low-
complexity soft interference cancellation scheme [140iniAg for the detection ojcﬁ,z), Eg. 4.23

may be written as
y=hox? +E, (4.26)

where ¢ denotes the residual interference plus noise. By apprdimg as a joint Gaussian
random vector, which can be justified by the central limittteen, we can model the extrinsic LLR

as.
2)

e 2y _ plylx” = +1)
de (x”) = log
* Ty = 1)

_ g, SR E /2]

exp[y §+hu)2/2V§]
= 2y —0)/Ve 4.27)

where the estimated value §fand its variance may be expressed as
g = W22 (4.28)

Ve = vn|h 2+ 0% — v, |h|?, (4.29)

™= HM

where the soft estimate of the transmitted signaif$ = tanh [ det(x” )/ 2} and the 'instanta-

neous’ variance i, = 1 — x,ﬁ ). It can be seen from above that only theriori knowledge of
x,ﬁ )is needed in the derivation of the extrinsic informati6f),, (xu )) which is gleaned from the

outer DEC.

4.2.3.3 Decoding of the PANC

The soft decoding of the PANC is analogous to that of a RA c&®. [ As seen in Fig 4.12,
it consists of the soft ACC decoder and soft combiner (COMi)e PCM of the unity-rate ACC
is defined in Eq. 4.21. When considering a non-systematic ®ANe soft decoder’s graphical
representation is shown in Fig 4.13. After inputting thet softput information of the DETAS,,)
to the PANC decoder, the soft output of the ACC is forwardetthéosoft combiner COMAL;,..) of
all « versions of the differently interleaved information stresg{7r; (s), 772(s), . . ., 7t (s)], which
are then soft-combined and fed back to the ACC decafgy, () for the sake of providing updated
soft-information for the DET £/,.). When a systematic PANC is employed, the soft-output of
the ACC decoder provided for the COM block of Fig. 4.12 cqumesls to allk™ = (x — %)
versions of the differently interleaved information stres|7t,s11(s), ..., c(s)]. The rest of
the soft-information related to the’ versions of the differently interleaved information strea
[711(s), 72 (8), ..., s (s)] is directly fed to the soft-combiner block COM of Fig 4.12, ialin
means that there is no ACC decoding block between the DET &1id Blocks. After carrying out
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Figure 4.13: The factor graph representation of non-systematic PANC.

all the affordable iterations, the soft COM block of Fig 4délivers its ultimate soft decisioﬁfom
concernings;, i € [1,K].

The soft-information delivered along each of the edges shinowig 4.13 obeys the classic sum-
product algorithm [53], where variable nodes are denotedrakes and check nodes are denoted
as squares. The message passed alongjddy@ a variable node to a check node is given by:

dy
Li= ), Lf, (4.30)
i=1,i#j

while that passed along edgé&om a check node to a variable node is given by:

de
L§ = 2tanh™" [ [] tanh(Lf /2)] , (4.31)
i=1,i#]
whered, andd, denotes the check and variable degrees, respectivelthé ¢éotal number of edges
connected to a check node or variable node.

Remarks:The soft decoding of a PANC is similar to the conventional R&atling [68], since
both of them employ the sum-product algorithm and inherasifttandom LDPC code-like prop-
erties [149]. The difference is that in a PANC, a full decagiteration comprises a three-stage
process, namely the soft-information exchange across BB ACC = COM decoding chain,
while conventional RA decoding [68] performs a two-staggdtion denoted as ACE COM.
Because of this similarity, we will employ a RA code, when 8feC scheme is used as the PANC
scheme’s benchmarker in our simulation. The main diffezelnetween employing a PANC and
a SPC scheme from a decoding point of view is that the PANhgement benefits from the
joint decoding of multiple information streams, while sgg@sition coding performs single-stream
channel-decoding, as seen in Fig 4.12.
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| | SPC | Panc |
n |[N| Ry | R |L L R (15, 6™) | ¢

1212 |14|12|2] (1,5x20 1/4(0,4) | 20
1 |4 |14a|14]4|(1510)x30| 1/4(0,4) |30
1/4(1,3) | 30

Table 4.3: Simulation parameters in Fig 4.14 and Fig 4.15.

4.2.4 Performance Evaluation

4.2.4.1 Assumptions and Parameters

Let us now quantify the achievable performance of the pregpading schemes. We assume
error-freePhase-| cooperatianwhich is achieved with the aid of using CRC during each Pthase
transmission and by ensuring that cooperation is only atettl by a perfect CRC check. The flat
Rayleigh faded channels,, n € [1, N| between theV CSs and the destination are assumed to be
independent and are perfectly known at the destinationclBlading is used, where the fades are
kept constant during a SPC or PANC codeword, while changgebiendently between consecutive

codewords.

Before comparing these two coding schemes, we firstly defingerformance metric se,
which consists of the achievable throughputhe block error ratid{f”, the delayr and the com-
plexity , i.e. we havey = {1, P!, t,1}. The system’s effective throughpgtmay be defined as
n = R.NLM, whereR, is the channel coding raté&y is the number of CS4, is the number of
layers when the SPC scheme is employed, while we thaxe1 when the PANC scheme is con-
sidered. FinallyM denotes the modulation scheme used, which is BPSK for balingschemes.
For the SPC scheme, we employ a regular Rtesystematic RA code as the outer channel code
in conjunction with a rat&k, repetition code in oder to facilitate the multiple layensperposition.
Thus the total code-rate becom@s= R, R,. On the other hand, the code-r&e of the PANC is
defined as the number of differently interleaved versiores introduced before.

Therefore, by setting the same system throughpad the same source information segment
length of N; = 512 symbols, resulting in a fixed delay, we compare the two coding schemes
in terms of their block error rati®”’ and associated complexity The complexity: is simply
qguantified in terms of the number of iterations invoked. Tdtaltnumber of iterations of a SPC
aided MSC scheme is the product of the number of GETDEC iterations and the number of
iterations within the RA code, while that of a PANC aided systis deemed to be proportional
to the number of iterations invoked by the three-stage BEACC = COM decoder chain. The

simulation parameters used are summarised in Table 4.3.
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$1 82 &8s
u.b. |y |2 |ha|? (I + |ha|?) /2

I.b. |h12’2 + |h]|2 |h12’2 + |h2’2 (’hﬂz + |h2|2)/2

Table 4.4: Effective channel gain used in calculating the outage giiha where |11 | and|h;|
denote the source to destination channel gain, wile| = |h,| denotes the identical inter-
source channels.

4.2.4.2 Outage Bound Analysis

We now perform an outage bound analysis as a reference farobygerative coding schemes.
Without loss of generality, we discuss tie = 2 MSC aided scenario. The maximum mutual
information I of an N = 2 MSC-aided multiple access channel is equal to the minimumongst
the individual source’s mutual informatidh, I, and the sum mutual informatiafy, which is given
by [34]

I'=min{(g1), 12(g2), I5(gs)}, (4.32)

wherel;(g;),i € {1,2,s} is written in the classic form as a function of the SHRand the effective
channel gairg;, more explicitly:

Ii(gi)) = log, (1+givs) i=1,2 (4.33)
L(hs) = (1/2)1og, (14 gs7s) - (4.34)

Table 4.4 collectg; for different scenarios, where the upper bound (u.b.) spweds to the no
cooperation scenario, while the lower bound (I.b.) coroesis to the cooperation bound [34],
which has a max-flow min-cut interpretation. The outage abilily of a fading channel is defined
as the probability of having a mutual information between tbceived soft value and the decided
symbol, which is less than the system'’s target effectiveubhputy, formulated as:

Pout = Pr[l < 7]. (4.35)

Finding the outage probability,,; at the system’s target effective throughpguand a given SNR
per-bity, is equivalent to finding
Pout = Pr (g < gy, (4.36)

whereg, = (27 — 1) /77, andg = min {g1, g2, ¢s }. The minimum outage probability” at a

out

given vy, value is achieved by letting — 0 and it is well known thatim, .o(27 —1)/57 = In2.

4.2.4.3 Simulation Results

Fig 4.14 and Fig 4.15 suggest that both of our proposed catlihgmes are capable of approach-
ing the outage probability bound at their correspondindesyshroughputy). WhenN = K = 2
sources cooperate in a cluster as characterised in Figthdon-systematic PANC scheme em-
ploying tpanc = 20 iterations performs within a small fraction of a dB from thB@G scheme,
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which requires a total akpc = 5 x 20 = 100 iterations, hence the former results in a significantly
lower complexity. The same trend was also confirmed, wRes K = 4 sources cooperate in a
cluster, as characterised in Fig 4.15. However, since feetefe system throughputwas doubled
from half to unity, both schemes exhibited a slightly highlecrepancy w.r.t. the outage probabil-
ity bound. Observe in Fig 4.15 that the systematic PANC perfobetter than its non-systematic
counterpart and its performance is close to that of the momgtex SPC system. If the affordable
complexity is not an issue, then the SPC system may outpertioe PANC system, as seen in Fig
4.15. Since the complexity imposed determines the totalgpamensumption, the PANC scheme

may be considered as being more power-efficient.

It was found in Fig 4.15 that the non-systematic PANC is ua#dfully exploit the spatial trans-
mit diversity gain provided byN = 4 CSs due to its randomly designed nature. This is partigularl
true, when the effective throughput becomes unity, whicly & referred to as a 'fully-loaded’
MSC-aided scenario. The systematic PANC, on the other hanodjdes an additional diversity
gain, since the systematic information segment of a cod#vaxilitates direct communication
with the soft COM of Fig 4.12 at the cost of sacrificing somehsf attainable coding gain. When
the effective throughput is less than unity, i.e. the sysieipartially-loaded, the non-systematic
PANC performs sufficiently well, as seen in Fig. 4.14. Fromassic coding point of view [149],
the systematic information segment provides a certain atrafudirecta priori information for the
soft COM of Fig 4.12, which becomes patrticularly crucial,emtthea priori information gleaned
from the ACC block of Fig 4.12 is low, as in the fully-loadedegario. This suggests that the
performance of the PANC scheme proposed may be subject twirgegain versus diversity-gain
tradeoff, which may be further investigated in our futurerkvo

4.3 Conclusion

In this chapter, we applied the concept of hon-orthogormadean waveform based multiuser com-
munications to cooperative multiple access scenarioscifsgaly, in Section 4.1 we proposed the
so-called IR-STC scheme. First of all, the slot utilisategficiency of our MSC compared to SSC
enables our cooperative mechanism to achieve both a highsitiv gain and a high multiplexing
gain. With the aid of the matrix based representation, wepaoed our IR-STC to the traditional
G4 OSTBC, where the conclusion emerged that our IR-STC is dapdilachieving a high through-
put, while maintaining a low BER with the aid of decentratismoperation, where decentralisation
is achieved by the novel SE random interleaver generatidghade All these properties render our
IR-STC design eminently applicable for employment in ifgegnce-limited high-user-densigd
hoc networks, in conventional cellular networks assisted byiteaelays complemented by fixed

wireless relays and in other application-oriented scesari

Furthermore, we analysed the achievable performance offe@&TC aided MSC employing
various relaying techniques, where we found that when th& 8Nthe inter-source channel is
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Figure 4.14: BLER of the SPC and PANC scheme aided MSC against their uppkicaver
bounds, where we havé = N = 2 andy = 1/2. The simulation parameters are listed in Table
4.3.
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Figure 4.15: BLER of the SPC and PANC scheme aided MSC against their uppkicaver
bounds, where we havé = N = 4 andy = 1. The simulation parameters are listed in Table 4.3.
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better than that of the source to destination channel, Dieiést relaying strategy in the presence
of benign fading. The AF technique is only preferable at BMRs, when Rayleigh fading is
encountered. The DDF technique performs consistently evibvan DF, while surprisingly, when
the fading is benign, non-coherent DDF operating withoetdbst of estimating the inter-source
channels outperforms the coherent detection aided AF igadn

In order to improve the achievable performance of the undasteenario, we also proposed
two different coding schemes for energy efficient MSC, ngntleé SPC and PANC schemes of
Section 4.2. The powerful channel coded SPC scheme may Isaleoed as a direct extension of
the uncoded system of Section 4.1, while the PANC scheme magfbrred to as a joint network
coding and channel coding scheme, which inherits the beraffinultiplexed random codes in a
distributed communications scenario. The simulationltesd Fig 4.14 and Fig 4.15 demonstrate
that both schemes are capable of performing close to thg@ptabability bound. When compared
to the SPC arrangement, the novel PANC scheme of SectiorxHilzits a lower complexity at the
cost of a slight performance degradation, while maintgjrtime same effective throughput and
delay.

4.4 Appendix - Nakagami-m Distribution and Simulator

The Nakagami-m distribution [62] is capable of modellingeye, moderate, light, or non-fading

environments by adjusting its parametet, In fact, the sum of the mutually exclusive Hoyt and Ri-
can models is the Nakagami-m fading distribution [62]. Gangently, Nakagami-m fading signals
have a better fit with empirical measurement-based dathidrappendix, we describe the method
of generating the Nakagami-m distribution with the aid olu&san distribution.

4.4.1 Nakagami-m Distribution

A non-negative real-valued random variable R > with its PDF:

2m™ 5.4 max?
pz(x) F(m)()’”x exp { a (X2 0 (4.37)

is referred to adNakagami-m distributedvherem > 0.5 is the Nakagami-fading paramet€d, =

E {x?} is the variance ofr andT'(-) is the Gamma function. It describes the random channel
amplitude distribution of a rich-scattering fading envineent having a uniformly distributed phase
in [0,27). Itis capable of modelling both severe fading & 1) and moderate fading conditions
(m > 1) with typical m-values of:

e m = ( one-side Gaussian distribution
e m = 1 Rayleigh distribution

e m — oo Gaussian distribution
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Moreover, form >> 1, the Nakagami-m distribution is well approximated by a Ridastribution
with a RicanK-factor of

mm —m
K= e (4.38)
The PDF of the corresponding instantaneous peyver x? is given by
p(y) = ;W‘leXp {—L} 720 (4.39)
L (m)(y/m)" y/mJ =

where we havey = E {7y} = Q.

4.4.2 Analysis of Nakagami-m Distribution

For the sake of generating Nakagami-m fading using Gaussiarce samples, we first underline
the associated probability fundamentals. The rationalengbloying Gaussian source samples is
conditioned on the relationship of:

Z=T = x> =N, (4.40)

which indicates that thakagami-ndistributed variable , is the square root of tt@ammeadistri-
bution, i.e. we hav& = v/T. In essence, the Gamma distribution is the sum of a set ddtitatly
independent and identically distributed (i.i@ntral chi-squaredistributionsy?. Moreover, theg?
distribution can be attained hy* = x2, wherex ~ A (0,0?) is the normal (Gaussian) distribu-
tion. Note that wherr ~ N (%, 0?) with x # 0, the resultanj? distribution is referred to as the

non-central chi-squardistribution.
Let us now commence from the normal distributidhand generate the Nakagami-m distribu-

tion Z according to Eq. (4.40). The PDF gf is

(4.41)

1 b
PXZ(x) = Wexp{—ﬁ},x 2 0.

The PDF of the;(% distribution withn degrees of freedom, which is created freanGaussian

distributed variables; according toy = Y/ ; x? with i.i.d x; ~ N (0,02), Vi is
1 n_q X
- 2l y>o. 4.42
P () r(e)t exp { 202}'x—0 (4.42)

On the other hand, the PDF of the Gamma distribution with shpgvametek and scale parameter
0 is

pr(x) = ka_lexp {—g} x>0, (4.43)
where we havé& > 0 andd > 0. Comparing Eqg. (4.43) and Eg. (4.42), the gamma distributio
is equivalent toy? if we havek = n/2 and@ = 202. Furthermore, by lettingn = n/2 and
Q = 2mo?, Eq. (4.43) can be expressed as

prx) = Wﬁcm_lexp {—QL/m} x>0, (4.44)
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It is widely exploited that ifx has a Nakagami-m distribution with parametersmofnd (2, then
x% has a Gamma distribution with a shape parameter ahd scale parameter 61/m. Thus Eq.
(4.44) is related to the Nakagami-m distribution

2
pz(x) = szm%xp {_Qx/m } ,x > 0. (4.45)

It is now clear that Eq. (4.44) and Eq. (4.45) are exactly treesas Eq. (4.39) and Eq. (4.37),
respectively.

From our previous discussions, we find that the Gamma disioib is equivalent to¢? with
n = 2m degrees of freedom, i.e. we have

r= Yy (4.46)
To elaborate a little further, Eq. (4.46) can be extended as
. 2 2
I = a) xi+px, (4.47)
i=1

whereu = L2m is the integer part dim andxi .1 Isthe fractional part, respectively. The weights

« andp are given by:

P 2ym+\/2ym(1+y—2m)/ (4.48)
p(l+p)

B = 2m—au. (4.49)

Hence, the resultant Nakagami-m distribution is:

H
Z = \l o Z xi2 + ﬁxiﬂ. (4.50)
i=1

4.4.3 Nakagami-m Simulator

Based on Eg. (4.50), which essentially describes the oeléietween the Nakagami-m distribution
and the Gaussian distribution, we can generate Nakaganmtrnibdted complex random variables
r using existing Gaussian random samples based on the fatiosteps:

1. Generate (correlated) Gaussian random variables N (0, (72),1' =1,...,u+1;
2. Generate the supm= Y\, x?;

3. The real partRe) of r is attained byRe {r} = ,/ay;

4. The imaginary partlifn) of r is attained bym {r} = \/,BxTyH;

5. Add a random phase rotatien= rexp {j¢}, whereg is uniformly distributed in0, 277).
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Figure 4.16: The PDF and power envelope of Nakagami-m fading, where 0.5, m = 1 and
m = 2.7 from top to bottom and normalised Doppler frequency is 0.1.

The resultant amplitude of the complex random variabiieNakagami-m distributed, i.e. we have
lr| ~ Z(m,Q), whereQ) = 2mo?. Some of our simulation results are shown in Fig. 4.16,
characterising the PDF as well as a time-domain segmenedii#tkagami-m distribution fan =
05, m=1,m=2.7.



Chapter

Superposition Coding Aided
Multiplexed Hybrid ARQ

In Chapters 3 and 4, the concept of non-orthogonal randonefwaw based multiuser communi-
cations have been discussed, namely cellular systems aperedive systems. In this chapter, we
propose a novel superposition coding aided multiplexed BARheme for the sake of improving
both the link-layer and TCP layer efficiency. We present temited system design and discuss
the transmission efficiency metrics of both layers, namiedylink-layer’s effective throughput and
the TCP layer's mean frame arrival rate, where the latteradetied by the classic Markov chain.
Furthermore, the achievable link-layer packet error ratguantified. It is demonstrated that our
scheme substantially improves the attainable transmmisfficiency of both layers and it is partic-
ularly suitable for delay-sensitive services. Hence, ttappsed M-HARQ scheme constitutes a

practical application of our general concepts considemdtis thesis.

5.1 Introduction

For the sake of further improving the robustness againktdtraptation inaccuracy due to various
implementation impairments, such as channel estimatiedigtion errors, feedback delay, unpre-
dictable co-channel interference etc, HARQ schemes hase pmposed [2, 6], which combine
channel coding with the ARQ protocol. It has been considadne of the key link-layer tech-
niques in various standards, such as HSPA [2], the 3GPP Lifigtive [7] and in the WIMAX
system [8]. In HARQ, the receiver asks for a packet’s retrassion using the reverse-direction
channel with the aid of a single-bit Negative-ACKnowledgei(NACK) flag, whenever its cur-
rently decoded packet is deemed to be erroneous based oedisiod of the CRC scheme. In
general, the retransmissions in ARQ-aided systems canrbectaut in different manners, for ex-
ample using a Type-I packet combing scheme [6] and a Typetémental redundancy scheme [6].

The corresponding theoretical throughput, error rate adydanalysis of the classic HARQ



5.1. Introduction 128

scheme can be found in [150-152] and in references theraiivaced MIMO-HARQ schemes
were discussed in [153]. As a virtual MIMO interpretatiohe trelation between relay-aided net-
works and HARQ schemes was revealed in [154]. Numeroustgffeere also made to specif-
ically design channel codes for Type-ll HARQ, using for exdenRate Compatible Punctured
Codes (RCPC) [155], Raptor codes [156] and rateless co@&$. [Moreover, instead of employ-
ing the traditional CRC, the inherent error detection cdpglof the channel code was exploited in
the packet reliability estimation aided HARQ scheme of [1%3n the other hand, comprehensive
solutions were designed for HSPA in [159] and for DL Orthogldfrequency Code Division Mul-
tiplexing (OFCDM) in [160]. Additionally, the modelling nikodology of HARQ schemes used
for system-level simulations was developed in [161] an®]16

From a cross-layer point of view [163], HARQ also plays a @lcole in the overall sys-
tem’s transmission efficiency. Multiple retransmissiorayroccur at different layers of the seven-
layer Open Systems Interconnection (OSI) architecturé;iwiave different functionalities. Higher-
layer retransmissions ensure reliable delivery of the gsckver the entire radio access network,
which may requireend-to-endretransmission. By contrast, lower-layer retransmisgions to
correct transmission errors inflicted by the physical clehased on &op-by-hopper-packet re-
transmission. These two interacting retransmission fanstjointly contribute towards the overall
efficiency of the system.

The TCP supports reliable end-to-end data transmissionfasilitates congestion control,
where the transmission frame loss due to link errors is ofissumed to be negligible in wired
networks. However, directly transplanting the TCP intoeldss applications suffers from link im-
pairments, such as radio link attenuation, fading, hangdawebility and co-channel interference.
For the sake of avoiding congestion due to physical retressoms induced by channel errors, we
may either conceal the effects of the wireless link from ti@PTenabled transmitter by invoking
channel coding or we make it aware of the wireless channetsff Various strategies have been
proposed in the literature for combating this retransmis$éinduced congestion problem, which
can be classified as: split-connection-based solutiond][foxy-based solutions [165], link-
layer-based solutions and end-to-end solutions [166].eikample, link-layer approaches such as
HARQ attempt to conceal the channel-induced packet losgg®m the TCP-enabled transmitter
by reducing the effects of wireless link errors with the didlmannel coding combined with retrans-
missions on a prompt packet-based timescale. This soligiappealing as it does not incur the
typical overhead associated with TCP-awareness and ygs ¢dhe TCP semantics. However, this
HARQ aided approach introduces extra delay due to localllgkr retransmissions, which may
potentially lead to a timeout and hence may trigger the dtavt phase of the TCP transmission.

Against this backdrop, in this chapter we aim at improving tiverallend-to-endTCP trans-
mission efficiency by reducing the link layehsp-by-hopgHARQ retransmission delay with the aid
of our proposed superposition coding aided Multiplexed HARI-HARQ) scheme, which jointly
encodes the current new packet to be transmitted and ang{gablat are about to be retransmitted.
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Figure 5.1: Cross-layer interactions of the HARQ scheme.

In other words, the link-layer retransmissions are embeduéhe next new packet’s transmission,
which avoids any potential throughput reduction imposeddigansmissions although naturally,
they do impose additional interference. A similar idea wesppsed in [167], which requires a
specifically designed channel code and its applicationrigeid to twin-packet joint transmissions.
As a benefit, our proposed scheme is capable of jointly andlg&meously transmitting multiple
packets and it is equally applicable to both Type | and Il HARGhniques. In addition, our pro-
posed scheme may even be combined with other TCP-relateg-layer designs, such as the Ex-
plicit Loss Notification (ELN) scheme of [168]. Hence, thevadated technique can be seamlessly

integrated with diverse existing and future systems.

In a nutshell, the contribution of this chapter is thet propose a novel M-HARQ scheme, which
improves both the link layer as well as the end-to-end TCEBrl&ansmission efficiency at the cost
of a marginal link layer Packet-Error-Ratio (PER) perform@e degradation, which is imposed by

the associated slight interference degradation.

The rest of the chapter is organised as follows. In Sectidnvie provide a general description
of the HARQ scheme proposed and contrast it to the classic ®lapproach. Furthermore, the
structure of our proposed M-HARQ arrangement is descritofidwed by the associated encoding
and iterative decoding algorithms. In Section 5.3, the laer and TCP layer transmission effi-
ciency metrics used are introduced. In Section 5.4, botHinkdayer PER performance and the
transmission efficiency of both the conventional HARQ anel phoposed M-HARQ scheme are

evaluated and discussed. Finally, we conclude our disednrSection 5.5.
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5.2 Multiplexed Hybrid ARQ

5.2.1 Conventional Approach

Fig. 5.1 provides a simplified model of the classic HARQ sceaiong with its interactions be-
tween different layers. The information to be passed froemRladio Link Control (RLC) layer to
the physical layer for transmission over the wireless cbhisrsegmented into a number of packets
having the appropriate size, which are then extended byl#ssic CRC. These packets are then
subjected to channel coding, link adaptation as well asobfymbol mapping based on the Chan-
nel Quality Indicator (CQI) and further processed for nudtrier transmission, beamforming etc.
The HARQ scheme is only activated, when an NACK signal is fecklby the receiver to the trans-
mitter through the feedback channel, which typically oscowing to inaccurate link adaptation.
This model suggests that the proposed bit-based M-HARQwseletransparent to both the actual
link adaptation procedure considered as well as to the fappbiysical layer processing employed.

Being a physical-layer-aware ARQ scheme, HARQ combine<fRE encoding function of
the link layer with channel coding in the physical layer. Tamily of HARQ schemes has two sub-
classes. In Type-l HARQ, the same coded packet is used irecotirge retransmissions, allowing
the receiver having a sufficiently large memory to perforrit sombining of the various replicas
of the packets before decoding. Naturally, each packessiatividually decodable for a receiver
without sufficient memory to decode each replica of retrattsthpackets, although typically this
results in a residual PER penalty or in an increased numbegtiEnsmissions. By contrast, in
Type-ll HARQ, only additional parity is conveyed in constee retransmission attempts and the
receiver carries out joint decoding of all collected infation as a new reduced-rate code. In or-
der to facilitate decoding with the aid of a single decodgardless of the code-rate, typically
the family of nested codes is used, where the higher-ratescack typically punctured versions of
the lower-rate mother-code. Finally, Type-l HARQ may alseoviewed as self-decodable Type-Ii
HARQ using a repetition code.

Following the above conceptual introduction of the two bagpes of HARQ schemes, let us
now describe them mathematically. The information argvirom the TCP layer, which is referred
to here as drame is partitioned intoM packetsof equal length\;, u,, € {0,1}™,m € [1, M].
These packets are protected by the channel coding fungtipne Q0 = {f1,..., fy} of rate
tew € R = {r,...,rv}, whereQ) andR represent a set of predefined discrete rate-compatible
codes and their corresponding rates. The selection of &ylart code-rate is based on the CQI
controlling the link adaptation procedure [5]. The maximoumber of retransmissions is< M,
i.e. had a total of L + 1) transmission attempts.

For Type-l HARQ, the same coded packet is repedtetimes, i.e. we have,(u,) =
fl(an),1 € [1,L], where the superscrif’ stands for the initial transmission. However, for Type-
Il HARQ), additional parity is transmitted during consewatretransmissions without retransmitting
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Figure 5.2: Classic HARQ and the proposed multiplexed HARQ in conjworctwith L = 2.

the original information, i.e. we havg ,(u,,) # fg,v(um),z',j € [0, L]. These additional parities
were obtained by either reinserting the previously pumctibits or by further reducing the rate of
the mother code employed, thus the size of retransmittekefa€! , (u,,),i € [1, L] may not be
identical to that of the original onﬁ)ﬂ,(um). After successfully decoding theth packet during the
(L + 1)st transmission attempt, the transmission of (tlee+ 1)st packet is activated. The whole
process is illustrated in Fig. 5.2.

5.2.2 Proposed Approach

The strategy of transmitting the next new packet only whersticcessful reception of the current
one was confirmed is highly inefficient, which is analogouth®widely recognised drawback of
conventional Stop-and-Wait ARQ [6]. However, if the re@givs capable of tolerating a modest
amount of additional interference, the next new packet esifnultaneously transmitted with the
retransmissions of the previols € [1, L] erroneous packets, as seen in Fig. 5.2. In other words,
M new packets are continuously transmitted, while kherroneous packets are transmitted on a
virtual channel, appropriately combined with the new péxke

5.2.2.1 Structure

In general, different packets require different numberetfansmissions, depending on the instan-
taneous channel conditions. We consider the worst-casmsogwhere each packet exploited the
maximum number of retransmissiois so that we can evaluate the maximum of the PER after
L retransmissions. In the worst-case scenario considemr@dvhen employing the superposition
coding scheme to be introduced shortly, the resultantfaremce of our M-HARQ arrangement



5.2.2. Proposed Approach 132

becomes similar to that of the ISI effects experienced fandmission over a dispersive channel
in the absence of HARQ transmissions. Analogously, ourreehmay be interpreted as generat-
ing Inter-Packet-Interference (IPI) and hence can be septed with the aid of a Toeplitz-matrix
in the form of:

11
1

_ e

1
GM-HARQ = 11 : (5.1)
1 11

111

This band-structured matrix describes the proposed M-HABIG@me for the specific example of
L =2andM = 5, where a total oM + L = 7 packet transmissions are required. More generally,
it may be inferred from Fig. 5.2 that the conventional scheewgiires a total oM, = M(L + 1)
packet transmissions, while our scheme necessitatesMnkg M + L transmissions.

Remarks:The structure of our M-HARQ scheme may also be related todlaying scenario,
where the continuously transmittéd packets are oriented from the direct source-to-destinatio
link while the maximum of.. retransmissions of a specific packet are activated durimgahsecu-
tive original packet transmissions from a setlafelay-to-destination links. Hence, the rate-loss of
the consecutive retransmissions of a packet due to ortlzddiome diversity achieved by the con-
ventional HARQ scheme is mitigated by the proposed nonegdhal spatial diversity approach
facilitated by the relaying scenario considered. Relaysngnario was also referred to as a so-
called 'opportunistic multipath scenario’ [169], which ne@xplicitly justifies the efficiency of our
proposed M-HARQ scheme.

5.2.2.2 Encoding

Generally speaking, the joint encoding functiBrof the mth transmission can be represented as

F(ug,,...,us ), where we have:
(a1,a2) = (m,1) 1<m<IL,
(a1,a2) = (m,m—1L) L<m<M, (5.2)

(a1,a0) =(M,m—L) M<m<M+L.

Although in principle specifically designed coding funcsomay be created, we opt for the power-
ful superposition coding concept in this chapter:

RO = Y pes [f ) 53)

where each superimposed packet is referred to as a layée, aylaind6; € [0, 7r) denote the layer-
specific amplitude- and phase-rotation, respectively. Gdreefit of choosing this particular super-
position coding technique is that by opting for this simphe&r operation, the specific modulation
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function f(-) and channel coding functiofi ,(-) of the individual layers may be retained. Impos-
ing the associated phase rotatthrhas two benefits, namely that of reducing the Peak-to-Aeerag
Power Ratio (PAPR) of the transmitted signal and making thiiphe layers more distinguishable.
In this chapter, an identical amplitude allocation and amif phase rotations are employed for the
individual superimposed layers.

5.2.2.3 Decoding

Our M-HARQ scheme employs iterative Multiple Packets Dietvec(MPD) and DEC exchanging
extrinsic information between these two receiver compteas seen in Fig. 5.3. We focus our
attention on the MPD algorithm, since the choice of the DEgb@ihm depends on the specific
channel code employed. A host of MPD schemes may be invoketlding the powerful but
high-complexity ML detection scheme, sphere decoding [¥t& Here we opt for employing a
low-complexity soft interference cancellation scheme.

The signal received after theth packet’s transmission may be represented as:

a . .
y =) o’ f [ 31{1(111‘)] +n, (5.4)
i:az
whereh?, is the block-fading channel's impulse response kné- 11,,0;¢/% denotes théth layer’s
equivalent channel gain, while ~ CN (0, Np) is the additive circulant complex Gaussian noise
process having a variance @t = N /2 per dimension. When denoting the modulated packet as
x; = f [f7'(u;)], we consider theith symbol of themth transmission packet and aim for the

detection of theth layer’s symbok; = x;(n), then Eq. 5.4 may be written as
y=hxj+¢, (5.5)

where ¢ denotes the residual interference plus noise. By apprdimg as a joint Gaussian
random vector, which can be justified by the central limitotfeen, we can model the extrinsic

symbol probability as:
P*(xj=2x) o exp[—|y—¢&—hix|*/2V;], (5.6)

wherex € A is the particular realization drawn from the modulationhalpet.A. The estimated

value of¢ and its variance may be expressed as

4
¢ =Y % —hig;, (5.7)
i:az
4
Ve = ) il + 0 —vlhy, (5.8)

i:az
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Figure 5.3: Iterative receiver architecture of tlwgh packet’s reception.

where the soft symboal; and the ’instantaneous’ variancgare given by:

% = E[x] (5.9)
= ) xP'(xj=x), (5.10)
v = Eec::/[xi,xi] (5.11)
= x;]xlzpﬂ(xj:x)—|ﬁi|2. (5.12)

For the decoder of a binary code, the extrinsic non-binanysy probabilityPe(x]-) may be con-
verted to the bit-based extrinsic LL&Wd(d;’),q € [1,QJ, where we have = log, |.A| and|A|
is the cardinality, i.e. the number of phases in the modcaratiphabetd. The extrinsic LLR of the
gth bit is thus given by:
e J— a R
a8 =logy A T T,
x€A, ] ]

(5.13)

whereA,j and.A," denotes the two subsets df hosting symbols with theigth bit being +1 and
-1, respectively. It can be seen from Eq. (5.13) that in thevaion of the extrinsic information

Ee

mpd(d?), only thea priori symbol probabilityP”(x; = x) is needed, which is given by:

P(x;=x)= [] %{1+d‘7tanh[ ;pd(dj)/z]}, (5.14)
q€[LQ]

whered? € {+£1} is thegth bit's polarity in symbolx. This corresponds to a bit-LLR to symbol-
probability conversion, where the bit LLanpd(d?) is gleaned from the output of the DEC block
of Fig. 5.3.

The jth layer’s extrinsic LLREfnpd(d;?) for the mth packet’s transmission is then maximum-
ratio-combined with the corresponding previously detéditeRs stored in the receiver’s buffer,
when Type-l HARQ is employed before soft decoding. When TWgeARQ is used, the ap-
propriately concatenated detected LLRs of all the past [1, L] retransmission attempts jointly

constitute a codeword, which is then subjected to rate-etilmip soft decoding.

Remarks:Instead of superposition coding, multiple packets may higogonally multiplexed
within a specific transmission attempt without imposing #ly However, maintaining orthogo-
nality amongst the packets requires additional DS-spngaali the original channel coded packet,
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hence resulting in a rate-loss. Since orthogonal chanmig#sare hard to design, we may exploit
the multiplexing capability inherently provided by chahoedes having a rate less than unity [79]
by differentiating the layers with the aid of their uniquayér-specific channel codes. Naturally,
this is achieved at the cost of an increased complexity arrdimad PER performance degradation.

5.3 Transmission Efficiency Metric

A general packet-based wireless network is constituted Wired link spanning from a server to
an Access Point (AP) and a wireless link from the AP to the Néoberminal (MT). In this section,
we discuss the transmission efficiency metrics to be apfdietthe link layer and for the TCP layer,
respectively, which are the effective throughguand the mean frame arrival rate

The following simplifying assumptions are stipulated. sBi, when considering the TCP
layer’s transmission efficiency, we ignore any propagatielay over the wireless channel and the
feedback delay encountered during the transmission ofrikddyer’s error-free ACK and NACK
indication. Furthermore, for transmission over the bloa#tiig channel considered in this chap-
ter, the packet error events are independently and iddgttiatributed (i.i.d.), resulting in a low
probability of TCP timeouts due to consecutive packet leents. Hence, we ignore the so-called
slow-start TCP phase and only consider the congestiordamoe phase of the widely used TCP
Reno [170]. We also assume that the M/G/1 queue [170] hasss®toan arrival process having

an arrival rate ofA, a general i.i.d. service time durati@hand a single server.

TCP Reno is one of the protocol variants that is used in omachieve congestion avoidance.
It uses a mechanism ironically referred tosémw startin order to increase the congestion window
duration after a connection is initialised and after a tiote®Vhen the congestion window duration
exceeds a threshold,, the algorithm enters a new state, termedcasgestion avoidanceFor
every successful transmission, the congestion window ubldd for each RTT. If a frame loss
occurred, Reno will halve the congestion window duratiod anters a phase call&ast Recovery

On the other hand, if a timeout occurs, slow start proceduiaetivated.

5.3.1 Effective Throughputy

Let us define the normalised effective throughguas the product of the throughput per packet
1o and the total number of packetd divided by the total numbeM, of transmissions required,
yielding y = oM/ M,, where the per-packet throughput is given by:

no(7s) =7-b[1—pe(7p)], (5.15)

wherer andb are the channel coding rate and the number of bits per syndtetrdined by the
modulation scheme employed. Furthermgredenotes the link layer's PER as a function of the
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T || the average Round Trip Time (RTT)

D || propagation delay in wired link from the server to AP

T || expected duration per TCP frame

D, || expected queueing delay

w || The congestion window size

B || Buffer-size

N || the average number of TCP frames transmitted every RTT
A || mean transmission frame arrival rate

Table 5.1: Notations used in subsection 5.3.2.

SNR per-bit denoted by,. This metric assumes that each packet exhausts dll tagansmissions

for the sake of simplified comparisons.

5.3.2 Mean Frame Arrival Rate A

Before continuing our discussions, the terminology useimmarised in Table 5.1. Our objective
in this subsection is to quantify the TCP layer’s effectiueughput for both the conventional and
for the proposed HARQ schemes.

The normalised effective throughput achieved at the TCErlayay be measured by the so-

called mean transmission frame arrival rateencountered, which is determined by the average
number of TCP frame& successfully transmitted within the average Round Trip élifRTT)
T [171]. In other words, the mean transmission frame arriaté¢ reflects the average number
of TCP frames successfully served within a unit time, i.ernmadised to the average RTT. More
explicitly, we haveA = N/t, whereN = 3w/4 for the Stop-and Wait ARQ regime assumed
in the TCP layer [171]. Below, we will elaborate on the eféeof two parameters used in the
calculation ofA, namely those of the congestion window sizend of the average RTT.

5.3.2.1 Average Round Trip Time

The average RTT is given by
T =2D + D, + E[T], (5.16)

whereD is the propagation delay in the wired link spanning from tbever to the APE[T] is the
expected transmission duration of a TCP frame Byds the expected queueing delay, which is
given by the Pollaczek-Khinchine formula of [171]:

D, = AE[T?] / [2(1 — AE[T])]. (5.17)

Let us now derive the first and second moments of the trangmidsirationT of a TCP frame, i.e.
E [T] andE [T?] in order to get the average RTT
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Figure 5.4: The Markov model of both the conventional scheme (top) artdeoM-HARQ scheme
(bottom).

A TCP frame is deemed to be successfully received only whesf &k M link-layer packets
are correctly received. If any packet of a TCP frame failsGRC-test afte(L + 1) transmissions,
this frame will be dropped and the next frame queueing in tlifebof sizeB frames is to be sent.
This procedure may be modelled with the aid of a Markov chaifollows [171-173].

Markov chain model Denote the set of states in the Markov chain®ywhere|S| = M,
stands for the maximum number of link layer packet transionisswithin a single TCP frame. Let
us consider the conventional HARQ first as seen in the uppéiop&ig. 5.4. There are a total of
M, = M(L + 1) transmission states and each link layer packet of a TCP freme@ maximum of
(L + 1) transmissions. Every erroneous packet transmission megwith a probability ofe;, j €
[1,L] leads from the current state represented by a circle to @ statsition within the current
packet. Following the final erroneous transmission of thk layer, the entire current TCP frame
is dropped and the corresponding state transition leadsttjirto the next TCP frame represented
by s; with a probability ofe; 1. By contrast, a successful transmission having a prolbalifi
¢,] € [1,L 4+ 1] leads to a state transition by-passing the retransmissiodsinitiating a new

packet's transmission.

However, the proposed M-HARQ scheme exhibits differentatigristics, as seen in the lower
part of Fig. 5.4. There are a total 8, = (M + L) transmission states and each packet has
a maximum of(L 4 1) transmissions. The firdt states are associated with a unity transmission
probability, since the maximum number @ + 1) transmissions of the first packet has not been
exhausted. Once thed + 1) packet transmissions of the first packet have been exhausied
state transmission diagram of Fig. 5.4 traverses to the stai@ corresponding to the next new
packet’s transmission in the current TCP frame with a proipalf . By contrast, if none of the
(L + 1) transmissions were successful, then the state transitmmes to the next new frame with
a probability ofe.

Transition probability The transition probability. (s, s’) of the conventional HARQ scheme’s
Markov chain from state € S tos’ € S and that of the proposed M-HARQ scheme denoted by
pp(s,s’) are given in Table 5.2, wheee andé; = 1 — e; denotes the probability of erroneous and
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correct link layer packet reception during tftle transmission, respectively. Likewises= ]‘[].le1 ¢j
andée = 1 — e denotes the probability of erroneous and correct link lagaket reception after
(L + 1) transmissions, respectively. These transition prokasliare then incorporated in the
transition probability matri® of size|S| x |S].

State probability The state probability vectop hosts the probability of each staiec S.
The initial state probabilityp® is modelled by the entrieg’(s = 1) = 1 andp®(s > 1) = 0.
The transition state probabilitp’ at thegth transition phase is given by = p°P, where we
haveg € [min(L + 1, M), |S|] andP equals to the transition probability matik except that the
transition to state = 1 corresponding to the first column 8 namely toz = P(:,1) is omitted
from P to arrive atP. Finally, the steady state probabilify’ is obtained by solving the linear
equationg®(s) = Yoes P°(s")p(s’,s) subject to the constrai,cs p°(s) = 1, wherep(s’, s) is
given in Table 5.2.

Hence, the first and second momentd'aire expressed as

aj

E[T] = ) pizt, (5.18)
q=a2
ai

E[T?] = Y pizt, (5.19)
q=a2

where we have; = |S| anday = min(L + 1, M). Furthermoref, = qt, stands for the time
required for the transmission gflink-layer packets with each packet'’s transmission darefj set
to unity in this chapter.

5.3.2.2 Congestion Window Size

The congestion window size in the TCP mechanism is employed to control the frame flow by
additively increasing its window size every RTT, until @thlthe maximum allowable buffer-size is
reached or the congestion is resolved. If so, then the wirglpgvis halved. Hence the maximum
congestion window size is determined by two design paramatamely the affordable buffer-size
and the acceptable Frame Error Rate (FER).

We refer to a buffer-size limited scenario, when potentialb frame error events are expe-
rienced, because the window sizewj is increased until the buffer is filled. The subsequently
arriving TCP frames are then dropped and the window sizegis halved in the interest of get-
ting ready for future window expansion to prevent futurerfeadropping events. The window size
wg is given bywy = B + ©/E[T] 4+ 1 [170], wherel/E|[T] represents the average TCP frame

transmission rate.

On the other hand, if residual frame error events persist &ftk layer HARQ retransmissions,
the window sizew, is determined by the residual FE;J? experienced and, is halved for the same
reason as argued above. The FE{Rcorresponds to the maximum OF + 1) link layer HARQ
transmissions, which is given b;ye/ = p°z./p°z, wherez, equals to the vector af hosting
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pe(s,s’) || {s,s}

ej 81 :{ij,l}
ie[l,M—1],j=L+1
e;j S ={({-1)(L+1)+js+1}
ie[l,M],je1,L]
g Ss={(M-1)(L+1)+j,1}
jeL]
g Se={({—-1)(L+1)+ji(L+1)+1}
ie[l,M—1],je[l,L+1]

1 Ss ={M(L+1),1}

0 s, s € S—{Si}le
po(s,s) [ {s.5}

e S1={i,1}
ie[L+1,M+L—1]
e S ={i,i+1}
ic[L+1,M+L—1]
1 Ss={M+L1}; S = {i,i+1}
ie[l,L]
0 s, €S —{Si}i,

Table 5.2: The transition probability of the conventional schemés, s’) from states € S to
s’ € S and of the proposed scherpg(s, s’).

the transition probabilities leading to state= 1 due to failure. Hence the average number of
TCP frames transmitted between two consecutive frame lasg®is roughlyl / p{f , Which is also
approximately given bgw,(w./2 + 1) /4, hence we arrive at the window sizewf ~ \/8/3;){:.

When considering both the buffer-size limited and the FERitéd behaviour, the ultimate

window sizew is recommended to be set4o= min(wg, w,):

w = min(\/8/3p!, B+ T/E[T] +1). (5.20)

Based on the value of both the average RTand the congestion window size the mean frame
arrival rate may be calculated as = 3w/4t, where we obtain the value of by fixed point

iterations.

5.4 Performance Evaluation

5.4.1 PER Investigations

Let us now evaluate the link layer PER performance of our gsed M-HARQ scheme. Fig. 5.5
shows the PER performance of the proposed arrangemensagan of the conventional scheme
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Figure 5.5: The PER performance of dll+ 1 = 3 transmissions for both the conventional HARQ
and for the first. + 1 = 3 packets of the proposed M-HARQ scheme.

for a total of L + 1 = 3 transmissions employing Type-1 HARQ. In practice, a tofaixm or three
transmissions are sufficient, since the HARQ scheme a@slikafety net’ in support of the link
adaptation procedure, which is capable of preventing miofieopotential packet loss events. In
our simulations, each packet of length = 256 bits is QPSK modulated and channel coded by
a rate-1/3 irregular systematic RA code [68]. A Rayleighribsted block-fading channel is used
and the feedback channel conveying the NACK indicator isirassl to be error-free. Again, we
consider the worst case scenario, where each oMheackets employs the maximum affordable
number ofL = 2 retransmissions.

In general, according to the Toeplitz-matrix-like arramgat havingl. number of retransmis-
sions, we may investigate the PER of all tfle+ 1) transmissions for each of the firfsk + 1)
packets, since they correspond to different typical ieferfice pattern§). For instance, when
L = 2is considered, the number of layers for each oflthe1 = 3 transmissions ofthe +1 =3
first packets is given b1 = [1,2,3], Qper2 = [2,3,3] andQ13 = [3,3,3]. Fig. 5.5 suggests
that during the first transmission the PER performance opooposed scheme is the same as that
of the conventional scheme. By contrast, for two and thraesinissions, there is an observable
but marginal PER degradation for our proposed scheme cauparthat of the conventional one.
Apart from this slight difference, all packets experienaeear-identical PER performance.
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5.4.2 Efficiency Evaluation

Let us now investigate the link layer’s effective throughpufor both our proposed M-HARQ
scheme and for the conventional scheme. The BE®rsus the SNR, per bit of both schemes
was approximated by a 6th-order polynomial fitted to the &ed curves shown in Fig. 5.5.
Then, the normalised effective throughput was calculated @lotted in Fig. 5.6. Observe in
Fig. 5.6 the significantly improved effective throughputbof proposed M-HARQ arrangement as
compared to that of the conventional one for bth= 4 and M = 12. When the total number
of transmitted packetd/ is significantly higher thar., the effective throughpu of our proposed
scheme approaches that of the single-transmission soemdrich can be verified by comparing
the results of both thé. = 1 andL = 2 scenarios corresponding fd = 4 andM = 12 in
Fig. 5.6, where thd. = 0 curve is printed using the continuous line. This implies thare is
only a marginal retransmission delay penalty for our predosl-HARQ scheme foM — oo.
More explicitly, the delay penalty may be related to the ddun of the effective throughput by a
factor of M/ M,, which is1/(L 4 1) for the conventional scheme add/(M + L) ~ 1 for our
proposed scheme favWl — oo.

For example, as illustrated in Fig. 5.6, where point A ralate our M-HARQ scheme is
calculated asja(p. =~ 0) = r-b[1 — pe(yp)|M/(M + L) = 0.44 and point B related to the
conventional scheme is calculatediggp, ~ 0) = - b[1 — p.(74)]/(L + 1) = 0.22, where we
haveM = 4, L = 2 andr = 1/3 is the channel code rate, white= 2 for the QPSK scheme
employed andv.(y, = 20) ~ 0 for both scenarios. This is also true when considering a PER
of p. = 10~!, which is of practical relevance, where the effective tiglguut of both schemes
in the above example are weighted by- p, = 0.9, which aren4(p, = 107!) = 0.396 and
ns(pe = 1071) = 0.198 respectively, although the proposed M-HARQ arrangemesiarelightly
higher requiredy, value due to the superimposed interference, as charatansig. 5.5. Thus,
for M = 4 and a total ofL = 2 retransmissions, we have a throughput penalty of 1/3, wehile
throughput penalty of 2/3 for our proposed M-HARQ scheme.

Fig. 5.7 compares the mean successful frame arrival¥aecorded for a Poissonian source
frame generation process for both the conventional HAR@meehand for our proposed arrange-
ment at the TCP layer. Two different phenomena may be obdémgig. 5.7, namely the 'buffer-
size limited’ and the 'FER limited’ situations seen at thghtiand left of the figure. More explicitly,
at low E; / Ny values,A is limited by the high FER imposed by the channel, which attg more
retransmissions. On the other handis limited by the finite buffer-size oB TCP frames, when
the FER is low, such ag, < 0.02 for our proposed scheme ampg < 0.003 for the conventional
one. This is clearly seen in Fig. 5.7 upon increasing thednsfize fromB = 1 to 20 TCP frames.

It can also be seen in Fig. 5.7 that our proposed scheme stibByaimproves the mean successful
TCP frame arrival rate at lowy, values, before the conventional scheme reaches its binffeed

maximum. Although both schemes reach the same maximum géfubounded by the buffer-size
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Figure 5.6: The effective throughput of the first and second retransorissfor both the conven-
tional HARQ and the proposed M-HARQ scheme.

B, the proposed M-HARQ arrangement requires lo#gf Ny values than the conventional HARQ,
when comparing points A and C in Fig. 5.7. This clearly implibat our scheme is more tolerant
to frame error events and hence has a higher end-to-endgtipatias a benefit of employing the
proposed M-HARQ scheme.

5.4.3 Discussion

Let us now discuss both the limitations and the beneficialieggpns of the M-HARQ arrange-
ment. Our proposed scheme is based on the superpositiongcagproach and hence the resul-
tant composite packet of multiple superimposed layersinesceffectively 'interference-limited’.
Therefore, the per-layer throughput rate should not besskoe in order to ensure that the decoded
PER remains low and approaches the single-layer best-eafsgrpance, as illustrated in Fig. 5.5.
More explicitly, this requirement discourages the emplewptrof high-throughput, but interference-
sensitive high-PER, high-order modulation schemes, atthsophisticated MPD algorithms may
be employed to relax this requirement, provided that theptexity imposed remains affordable.

Furthermore, relatively low-rate channel codes are predefor the sake of supporting the low
PER transmission of multiple superimposed layers at a siegte-layer PER performance. Since
the number of retransmissiorsis typically low in practice, so is the number of superimpbse
layers. Hence for example different channel codes andterl@avers may be used to separate

the layers using the principles of channel code aided [3Tjterleave division multiplexing [31].



5.5. Conclusion 143

Increased Buffer Size B
B =[1,4,8,12,16,20]

Mean Arrival Rate A

/ Proposed Max. Gain
,7 FER limited app. 5dB
05¢ proposed T
Conventional _
FER limited — — —conventional
0.4 | 1 ! | | | ) ‘ ‘
0 2 4 6 14 16 18 20

10 12
E,/N, (dB)

Figure 5.7: The mean arrival rate for both the conventional HARQ andHerdroposed M-HARQ
scheme.

Alternatively, orthogonal spreading sequences can bemmglfor separating the layers at the cost
of reducing their effective throughput proportionatelythe spreading factor. Furthermore, in our
investigations, only a Type-l HARQ scheme was employed dasethe argument that Type-ll
HARQ provides a limited extra gain over Type-l HARQ for lowder modulation and low-rate
channel coding [159], although the employment of Type-lIR{Ais also straightforward.

Remarks: According to Fig. 5.6 and Fig. 5.7, our scheme achieves afggntly higher
effective link layer throughpufy and TCP layer mean frame arrival ratethan the conventional
scheme, which makes our scheme patrticularly suitable flayekensitive low-rate applications,
while providing cell-edge users with an improved end-td-dmwoughput and transmission integrity.

5.5 Conclusion

In this chapter, as a practical application of the concepiooforthogonal random waveform based
multiuser communications, a novel superposition-aidedtipiexed HARQ scheme was proposed,
which jointly encodes the current new packet to be transohitind any packets that are about to be
retransmitted. The proposed scheme is capable of sula@haintiproving the link layer’s effective
throughput for all transmitted packets at a marginal PERopmance degradation. As a result, this
improved link layer transmission efficiency also contrdmitowards an improved overall end-to-
end TCP transmission efficiency.
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Furthermore, our superposition coding aided arrangemeuyt lme readily integrated with ex-
isting systems without substantially modifying the cutrdasign. Although only Type-l HARQ
was employed, the extension to Type-ll HARQ is also stréigimard. However, the proposed
scheme discourages the employment of high-order modnlatbemes and favours relatively low-
rate channel codes. Hence, the proposed scheme is patyicudable for delay-sensitive, low-rate
services and for providing cell-edge users with an improed-to-end throughput and/or trans-

mission integrity.

5.6 Appendix - Pollaczek-Khintchine Formula

Let us assume that the packets arrive at an AP according tessdd@n packet arrival process with
a rate ofA. The service timd’ of packets are i.i.d. random variables having a common PRIF an
first as well as second momentsIBfT] andET?]. There is a single server and sufficient storage
for packets to be queued, when finding the server busy. Eadepaaits, until it can be processed.
The server can handle only one customer at a time. This pktiqueueing model is referred to
as the M/G/1 queue in the form of Kendall notation, which iediso describe and classify the
gueueing model, where 'M’ represents the Poissonian pakieal process, 'G’ represents the

i.i.d. service time distribution and '1’ stands for one seexchannel (server) [171].

We define theservice loadasp = AE[T] and assume that we hawe< 1. Alternatively, we
define theaverage service ratasA; = 1/E[T] and thus, the service load is given ppy= A/ As.
For a stable system the average packet arrival xatkould be lower than the average service rate
As, namelyp < 1. Hence, the service load can be interpreted as the longftaation of time that
the server is busy.

The Pollaczek-Khintchine formula states that the longataverage delayD, per packet spent
in the queue is given by [171]:

D, = AE[T?]/[2(1 - p)]. (5.21)

This formula quantified), and more importantly, it provides further useful insigHi®enoting the
squared normalised variance of the service timeZoy: o%(T)/(IE[T])?, we can formulate a more
insightful expression for the Pollaczek-Khintchine folenas:

D, = (1+c2)pE[T]/[2(1 — p)]. (5.22)

The above formula shows that the average delay per packetdsiional to the factof1 + c2) /2,
when the average packet arrival ratand the mean service tin&{T| are kept fixed.

Differentiation of D, as a function op shows that the slope of increaseldjf as a function of
p is proportional to(1 — p) 2. Hence, a small increase in the average packet arrival ratéoad
of p = 0.9 causes an increase in the average delay, which is about 25 higher than it would
be for a load ofp = 0.5. This demonstrates the danger of designing a stochastensysith too
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high a utilisation level, since a small increase in the serad will in general cause a dramatic
degradation in the system’s performance.



Chapter

Harmony Search Aided Iterative Joint
Channel Estimation, Multiuser
Detection and Channel Decoding for
DS-CDMA

All the detection algorithms employed in our previous ckaptare low-complexity IC schemes.
However, when a large search space is encountered for examglase of multiple antennas,
high order modulation schemes or heavily-loaded multiggetems, more sophisticated, yet low-
complexity detection algorithm will be required.

In this chapter, a novel MUD scheme is proposed for DS-CDMsteaps employing the so-
called HS algorithm, which is a novel meta-heuristic opsiation method. We specifically de-
sign the HS aided MUD for the communications problem considiend apply it in an iterative
joint Channel Estimation (CE), MUD and channel decodingriesvork. The simulation results
demonstrate that a near-single-user performance can vedtby the proposed algorithm while
avoiding the excessive-complexity full-search-basednmoin detector even in the context of DS-
CDMA systems supporting more users than the number of cldpsqguence. Moreover, the HS
algorithm can be efficiently incorporated in an EM based GiEework. As an example, our can-
didate system usinfy. = 7-chip random sequences is capable of supporting six time&e os®rs
than the number of chips per spreading code at a BER 0%, while approaching the single-user
performance within about 1dB.

6.1 Introduction

Coded MIMO multiuser systems are typical scenarios in th@esd of next generation wireless
communications employed for the sake of achieving a higltsalesfficiency, which led to high-



6.1. Introduction 147

dimensional adaptive modulation and coding in the HSPAesyqR]. Near-single-user detection
in such a high-dimensional and highly-correlated spacenisratrivial task. Inspired by the turbo
principle [64], optimum MAP based Joint Detection and DeéngdJDD) scheme can be achieved
by reduced-complexity Iterative Detection and Decodily)) upon exchanging extrinsic informa-
tion between the receiver components without a significarfopmance compromise [116]. The as-
sociated decoupling of the excessive-complexity joint M&Beiver into components is facilitated
by the inclusion of an interleaver employed between theati@teand decoder, which randomises
and decorrelates the soft information exchanged betwesn thuring the iterations. Furthermore,
the interleavers are expected to have a high depth [64] arhtzespecific [31]. Early work on
IDD can be found for example in [74, 75,116, 117]. Similarthe &analysis of LDPC codes [17]
and serial concatenated codes [18], the convergence of tbBnses is typically investigated by
semi-analytical methods, such as the DE charts [117, 1 E2T charts [36,112].

In the context of the MUD scheme proposed in this chaptempiienum Bayesian MAP detec-
tor has an excessive computational complexity. One magieitke the classic MMSE detector [75]
or develop reduced complexity detection algorithms, ssdh@well-known Sphere Decoding (SD)
aided detector [175] and the Markov Chain Monte Carlo (MCMled detector [176,177]. Al-
ternatively, stochastic global optimisation techniquesyrne pursued in order to reduce the com-
plexity, while still capturing the MAP solution with a higtrgbability using for example the class
of Evolutionary Algorithms (EAS) [28], such as the well-kmo Genetic Algorithms (GA) [178].
Another class of algorithms, which also captured substhrgisearch attention is constituted by
the Swarm Intelligence (SI) algorithms, such as ParticlafdwOptimisation (PSO) [179] and Ant
Colony Optimisation (ACO) [180, 181]. Apart from these aitfumns, imitating the improvisation
process of musicians, a new naturally-inspired meta-sgtimptimisation method was proposed

recently, leading to the so-called HS algorithm [47].

In addition to detection and decoding, the receiver alsotbamcquire sufficiently accurate
CE[178,182]. Conventional pilot-aided CE suffers from atvaoverhead in terms of an increased
bandwidth and power. Furthermore, stand-alone ML sufiens fthe lack of extrinsic information,
which would be readily available from the outer channel diecoHence, the data-aided CE may
be incorporated in the aforementioned IDD framework, so tha estimated channel parameters
can be iteratively improved by the error correction decotfeparticular, the well-established EM
algorithm [183] provides a general framework for solvinglsyproblems. In this chapter, the key
idea of our HS aided EM algorithm is that instead of using the & posterioridistribution of the
transmitted data, given the observation and the curremingiiaestimate, we use ttaeposteriori
distribution based on the data estimates provided by thelgtSidom.

The novel contribution of this chapter is thaé design a HS based global optimisation method
for iterative joint CE, MUD and channel decoding. The sintigia results demonstrate that the
single-user performance can be approached by our spedjfidakigned HS algorithm without the
excessive complexity of the MAP based MUD even in the clgaligrscenario of supporting more
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users than the number of chips per sequence. Furthermaed;18raided MUD is amalgamated
with the EM based CE framework&inally, the proposed algorithm is sufficiently general ® b
applicable to the linear Gaussian vector model employetftdO detection.

The remainder of this chapter is organised as follows. Iri@e6.2, we highlight the general
approach of EA and review the original HS algorithm. In Sat.3 we specifically design the HS
algorithm for our uncoded DS-CDMA MUD problem and develomithe context of iterative joint
CE, MUD and channel decoding in Section 6.4. We then chaisetiés performance in Section 6.5
and conclude in Section 6.6.

6.2 Preliminaries of Harmony Search Algorithm

6.2.1 Problem Formulation and the Routine of EAsS

Consider the optimisation df(x) subject tox, € Ay, k € [1,K]|, wheref(-) is theFitness Func-
tion (FF),x = [x1, ..., xx|T is the set otandidatescontainingK legitimate variables chosen from
a discrete or continuous alphabdt, k € [1, K], where the superscrigt)” denotes transpose. In
our MUD problem,K is the number of users andhosts one of theX possible legitimat&-user
BPSK modulated candidate vector.

The general routine of employing EAs may be summarised &sifsl A population ofK-user
candidates is randomly initialised, where each one reptese potentiakK-user MUD solution.
The 'quality’ of eachK-user candidate is evaluated using the FF. Then a seleatimess is ap-
plied during each iteration in order to form a new populatihere the selection process tends to
favour high-qualityK-user candidate. Two tasks are distinguished in this setegrocess. The
exploitationstep provides the algorithm with the capability of imprayiand combining the traits
of the currentK-user candidate, while thexplorationstep prevents the candidates from prema-
ture convergence to a potentially local rather than glolpihtum, without exploring sufficiently
diverse regions of the entire search area, i.e. diffekenser vectors. These two steps jointly main-
tain a sufficiently divers&-user candidate population to avoid getting trapped inllopaima. This
procedure is repeated, until the affordable complexitgiegfat is exhausted.

6.2.2 The Harmony Search Algorithm

We now briefly review the HS algorithm introduced in [47] aethte it to outk-user MUD context

in Section 6.3. When a musician improvises, the aestheaatiication (FF) results from a set of
pitches produced by the music instruments (variables)ivedo The musician seeks to produce
aesthetically pleasing harmony (the optimufruser vector) as determined by his/her aesthetic
perception (FF) inferred from rehearsals (iterations).

There is a range of parameters associated with the HS &gorithe harmony memory sizd
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specifies the number of initidd-user harmony candidates stored in the Harmony Memory Katri
(HMM), which represents the initial population size. Therhany memory activation probability
P,., specifies the typically less than unity probability of a n&auser candidate being selected
from the HMM rather than randomly, where the latter has a ghdly of (1 — P,,). The pitch
adjustment probability’,, specifies the chance of changing the pitch, i.e. that of giana newly
generated-user candidate from the HMM, rather than using varianthefrevious one from the
HMM. Finally, Q represents the total number of iterations or improvisaticarried out throughout
the HS algorithm. More specifically, the HS algorithm can besarised as follows:

6.2.2.1 Step 1 - Initialisation

A set of M initial K-user harmony candidates is generated and stored in the Hllbk& explicitly,
to initialise the HMMX® = [x{,...x},], each variable) ,,m € [1,M],k € [1,K] is generated
either randomly from a uniform distribution based on itstiegate alphabet4, or from a mutated
version of a rough initial value, such as the MMSE estimatmmx%,k denotes théth variable of
themth K-user harmony candidate vectd}, in the HMM.

6.2.2.2 Step 2 - Improvisation

At iterationg € [1, Q], the newK-user harmony candidai*” is generated using an appropriate
combination of the following HS operationgnemory activation pitch adjustmen&and random
selection More particularly, the new-user harmony candidate of thth iteration is either selected
from the HMM X7~! of the previous iteration with a probability d,, or chosen randomly from
the legitimate alphabet with a probability of — P,,,).

Once aK-user candidate was selected fradfr !, then according to [47] a further pitch adjust-
ment characterised by a stepdMmay be applied with a pitch adjustment probabilityRyf, where
the specific value of each variabté*”, k € [1, K] of the newK-user harmony candidate is tuned to
match the neighbouring values in its legitimate candidateti®n alphabet4,. We emphasise in
advance that this is a challenging task, when incorporakiadiS algorithm into the MUD problem
having a binary alphabet, since the original fine-tunindntégue of [47] would entail binary tog-
gling of the related bit and hence lead to a dramaticallyed#fitK-user counterpart. Our solution

to this problem will be proposed in the next section.

Again, the probabilities”,,, and P, control the exploration and exploitation phase of the op-
timisation algorithm, respectively and the correspondisgudo-code of this procedure is seen in
Table 6.1.



6.3. Harmony Search Aided Multiuser Detection of Uncoded DSCDMA 150

Table 6.1: Pseudo-code of the improvisation step
fork=1,...,Kdo
if 44(0,1) < Py, do
X[V = xfn;,l{, m; ~ U[1, M|
if 4(0,1) < Py, do
X =x £ A€ A
end if
elsex( € A
end if
end for

6.2.2.3 Step 3 - Updating

The new harmony candidai&‘” generated replaces the worst harmony of the HX# !, pro-
vided that its score measured in terms of the FF is bettertthatrof the worst harmony iX7-1.
Otherwise, no changes are made in the HMM, namely we Xéve X7~ 1.

6.3 Harmony Search Aided Multiuser Detection of Uncoded DSEDMA

6.3.1 System Model and the Fitness Function

Let us now first apply the HS algorithm in our MUD problem of arcaded DS-CDMA system.
Consider an uncoded BPSK modulatédiser DS-CDMA system employing user-specifig-chip
spreading sequences. The canonical linear Gaussian sysidei of thennth symbol can be written
as:

y=Cx+n, (6.1)

wherey € RNx1 x € RE*1 andC € RN*K are theN,-chip received sample vector where
each chip-value is constituted by the superposition ofkhgsers’ chips, th&-user transmitted
symbol vector and the DS-CDMA spreading matrix, respelstias visualised in Fig 9.9 of [28].
Furthermoren € RN-*1,n; ~ N(0,0?) is the AWGN vector.

Given the knowledge of the spreading maat the receiver, the objective of the receiver is

to maximise the joint APP(x|y), which is given by:

P(xly) = p(y)P(x)/p(y)
o< p(y[x). (6.2)

This is proportional to the likelihood function(y|x), where we ignored the irrelevant partefy)
and assumed having an identieapriori probability P(x) for each legitimate transmitted symbol
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as far as the uncoded system is considered. The likelihaactiéun p(y|x) may then be expressed
as:
p(ylx) «exp {~|ly — Cx|[?/20%} . (63)

In this case, the MAP criterion reduces to the ML criteriorenide, the FF equals to the likelihood
function and we aim at finding the solution:

* = i —Cx|?, 6.4
X" = argmin ||y — Cx|| (6.4)

where the cardinality of the set is given by = Hle Ay, which is 2K for the BPSK scheme
employed. Hence the complexity imposed by the ML detectexmonentially increased witK.
Therefore, we resort to an alternative near-ML optimigatieethod, namely to the HS aided MUD,
which evaluates Eq. (6.4) only for a fraction of te candidates and yet captures the ML solution
with a high probability.

6.3.2 Harmony Search Aided Multiuser Detection
6.3.2.1 Naive Transplanting

We initialise our specific HS algorithm by randomly genergt number ofK-user candidate
harmony vectorX® = [x?,...x%,] from the set oRX legitimate solutions. At each iteratiop a
newK-user harmony vector**” is generated either from the HMM7—! with a probability ofP,,,
according tax;” = xzf,iml ~ U[1, M], k € [1,K], which implies inheriting théith bit of one
of the M candidate vectors in thgy — 1)th iteration,k € [1, K] or randomly from the alphabet
xp“ € Ap = {£1} with a probability of (1 — P,,;). The newly generate&-user harmony
vector replaces the harmony vector of the worst FRin!, provided it is fitter than the worst one,

otherwise it will be dropped. Then we continue by setikfg= X7~! for the next iteration.

However, the above direct employment of the HS aided MUDItg$u a poor performance,
since in the particular MUD problem only binary data{af1} are considered, which is incompat-
ible with the pitch adjustment step of the original HS pragdosThus, instead of 'tuning’ thith
binary value ofx““ to its opposite based on the predefined pitch adjustmenspiiitly of P, in
an binary manner, we propose to take the soft informatioacéaed withx“” into consideration
for determiningP,,. As a result, the specific value of“” will be toggled to the opposite binary
value during each pitch adjustment step based on the piapalointaining its soft information.

6.3.2.2 Pitch Adjustment

More explicitly, after randomly selecting E-user base harmony vectst at iterationg from the
HMM X9-1 with a probability ofP,,,, the pitch adjustment is carried out by generating /e
variable x/ based on the marginal APP(x?]y,x”,) of the base harmony vector, whex&,
denotes th&k-user base vector with thigh elementxi excluded. This marginal APP represents
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the soft information of}}*“ and acts as the replacementitf, in the original HS proposal [47].
An additional benefit of this is that the marginal APP is awtically updated after each iteration,
rather than being used unaltered throughout the MUD proeasi originally set before the opti-
misation. The Log-Likelihood Ratio (LLR) of this marginaP® may be conveniently evaluated in
the following way:

Lyg = In E

¥l = +1,xb
< In p(yl 1; Xk
p(y’xk - _1/X_k
= (ly—Cx_II> = lly — . |[) /207, (6.5)

where the subscript / — indicates the sign of thith elemenlx,’; of the K-user base vector. Note

that in Eq. (6.5) we dropped the identi@apriori probability ofP(x,’j). Then we have:
1

In this case, theP,,,-basedmemory activatiorand theP,,-basedpitch adjustmentmerge into a

Ppa (2 = +1) = (6.6)

single joint step and the exploration of a sufficiently dserange of solutions is ensured by using
both arandom selectiorof the K-user harmony candidate vector with a probability(df— Py,,)
and by a randomly selectd@tuser base vector from the HMM at each iteration. The rensaiod
the algorithm follows the same procedure as discussed itioBe.2 and the pseudo-code of our
HS-aided MUD algorithm may be seen in Table 6.2.

6.4 Harmony Search Aided Iterative Receiver

6.4.1 System Model and Optimum Soft Multiuser Detection

We now proceed to extend our HS-aided MUD in the context oétitee iterative receiver, leading
to the soft HS-aided MUD. In addition to Eq. (6.1), the systaodel becomes:

Y = CHX+N, (6.7)

whereY € CNexN X ¢ RK*N andN e CNe*N denotes the matrix of received signal samples,
transmitted symbols and noise samples of a given trangmigeame having a block length of
N bits. FurthermoreH = diag [, ..., k] contains the block-invariant complex channel to be
estimated. Furthermor® and N; represent the channel code rate and information frameHengt
hence we hav& = N;/R.

Turbo-style iterative CE, MUD and channel decoding is eipgibas seen in Fig. 6.1, where
each CE update will be based on the soft output of the IDD sehamd the new CE results will
again be used by the IDD. We will first design the Soft-HS (SHiflgd MUD algorithm assum-
ing perfect channel knowledge and then demonstrate thaSd@-aided MUD algorithm can be
efficiently applied in the EM based channel estimation framor.
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Figure 6.1: Iterative channel estimation, multiuser detection anchokebdecoding.

Assuming that a long interleaver is employed between the MidD channel decoder, which
decorrelates the soft information exchanged during theeautive iterations, we focus on thth
symbol intervaly, = CHx,, + n and drop the symbol index In the BPSK modulated system, the
MUD delivers soft information in terms axtrinsicLLRs denoted by ¢(x) to the outer channel
decoder based on the observation of the irppriori LLRs denoted by?(x). Since all users’
information is independent of each other, therinsicLLR of the kth user is given by:

L (xx) = L(xx) — L (xx), (6.8)

where thea posterioriLLR £(xy) is given by:

P [x = +1ly, L*(x)]

P [x = 1]y, £*(x)]

In ZVx_k p [xk =+1, X—k’Y/ L* (X)]
Y Pl = =1, xkly, £2(x)]’

noting that the optimum Bayesian approach aided summagamtslto the consideration of all pos-

L(xy) = In

(6.9)

sible 2K=1 such vectors. Obviously, this potentially prohibitive qalexity should be avoided.
In the following, we will show that the SHS algorithm is cap@bf providing a low-complexity

alternative.

6.4.2 Soft Harmony Search Aided Multiuser Detection

The idea of the SHS algorithm is that we gather a sufficientlreamof K-user candidate vectors
after Q iterations in the final HMM, each contributing significan{ly enchanting harmony) to the
evaluation of the overall summation, where the significascgiantified by the FF. This in principle
approximates the summation of all legitimateuser vectors in terms of the Bayesian optimum of
Eq. (6.9). Compared to the hard HS-aided MUD of Section &8 following three aspects have
to be modified in order to formulate the SHS algorithm.

6.4.2.1 Fitness Function

The FF to be evaluated in the SHS is defined as the joint APPedtthser transmitted vector
based on the observatignand thea priori LLRs £”(x) provided by the channel decoder, which
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may be expressed as:

f(x) = Plxly, £(x)]
o p(yx)P [x[£%(x)]
o< exp{—||y—CHx||2/202}1;k[P[xk]ﬁa(xk)]

= —|ly — CHx|[?/20% + ) InP"(x), (6.10)
Vk

where in the third line, we exploited the fact that each gsbits are independent of each other,
leading toP(x|L£%(x)) = TTw P [xx|£*(xx)], while in the last line, we exploited the monotonic
nature of the FF, leading to a numerically efficient log-domexpression. Moreove??(x;) of
Eqg. (6.10) denoting tha priori probability of each user, may be expressed as:

1

Pa(Xk = +1) = m.

(6.11)

6.4.2.2 Pitch Adjustment

The relation between the LLE,, of the marginal APP and tha priori information £*(x) is
revealed upon expanding Eq. (6.5) by taking into accounatpeori information £7(xy):

P [x} = +1y,x, £%(xx)]
N7 b ra

P[xb = —1ly,x", £o(x;)]
P(y!lei = +1/xlik)
P(Y’xzé = _1/Xb_k)

Epa

In + L%(xp). (6.12)

This value is then used in Eq. (6.6).

6.4.2.3 Soft Output

After Q iterations, a list ofK-user candidate vectors with reasonably good fithess waer gjexl.
Then Eq. (6.9) is evaluated based onkhkaser candidate vectors in the final HMX£, which can

be expressed as:

Y exo Pl = +1,x_kly, £(x)]
Yx exe Plxx = =1, x ly, £7(x)]

= In ), exp{f(xx=+Lxy)}~

X_kEXQ

In ) exp{f(x=—-1x4)} (6.13)

X_kEXQ

L(xy) = In

Q

max_f(xx =+1,x_§) —
X_kGXQ

max_ f(xy = —1,x_¢), (6.14)
X_kGXQ

where the above approximation exploited the Jacobian itbgarn(e® + e¢’) = max(a,b) +
In(1 +e1*7?l). Eq. (6.14) represents the LLRs of the soft APP output of icemmg all the
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K-user candidate vectors in the final HMM. When considering ektrinsic LLR £°(xy), the
correspondingextrinsic FF value f°(x) is substituted in Eqg. (6.14), which may be given by

fe(x) = f(x) = In P*(xy).
We may seek a further reduced-complexity sub-optimum duigiconsidering only the best

harmony vectox® = max,xo f(x) of the Qth iteration. In this case, Eq. (6.9) becomes:

P [ = +1,x Iy, £(0)]
P [xp = —1,x* |y, £L%(x)]’

L(x) = In (6.15)

and we will use Eq. (6.15) as the soft APP output of our SH&ehMUD.

6.4.3 Soft Harmony Search Aided Channel Estimation

Let us now demonstrate that our SHS-aided MUD algorithm a@anfficiently applied in the EM
based CE framework, leading to the new joint iterative CE,IMahd channel decoding. In this
case, the entire observation frame of received samylesconsidered rather than just a single
symbol intervaly,,n € [1,N]. Let us now introduce the notatidn = [h,...,/]T and recall
from Eqg. (6.7) that the ML estimate of the channel condittbna the observation & is given by:

h* =arg max p(Y|h). (6.16)

However, the explicit expression of the likelihood funetie( Y |h) is unknown, since the transmit-
ted dataX is unknown. We thus resort to the so-called EM algorithm [18®ich iteratively finds
the ML solution forh.

Since we do not know the transmitted ddawe cannot evaluate the exact value of the like-
lihood functionp(Y|h). However, given the channel-contaminated received ¥athat we do
know, we can finda posterioriestimates of the probabilities for the transmitted déatayiven the
previously estimated value df7—!. Then, for each detected set Xf we can thus calculate an
expected value of the likelihood function with the aid of tt&nnel-contaminated received dta
and the previous channel estimate. In the language of EM, aerafer toY andZ = {Y, X} as
theincomplete datand thecomplete datarespectively, whiléX is referred to as thmissing data

6.4.3.1 The Expectation Step

More formally, we commence from the following expectatia@iccilation:

Q(h,h"Y) = E [1n p(X, Yh)]Y, h"‘l]

= Y P(X|Y,h" 1) Inp(X,Y|h), (6.17)
VX

where the log-domain likelihood function of the completéagg X, Y|h) averaged over all possible
2KN number of transmitted data sééswhich is written asn p(X, Y|h) can be further reformulated
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as.
Inp(X,Yh) o Inp(Y[X, h)P(X|h)
i llyn — CB,h||2/202
« (ZRe{r h}—hHRh) /202, (6.18)

wherey,, and@,, = diag[%1 ,, ..., Xk | denote the received signal vector and the expected value
of the transmitted vector during thegh symbol interval, respectively. We also removed the ¢ontr
bution of P(X|h) in the second line based on the fact that the estimated titiednsymbolX is
independent of the channkl Furthermorer € CX*! andR € CX*X can be expressed as [184]:

N

r = Y 9,Cly,, (6.19)
n=1
N

R = ) o,C'co, (6.20)
n=1

where the entries; , of @), are given by the soft output values of the SHS MUD:
Bon = Y2, P(X[Y,hT)
VX

= Z xk,nP<xn |Yn/ hq_l)zc

Vxp
& Z P(xk,n = +1/xfk,n|Yn/ hqil)
vX—k,n
—P(xgn = —1,X_uyn, h771). (6.21)

Noting thatX. = Y ux , P(X_,|Y_,,h771) is a constant and hence was cancelled out, where
X_, andY_, represents the transmitted data frame and received sigmaéfwith thesth symbol

interval excluded, respectively.

The key idea of our HS aided EM algorithm is that instead ofigishe truea posterioridis-
tribution of the transmitted daf¥, given both the observation constituted ¥yand the parameter
estimate constituted by the chanielwe use the approximateposterioridistribution based on
the K-user harmony vectors in the final HMM, which are believed dotdbute significantly to
the truea posterioridistribution. We may now utilise the set of significantly tdouting K-user
vectors stored in the final HMM instead of summing them oviep@dsible2X~1 number of values
X_kn. Hence, Eq. (6.14) or Eqg. (6.15) may now be directly appl@dtiie calculation of the soft
value#y ,,, hence we arrive att , = tanh [£(xy,)].

6.4.3.2 The Maximisation Step

We may now maximise the expected value of Eq. (6.17) in theesef the MMSE, which is
explicitly given by [184]:

h? = arg max Q(h,h7 Y =R 'r. (6.22)
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However, the EM based blind-type CE suffers from the clagbese ambiguity ofr in the BPSK
modulated system considered. Hence, a few initial traisypgbols are required to remove the
phase ambiguity oft before activating the blind EM algorithm, leading to a sdsiid CE. Since
the EM algorithm is a data-aided scheme, the length of th@&liriraining sequence is typically
short compared to a pilot-aided CE. In this case, we may usediigh initial CEs based on the
training symbols to initialise the receiver, while the sepgent channel updates of Eq. (6.22) can
be generated by combining the data-aided and pilot-aidadred estimates. More explicitly, we

have:
h! = [R+R"] ! (r+17), (6.23)

where the calculation dR? andr? is based on the true value of the pilot symbols.

6.5 Performance Evaluation

6.5.1 Complexity

Let us now discuss the complexity of our HS-aided MUD in teohthe required FF evaluations.
In the uncoded DS-CDMA case, the ML detector requiggg; = 2X evaluations, while the HM
algorithm requires a total of

Qs =0 x2xKxPu,; +Q+M (6.24)

evaluations of the FF of Eq. (6.4). In detall, it includesFF evaluations of the initial HMM, an
evaluation at the end of each of thkimprovisations an@ x K evaluations, when generating the
marginal APP for the pitch adjustment of each of (hémprovisations.

On the other hand, when the SHS aided MUD is considered, gemgithea posterioriLLRs
given by Eqg. (6.9) for th& users require®ap = K x 2K evaluations of Eq. (6.10), while the
SHS algorithm requires a total of

Qsps = Qus+2xK (6.25)

evaluations of the FF of Eq. (6.10), where in addition to ¢hgs FF evaluations according to Eq.
(6.10), the soft output generation requires a further K evaluations of Eq. (6.15).

6.5.2 Uncoded DS-CDMA
6.5.2.1 Effects of the Number of Improvisations

Fig. 6.2 and Fig. 6.3 show the achievable performance of theaided MUD for aK = 15-user
uncoded BPSK modulated fully-loaded DS-CDMA system usiot BN, = 15-chip m-sequences
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Figure 6.2: BER performance of HS-aided MUD ofl& = 15-user uncoded BPSK modulated
fully-loaded DS-CDMA system usingd = 15-chip m-sequences, when transmitting over an
AWGN channel. Furthermore, we hawé = 10, P,,, = 1. The number of FF evaluation was
Qus = 630 for Q = 20, while Qp; = 32768.

and random sequences, respectively, when transmittingaov@WGN channel. The information
frame length wa@v; = 512. In our simulations, we varied the value @fand M and setP,,, = 1.

Fig. 6.2 demonstrates that a near-single-user performazatbe achieved by the HS MUD at a
significantly reduced complexity compared to the ML deteduantitatively speaking, according
to Eq. (6.24) forQ = 20 and M = 10 the FF is evaluate@ys = 630 times using the HS-
aided MUD, while the ML require®Q;; = 2!° = 32768 evaluations. On the other hand, when
employing random sequences, the performance of the HS MtlHd failed to reach near-single-
user performance even fM = 20 andQ = 50, as shown in Fig. 6.3. This was the consequence of
the potentially high cross-correlation of the randomlys#mmsequences, which imposed substantial
interference. However, we will demonstrate that this detrital effect can be compensated, when
a channel-coded iterative receiver is employed, wheredfi@lecoding is capable of removing the
interference imposed.

6.5.2.2 Effects of Other Parameters

Fig 6.4 shows the effects of varying the HMM si&& and the harmony memory activation proba-
bility Py,,, while fixing Q = 20. The other simulation parameters remain the same. The HMM si
M represents the initial population size and predetermimesalution-space exploration capability
of the EA algorithm, where a largel ensures a sufficiently diverse population. As demonstriated



6.5.3. Coded DS-CDMA 159

10 T T T T T T T T T
10
10”7
x
w 10 s E
o E
il
il
1074k -B8-M=10Q=20
-©-M=10Q=50
—B—M=20Q=20
10°F |—e—M=200Q=50
Single User
10_6 | | | | | | | | |
0 1 2 8 9 10

Eb/Ni(dB)
Figure 6.3: BER performance of HS-aided MUD ofl& = 15-user uncoded BPSK modulated
fully-loaded DS-CDMA system usinly = 15-chip random sequences, when transmitting over an
AWGN channel. Furthermore, we ha¥g,, = 1. For the best BER performance simulated, the
number of FF evaluation wa8s = 1570 for Q = 50 andM = 20, while Q; = 32768.

Fig. 6.4, the achievable performance is improved substntipon increasingVl = 2,5, 10, 20,
yielding small incremental evaluations of the FF of Eq. J6.d. Qs = 622,625, 630,640 ac-
cording to Eq. (6.24).

Furthermore, the probability oP,,, = 1 was favoured. The reason for this choice is that
the marginal APP based pitch adjustment of Eq. (6.6) is depattproviding sufficient decision
reliability, hence the magnitude of the LLRs is improvedidgrthe successive iterations or im-
provisations. This suggests that the selection of a Kewser harmony vector should be biased
towards the HMM rather than towards a random choice fromehéimate alphabet. Hence, ar-
tificially enforcing a random selection with a probability 0l — P,,,) is not recommended and
hence the improvisations based on this selection may bediabkhportantly, ignoring the associ-
ated random selection owing I%,, = 1 does not limit the exploration capability of the HS-aided
MUD, because if we have a sufficiently high, randomly selected base vectors have already been
generated for inclusion in the HMM before fine-tuning thepiadjustment.

6.5.3 Coded DS-CDMA

Let us now investigate the SHS-aided MUD in the context ofanclel-coded DS-CDMA system
using an iterative receiver. Each user employed a randoeadpg sequence of lenghy = 7 and
an outer repetition code of rate & = 1/3, where the information frame length was = 512
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Figure 6.4: The effect of the harmony memory siad and the harmony memory considering
probability P,,; on the BER performance of the HS-aided MUD dfa= 15-user uncoded BPSK
modulated fully-loaded DS-CDMA system usitg = 15-chip random sequences, when trans-
mitting over an AWGN channel. Furthermore, we h&ye= 20. According to Eq. (6.24) we had
Qpus = 622,625,630,640for M = 2,5,10, 20, respectively, whiled;; = 32768.

and the number of iterations between the SHS-aided MUD amnddft decoder was set fo= 10.

The resultant channel coded transmission frame lengthNvas N;/R = 1536 bits. We set the

HS parameters a&l = 10 andP,,, = 1. Furthermore, we define the so-called normalised system-
load B as the ratio of the number of users supported to the spreaeipgence length employed.
Hence we havgs = K/N.. An AWGN channel was assumed and additionally we modelled
the false-locking imposed by blind EM-based CE by a unifgrdiktributed channel phase noise,
namely when we had; = ef"k,ek € [—m, ), where the phase noise remained constant over a
transmission block oN = 1536 bits. Apart from employing the EM based CE algorithm using
the above-mentioned random phase-noise based falsexpetadel, we will also use an idealised

benchmarker, where we assume perfect knowledge of the elgphase noise.

6.5.3.1 Effects of the Number of Improvisations

Fig 6.5 shows the effects of varying the number of improwset fromQ = 2,5, 8,10, 20, when
the normalised system load wgs = 4 and we hadQgsys = 180,351,522, 636,1206, while
Omap = 28 x 228, Compared to Fig 6.3 recorded for uncoded DS-CDMA, the efiédnter-
ference due to the high cross-correlation of the randomesemps employed is compensated by
the rateR = 1/3 outer repetition code and iterative receiver. The outeetipn code employed
is known as being capable of providing the best multiple ssa@pability [35], since it gener-
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ates the highest extrinsic information in interferenceited, i.e. low Signal-to-Interference-Noise
Ratio (SINR) scenarios compared to other channel codes [B§]6.5 demonstrated furthermore
that even in this overloaded scenario, the SHS-aided MUamesa capable of attaining a perfor-
mance, which was withi, / Ny = 0.5dB from the single-user performance measured at the BER
of P, = 107°.

6.5.3.2 Effects of System Load

Fig 6.6 shows the effects of varying the normalised systead fo when we hav&) = 20 impro-
visations. As shown in this figure, having an almost unprengsti system load as highas= 6 is
possible for the SHS aided MUD. More specifically, when themadised system load f5 = 6, and
Qsns = 1794 FF evaluations are used instead@f;4p = 42 x 242 the performance is only about
E;,/ Ny = 1dB away from the single user performance measured at the BPRe 2 x 107°. We
note furthermore that the normalised system load ef 6 is supported using the same parameter,
as employed when we have a normalised system logd-ef3. In fact, none of the HS parameters
were changed during these simulations. This implies thétimcertain limits the SHS-aided MUD
is capable of maintaining a near-single-user performaneefixed complexity region for a high
normalised system logél

However, although it was not explicitly shown here, we fotimak further increasing the num-
ber M or Q of improvisations does not necessarily improve the achievperformance. This
implies that the SHS-aided MUD may suffer from an irredugiBER owing to getting trapped in
a local optimum [12], when the normalised system load is .hifyh intuitive argument for this is
that the APP-based pitch adjustment may fail to functiorabdy since there are cases, where the
probability of a specific bit is near-unity despite beingoeeous, which prevents the MUD from
exploring other regions of the search space. This problecorhes more prominent, when the

search space is large.

6.5.3.3 SHS Assisted EM Based CE

Fig 6.7 shows the achievable performance of our SHS asditkdbased CE for a DS-CDMA
system having a normalised system loagdo& 4, when the channel’s phase noise was unknown
to the receiver. The number of iterations between the CE Biwas set talgy; = 5. Fig 6.7
demonstrates that employing training sequences alonewitbout a data-aided mode, failed to
generate sufficiently accurate phase estimates. On the lutinel, the semi-blind data-aided EM
approach, which jointly considered the pilot- and dateedidhannel estimates become capable of
acquiring accurate phase noise estimates. Furthermerkrtger the training sequences employed,
the faster the convergence to the best possible performassmeiated with perfect knowledge of
the channel’s phase noise, when modelling the effects séfmicking. Furthermord, = 16 pilots

are required in the data-aided EM based CE to achieving cgeree, while employing” = 64



6.5.3. Coded DS-CDMA 162

-3

10 "¢

BER

—5—Q=2
107°F ©—Q=5
—v—Q=8
——Q=10
10° | —%—Q=20 "
SingleUser
10_6 | | | | | | | | |
0 1 2 3 7 8 9 10

5
E,/N,(dB)
Figure 6.5: BER performance of SHS-aided MUD of & = 28-userR = 1/3-repetition
coded BPSK modulated DS-CDMA system usiNg = 7-chip random sequences ahd= 10
iterations. Furthermore, we havd = 10, P,, = 1. According to Eq. (6.25), we have
Qsns = 180,351,522,636,1206 for Q = 2, 5,8, 10, 20, respectively, whileQ y;4p = 28 x 228,
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Figure 6.6: BER performance of SHS-aided MUD offa= 1/3-repetition coded BPSK modu-
lated DS-CDMA system usinfy. = 7-chip random sequences for supporting the system load of
B =3,4,5,6,7. Furthermore, we hav®@ = 20, M = 10, P,;; = 1. According to Eq. (6.25), we
haveQsps = 1794 for B = 6, while Qap = 42 x 242,
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Figure 6.7: BER performance of SHS-assisted EM based CE algorithmibfa1/3-repetition
coded BPSK modulated DS-CDMA system usiNg = 7-chip random sequences for supporting
a system load o = 4. Furthermore, we hav® = 20, M = 10, Py, = 1. According to Eq.
(6.25), we havegps = 1206, while Qap = 28 x 228,

pilot-aided CE can not lead to convergence.

6.5.4 Discussion

Based on the above investigations, we may conclude thatrtipmged HS-aided algorithm is capa-
ble of achieving a near-single-user performance withoaitetkcessive complexity of the optimum
detector and that within limits, the complexity of the ali¢jom is reasonably independent 8f In
comparison to other EAs, which require the tuning of a rarfggacameters, as long as the initial
HMM size of M is sufficiently large, the HS-aided algorithm requires tineiig of a single pa-
rameter, namely of the number of improvisatids This property is acquired as a benefit of the
marginal APP-based pitch adjustment step, which equipghttive capability of attaining conver-
gence from a Bayesian inference point of view. At the same,tiifme entire search space is visited
by the HS MUD with the aid of the randomly generated base véigim the set ofM rather diverse

candidate vectors at each improvisation.

The generation of the pitch adjustment probability basedhenmarginal APP may be com-
pared to the so-called Metropolis-Hastings (MH) method,[&ich is also known as the MCMC
technique [12]. In contrast to the conventional MH methotijolv generates successive sample
vectors that are correlated, our proposed HS algorithm doeform a correlated Markov chain, in
other words, the resultant harmony vectors are independdns is because in the HS algorithm
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each new harmony vector may be accepted or rejected baséw malue of the FF. As a result,
after each improvisation, the newly generated HMM will haveidentical, or a higher score than
the previous HMM. Together with a sufficiently higWl value, the random-walk behaviour of the
conventional MH method may be avoided. On the other handH&ualgorithm is also different

from the traditional importance sampling or rejection sangptechnique [12], which requires a
so-calledproposal distributionand is only effective in low-dimensional problems.

Unfortunately, the HS aided algorithm employing the maagisP P P,,, suffers from two prob-
lems similar to those of the conventional Monte Carlo altponi, which are the potential occurrence

of local optima and that the exact proof of convergence isamatlable at the time writing.

6.6 Conclusion

Stimulated by the random guided HS algorithm of applied matics, in this chapter, we pro-
posed a novel HS-aided MUD for DS-CDMA systems and develapedo a joint iterative CE,
MUD and channel decoding framework. We used the APP basethfmimation as a variant of the
pitch adjustment probability in the original HS-aided altjom. As a result, the harmony memory
activation step and the pitch adjustment step were joirtlysidered, while the random selection
step was removed, since the APP based pitch adjustmenthpiihbprovides sufficiently accurate
guideline during the optimisation process. Hence, by ditigs single parameter, namely the im-
provisation number, the HS-aided MUD was shown to be capaftdgproaching the single-user
performance even for DS-CDMA systems supporting an extielnigh normalised system load
of B = 6 at a low complexity. As a further benefit, the soft HS-aided IMthn be efficiently
combined with the EM based CE framework, when communicaiugy a block-invariant channel,
where the EM algorithm is recognised as optimum from a Bayesiference point of view. Our

future work will involve comparions to other optimisatiolyarithms.

6.7 Appendix - Example of Harmony Search Algorithm

We now provide a simple example to augment the explanati@uoHS-aided MUD for uncoded
DS-CDMA. Consider & = 7 user BPSK modulated DS-CDMA system employiNg = 7-chip
random spreading codes, when transmitting over the AWGMNro#laatE, / Ny = 6d4B, and using
M =5,P,, =1.

Assume that we have the transmitted vector of

x = [+1,+1,-1,+1,+1,+1,-1]"
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for the K = 7 users and the spreading matrix of

+1 +1 +1 +1 +1 +1 -1
-1 +1 +1 -1 -1 -1 -1
+1 +1 41 -1 +1 -1 -1
cC=({+1 -1 -1 -1 -1 -1 -1/,
-1 -1 -1 +1 +1 +1 -1
+1 -1 -1 +1 -1 +1 +1
+1 +1 +1 -1 +1 +1 +1

where each column of the spreading matrix represents ea&tls gpreading code. The received
vector at the output of the AWGN channel was:

+4.0686 |
—3.1287
+2.5033
y=| —2.0255
+1.9452
—0.6461
+1.1707

According to Eqg. (6.4) the minimum value of the FF may be dakedl as
F(X)min = |ly — Cx|| = 2.8368.

Let us now track the operation of the HS process during theifirgrovisation step by step as

follows:

6.7.1 Generation of the Initial HMM

We randomly generate the initial HMIX® having M = 5 independent initial harmony candidate
vectors:

-1 -1 -1 +1 -1 +1 -1
+1 +1 +1 +1 -1 +1 -1
X'=1 -1 -1 -1 +1 +1 +1 -1
-1 +1 -1 -1 -1 41 +1
+1 -1 +1 +1 +1 -1 -1
Their corresponding FF valués are calculated from Eq. @s4)

[ F(x0) = 12.5052 ]
f(x9) =5.7130
FOX°) = | F(:9) =9.2966
f(x§) =10.4767
| f(xg) = 45612 |
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6.7.2 Generation of New Harmony Candidate

Base VectorWhen generating a new harmony candidate, the HS-aided MWilyfgelects a base
vector from the above initial HMM, sincB,,, = 1 was set. The base harmony vectdiis selected
an,’j = x%hk, m; ~ U[1, M],k € [1,K], whereld represents the random uniform distribution. In
this example, we have generated the index randomly;as [1,3,3,2,2,2,1], the base harmony

vector becomes:

_ o .0 .0 .0 .0 .0 .0
X = [xl,ll X32, X33, X2 4, X2 5, X2 6/ x1,7]

= [-1,-1,-1,+1,—1,+1,—1].

Pitch Adjustment The algorithm then generates the pitch adjustment prababi, according
to Eq (6.5) and Eq (6.6), yielding,, (x}*” = +1) = 0.9975, which implies that the first bit of the
base harmony vector should be "+1” with a probability0sf975, given the values of other bits in
the base harmony vector remain unchanged. In this examplgewerated a uniformly distributed
random value of/(0,1) < Py, (xf“ = +1), thus the updated base harmony vector becomes
xt = [+1,-1,-1,+1,-1,+1,-1].

This process continues, until &l bits of the base vector become updated with the aid of Eq
(6.5) and Eq (6.6) in a similar manner. The pitch adjustmeababilities of allK bits calculated

are:
Py, = [0.9975,0.9975,0.9975,0.9975,0.9975, 0.0025].

and their corresponding base harmony vectors updatedgdegich pitch adjustment are:

+1 -1 -1 +1 -1 +1 -1
+1 41 -1 41 -1 +1 -1
1 41 +1 41 -1 +1 -1
XP=1+1 +1 +1 +1 -1 +1 -1
1 41 41 +1 41 +1 -1
1 41 +1 41 41 +1 -1
1 41 +1 41 41 +1 -1

As a result, the last row of the matr¥ is the newly generated harmony vector, namely:

xew — [_,_L +1,4+1,+1,+1, +1, —1].

6.7.3 Generation of New HMM

Since the FF value of the new harmony vector becoffi{@é““) = 4.3227, which is less than the
worst one in the initial HMMf (x{) = 12.5052, this new harmony vector will replace the lowest
fitness harmony vector, i.&{ for the generation of the new HMM, where we hasje= x"%.
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Although we have not as yet found the optimé@bit vector associated with(x),;,,, the newly
generated HMM excludes the low-fithess and hence unlikehplidatex(l’. The above procedure
continues until the affordable complexity is exhausted.sébe that at this stage, there is only
a single bit difference between the new harmony vegté¥ and the true transmitted vectsy
the correctK-bit vector is likely to be found with a high probability dag the forthcoming HS
improvisations.
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Table 6.2: Pseudo-code of the HS-aided MUD

[* Initial HMM Generation */
Initialise X° Define f(-) = ||y — Cx|| Computef(x3,),m € [1, M]
/* Improvisation Loop */
forg=1,...,Qdo
/* New Harmony Candidate Generation */
if 4(0,1) < Py, do

end if

/* Base Vector Generation */
fork=1,...,Kdo

xp = 0 mi ~ UL, M]

m,»,k’

end for
[* Pitch Adjustment */
fork=1,...,Kdo

Compute pitch adjustment probability based on Eq (6.6)
if 4(0,1) < Ppa(xf” = +1) dox}“ = +1

elsex’ = —1

end if

b __ [,new new b b
Setx” = [x]*“, ..., x} ,ka,...,xK]

end for
Setx"? = xb
else
/* Random Selection */
fork=1,...,Kdo

v e {+1,-1}

end for

* New HMM Generation */
Finde = argmax f(x?),e € [1, M]
if F(x"v) < £(xI7") and f(x"v) £ f(x§ ), Vm do

-1
xI = x"ew xl =x17",Ym £ €

elseXxq = X7-1

end if

end for




Chapter

Conclusion

In this concluding chapter, the main findings of our invesiigns presented in this treatise are sum-
marised in Section 7.1. Additionally, a range of ideas camiog our future research is presented
in Section 7.2.

7.1 Summary of Findings

7.1.1 Chapter One

In this introduction chapter, we outlined the objective liktthesis, namely the aim of providing
an unified treatment of near-capacity non-orthogonal rand@veform based multiuser commu-
nications. The specific techniques proposed in this thesig @iscussed in more detail in Chapter
2, where we considered the SPC concept aiming for achieviighaedata rate, the random coding
principle aiming for maintaining a low error ratio, both ohigh benefit from the iterative receiver
architecture presented in Section 1.1. The brief histompoitiuser communications was reviewed
in Section 1.2. These considerations assisted us in fotinglthe motivation of employing non-

orthogonal random waveform based multiuser communication

7.1.2 Chapter Two

We elaborated further in Chapter 2, where we focused ourntaiteon three key topics, namely, on
the attainable maximal mutual information of multiuser eoamications in Section 2.2, on an ideal
as well as a practical random coding scheme in Section 2.®arah advanced iterative receiver

architecture in Section 2.4.

We constructed a generalised linear system model, whichpahde of describing a wide range
of systems, including multiuser systems, MIMO systems aralilant systems. The fundamental
information theoretic analysis of Section 2.2.1.3 suggpb#ihat non-orthogonal multiuser commu-
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nications is superior in comparison to the traditional ogibnal approach, as illustrated in Fig 2.4
and Fig 2.5. The achievable capacity improvement can beatteby invoking SIC as well as
SPC. For a real system having a discrete channel input inoBe2t2.2, our discussion on the
constellation-constrained capacity resulted in the déion of EXIT curve. Furthermore, we re-
vealed that the conventional multilayer mapping sufferednftwo undesired properties, namely,
from having a reduced cardinality and a non-equiprobalgieatiing constellation, as shown in Fig
2.6. For the sake of eliminating the capacity penalty dubémtbove-mentioned drawbacks as well
as for retaining the benefit of having a Gaussian-like chiainpat constellation for the multilayer
mapping, simple layer-specific phase rotations and povecatlon can be applied. The resultant
system subsumes the classic multilevel coding and bitleseed coded modulation architectures,
as discussed in Section 2.2.2.4.

The artificially imposed phase rotation and the layer-dmepower allocation underlined the
importance of combining the concept of channel divisiorhwiitat of code division. On the other
hand, the code division principle is also crucial. The ran@woding principle had been widely used,
both explicitly and implicitly in various designs. With tled of a comprehensive introduction to
factor graph and the sum-product algorithm of Section 2.84 discussed two practical quasi-
random coding approaches, namely, LDPC codes and intedeandes. It may be concluded that
interleaved codewords are essentially random codewordghel context of non-orthogonal mul-
tiuser communications, differently interleaved codevgorender the receiver’s factor graph fully
connected and prevent the graph from being decomposeditabdubgraphs, as demonstrated in
Fig 2.16(a) and Fig 2.16(b).

Concerning the receiver architecture, the decompositfoa BIAP based optimum receiver
leads to the so-called iterative data detection and chateezding principle, which was justified
by the positioning the interleavers between the channebdircand the detector. Two primary
benefits of the interleavers were also emphasised in Se2tibB. Firstly, the interleavers made
the consecutive coded bits uncorrelated. Secondly, tieeldéatved codewords may be considered
as codewords of a quasi-random coding scheme. In partiewaiocused our attention on the data
detection algorithm, where both the optimum Bayesian deteand a low-complexity IC aided
detector algorithm were derived as detailed in SectiorR2l4and Section 2.4.2.2, respectively.

7.1.3 Chapter Three

This chapter presented a specific instantiation of nonegdhal random waveform based multiuser
communications in cellular applications, where intereshquasi-random codes were employed as
a means of differentiating the users. More explicitly, tB&IA system was introduced, which may
be considered as a code-spread and chip-interleaved DSACEStem as seen in Fig 3.1. The
properties of IDMA, which are different from traditional BEDMA include the concept of near-
capacity random coding, an increased time diversity, flexitint coding and spreading sequence
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design and the employment of a powerful chip-level itemtieceiver, as detailed in Section 3.1.1.

We also proposed a generalised system model, which we edfetora MC-IDM-IDMA and
analysed its convergence behaviour with the aid of EXIT tshaie firstly highlighted in Section
3.2.3.1 that the employment of two-dimensional EXIT charthe analysis of MUD is appropriate,
when we study PIC and an equal received power system comaiungjaover an AWGN channel
or over an uncorrelated fading channel. By observing theTEMhction T,,,,,; seen in Fig 3.4, we
were able to distinguish two different MUD behaviours, ngnike right-hand-side of the EXIT-
chart was the noise-limited region, while its left-handesiwas the interference-limited region.
Furthermore, as illustrated in Fig 3.5, the terminology wbecorrection capability and multiple
access capability were introduced for characterising therahannel code’s EXIT functiofy,..

The EXIT chart analysis facilitated our investigations lafele design aspects, namely the cod-
ing versus spreading tradeoff, the multiplexing versuerdiity tradeoff and the complexity versus
performance tradeoff. The associated coding versus Dé&adpry tradeoffs were discussed and
our findings were compared to the characteristics of ti@uti DS-CDMA in Section 3.2.4.1. It
was found that in contrast to the separate DS-spreading laanthel coding design of traditional
DS-CDMA systems, the DS-spreading operation should beacepl by a repetition code in the
context of IDMA type systems so as to be jointly designed wligh channel code in order to im-
prove the achievable bandwidth efficiency. A general desiggwas also provided for invoking
low-rate codes in our system. More specifically, when desgMC-IDM and IDMA systems for
operating in various channel conditions at a givg Ny constraint and at an affordable decod-
ing complexity, it is beneficial to employ a channel code hgvihe highest possible rate, which
is 'just’ capable of meeting the specific target BER requiats and then dedicating the rest of
the affordable bandwidth expansion to DS-spreading, a®$ repetition codes. Furthermore, in
Section 3.2.4.2, the differences between MC-IDM and MC-iere investigated and the mul-
tiuser diversity benefits of MC-IDMA were revealed. The prepd MC-IDM-IDMA system is
thus flexible in terms of either assigning the total systeraubhput to a single user or providing
a multiple access capability for several users, as denaigdtin Fig 3.17. Finally, the associated
complexity versus performance tradeoffs were discusseavegtigating two MUDs’ EXIT curves
and a reduced-complexity hybrid MUD concept was providetthécontext of Fig 3.22.

While the family of IDMA-type systems employ explicit inteavers, we proposed the so-
called IR-CDMA concept, where different users are distisged by their quasi-random codes
having implicit interleavers, such as RA codes. We spgciddisigned novel user-specific SE in-
terleaver aided RA codes for the sake of reducing the mentorgge requirements in the context
of multiuser transceivers with no performance penaltyegnsn Fig 3.21. Quantatitively, our pro-
posed SE interleaver, which exhibits similar correlatiooperties to those of random interleavers
as illustrated in Fig 3.20, does not require the storageldhalK users’ interleavers. Only: bits
have to be stored, where in our system is related to the length= 2" of the source information
packets. It was also demonstrated that low-rate RA codeldiRReCDMA systems using SE in-



7.1.4. Chapter Four 172

terleavers are capable of approaching the Gaussian cleoaphcity with the aid of the proposed
low-complexity unequal power allocation scheme discuss&ection 3.3.3.3. More explicitly, the
discrepancy between the true capacity and the achievapéity of our IR-CDMA arrangement
is a function of both the block length as well as of the numbersers. As a result, the IR-CDMA

system becomes more suitable for employment in moderateusend sum-rate scenarios.

7.1.4 Chapter Four

In Chapter 4, we introduced non-orthogonal random wavefoased multiuser communications
framework in the context of cooperative systems, where weeifipally designed the so-called IR-
STC and outlined its benefits. More specifically, they areabsmof maintaining a high throughput
with the aid of SPC, while maintaining a low bit-error-ratigth the aid of the iterative detection.

After considering the family of both multiplexing-orienteand diversity-oriented configura-
tions in Section 4.1.3.2, we compared the performance o tBTC scheme to the traditional
G4 OSTBC arrangement in Section 4.1.4.1. It was concludedtiigamaximum number of layers
supported by our IR-STC scheme was= 7, which is equivalent to &, OSTBC scheme using
a large and hence error-sensitive 128-QAM constellationrddver, our scheme required a lower
power than the lower-throughput 4 bit/symhlia] OSTBC aided 16-QAM scheme, as observed at
BER < 1075, which can be seen in Fig. 4.5. Furthermore, the achievadile af IR-STC was
summarised in Table 7.1.

In addition, we analysed in Section 4.1.4.2 the achievabléopmance of our IR-STC aided
MSC, when communicating over Nakagami faded inter-souhegicels employing various relay-
ing techniques, including AF, DF, SDF and DDF. We concludeat tvhen the SNR of the inter-
source channel is better than that of the source to destinatiannel, DF is the best relaying
strategy in the presence of benign fading, provided thatNdleagami fading parametet value
larger than 1. The AF technique is only preferable at high SN¥#hen severe inter-source channel
fading is encountered. DDF performs consistently worse e due to the doubled noise variance
of non-coherent detection. Surprisingly, when the fad#lganign, non-coherent DDF outperforms
the coherent detected AF technique without the cost of asitigy all inter-source channels.

In contrast to the above-mentioned uncoded system, we a&sigred a novel energy effi-
cient coding scheme in Section 4.2, namely the PANC schetiehwvas inspired by the network
coding philosophy. It may be viewed as a technique of comgewi linear combination of multi-
ple sources’ information, rather than using conventioeédying for delivering these information
flows individually with the aid of classic resource allocatj such as time-multiplexing or code-
multiplexing. We also designed a code-multiplexing orehSPC scheme, which was employed as
a benchmarker. In Section 4.2.2, we demonstrated thapsidty, the PANC scheme may viewed
as a SPC scheme defined over the Galois Field (GF) 2, whileRierSay be considered as a NC
scheme defined over the complex-valued field. The simulagsnlts of Fig 4.14 and Fig 4.15
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Effective Throughput Gy IR-STC | A1 | Ay
NIR-sTC = 2 M=16 | L=4 | 6 | -
NIR-sTC = 2.5 M=32 | L=5 |5 -
NIR-sTC =3 M=64 | L=6 | 4| 9
NrR—stc = 3.5 M=128| L=7 | 2 | 7
NirR-sTc = 4 M=256| L=8 | -1 ]| 4

Table 7.1: Summary of the power gain in dB of IR-STC compared té:; OSTBC in MSC,
whereA;, A, denotes the power gain corresponding to 16-QAM and 64-QANEJMOSTBC,
respectively.

demonstrate that both schemes are capable of performisg tiothe outage probability bound.
When compared to the SPC arrangement, the PANC schemetexhlbiver complexity, requiring
about one-fifth of the total number of iterations, when coragao the SPC scheme. This was
achieved at the cost of a slight performance degradatien,within 1dB measured at BLER of
10~3, while maintaining the same effective throughput and delay

7.1.5 Chapter Five

This chapter considered a realistic scenario for wireld3R packet based transmission employing
a HARQ scheme. HARQ schemes were widely used for reducinghthenel induced packet loss
events. Our proposed SPC aided multiplexed HARQ scheme a@able of reducing the link-
layer HARQ retransmission delay, so that the TCP layer'stenehd transmission efficiency was

substantially improved.

More specifically, as discussed in Section 5.2.2, our schjeintdy encodes the current new
packet to be transmitted and any packets that are about tettamsmitted, as illustrated in Fig
5.2. We invoked our non-orthogonal random waveform baseltiuear communications princi-
ple, where the SPC scheme may also be considered as aniatgtandf network coding in the
complex-valued field. Two efficiency metrics were introdidiceamely the link-layer effective
throughput and the TCP layer mean frame arrival rate, wherdatter was analysed in more de-
tail. In particular, we assumed that the M/G/1 queue has asBoian arrival process associated
with an arrival rate ofA, a general i.i.d. service time duratidhand a single server, where the
propagation delay, feedback delay and the slow start phase ighored. The analysis of Section
5.3.2 was based on a Markov chain model, as seen in Fig 5.4si@ulation results the achievable
performance in Fig 5.5, Fig 5.6 and Fig 5.7. Quantativelysesn in Fig 5.7, at the same mean
frame arrival rate, the highesy, / Ny gain may be observed when the TCP buffer size #as 20,
which was approximately 5dB. Hence, it may be concluded d¢hatproposed scheme is capable
of substantially improving the TCP layer’'s end-to-end sraission efficiency for all transmitted
packets at a marginal link-layer packet error ratio perfmmoe degradation.
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The benefits and limitations of our proposed scheme may bensuised as follows. The
scheme is more effective in the context of low-rate chanaodéd systems and discourages the em-
ployment of high-order modulation schemes. On the othed hidmchieves a significantly higher
TCP layer throughput and may be readily integrated withtiexjssystems without substantially
modifying the current design. These properties make theqa®ed scheme particularly suitable for
delay-sensitive low-rate applications.

7.1.6 Chapter Six

This chapter presented a novel HS aided multiuser deteatgorithm, which is particularly suit-
able for detection in MIMO systems employing high order matian scheme and in high user-load
DS-CDMA systems. We commenced our algorithm developmeimtbgducing the HS algorithm
in Section 6.2, where the general philosophy of EAs was suiiseth Similarly to other EAs, the
original HS algorithm has a range of parameters and may kgigaed into three steps, namely
the initialisation step, improvisation step and the upaastep. The improvisation step was sum-

marised in Table 6.1.

This algorithm was then incorporated into a multiuser detedesigned for DS-CDMA sys-
tems, where in contrast to the naive transplanting basduhigee of Section 6.3.2.1, we specifi-
cally designed the marginal APP based pitch adjustmentist8pction 6.3.2.2, which effectively
combines the memory consideration activation and pitchsaajent functions. We found that this
novel modification efficiently guided the MUD’s search prdase and made the original random
selection redundant. Hence, compared to conventional Eikg wa range of parameters based on
trial-and-error testing, our proposed algorithm requivedy two tuning parameters, namely the
number of improvisations and the initial number of harmoagdidates. The detailed pseudo-code
of our algorithm was given in Table 6.2. As a further step, wegedoped our algorithm in the
context of the entire iterative receiver, where the soft Hf@rdthm was proposed and integrated
with the classic EM based channel estimation algorithm. VWdépgsed three different types of
soft outputs for our algorithm, namely the full soft-outmeéneration technique of Eq (6.13), the
approximate formula of Eq (6.14) and the expression of Etp6.

Finally, various performance results were provided in 8ad.5. For an uncoded system, our
HS algorithm was capable of approaching the single-usdoimeance without the employment
of full-search based optimum detector, as shown in Fig 6(2Fig 6.3. Moreover, the effect of
the various parameters was illustrated in Fig 6.4. On therdthnd, for a coded system, the HS-
aided MUD was shown in Fig 6.6 to be capable of approachingitige-user performance even
for DS-CDMA systems supporting an extremely high normalisgstem load op = 6 at a low
complexity. In this case, according to Eq. (6.25), the nundfditness function evaluations for
the HS-aided MUD waQsys = 1794 for K = 42 users, while that for the MAP MUD was
Onmap = 42 x 2%2, As a further benefit, the soft HS-aided MUD can be efficientynbined with



7.2. Future Work 175

the EM based CE framework, when communicating over a bloe#iriant channel, as shown in
Fig 6.7.

7.2 Future Work

7.2.1 Issue of Power Allocation

The choice of the appropriate power allocation was showr tioportant for IDMA systems [85],
where the reported maximum bandwidth efficiency was as hggB bits/symbol. An inherent
assumption was the availability of perfect knowledge ofmadibile stations’ channel, both at the
receiver as well as at the mobile transmitter. In order tmiglate the idealised assumptions of [85],

the following research ideas maybe pursued:

1. Centralised and decentralised power allocation schenagsbe designed based on game-
theory. The decentralised power-allocation may be consiti be an instantiation of non-
cooperative game aiming at Nash Equilibrium, while the i@ised power-allocation may
be viewed as cooperative game aiming for finding the Paretordm (PO).

2. The investigation of non-cooperative game in the cordéKerative receivers is novel, since
all receiver algorithms considered in the open literatwee sample linear receivers under
the so-called Large System Assumption (LSA) [185]. Imputite the concept of utility is
exposed throughout the discussion of game-theory aideddesver design as a result of its
economic nature, while this terminology may be potentiediiated to the overall efficiency
definition.

3. Concerning the power allocation scheme, apart from eymq@a HS-based new optimisation
algorithm, future research should be focused on the robsstof power allocation, where
a range of realistic impariments, such as the step-sizejdtay, etc has to be investigated.
This is expected to lead to practical power allocation sa@®ear discourage the employment
of power allocation all together.

7.2.2 Cross Layer Design

The benefits of cross-layer designs are multi-field. As aeresibn of our cross-layer oriented SPC

aided multiplexed HARQ scheme, we have the following furtlesearch ideas:

1. First and foremost, we will focus our attention on divemsedulation schemes. As an in-
teresting practical aspect, asynchronous HARQ schemesbmadgsigned. The concept of
our multiplexed HARQ scheme may be compared to that of theesponding relay aided
system owing to their strong similarities [186, 187].
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2. The cross-layer design of an adaptive modulation is afemising. Intuitively, delay-
constrained services require a low latency as well as higeranodulation schemes [188,

189]. The lower the tolerable delay, the higher number & pédr symbol to be used. How-
ever, it is well-known that high-order modulation schemadtéo have a high BER and low

power efficiency. Hence, keep the delay requirement cofjsteducing the latency of TCP
and HARQ may ultimately relax the choice of modulation scaene. a low-order modula-
tion scheme may be selected. This leads to a joint design of ingportant aspects of the

physical layer transceiver.
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