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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

Faculty of Engineering, Science and Mathematics

School of Electronics and Computer Science

A thesis for the award of Doctor of Philosophy

Non-orthogonal Random Waveform Based Multiuser Communications

by Rong Zhang

This thesis is aimed at providing a unified treatment of non-orthogonal random waveform based

multiuser communications, commencing from the underlyingtheory and providing the way to so-

phisticated applications. In Chapter 2, we introduce the general framework of non-orthogonal ran-

dom waveform based multiuser communications, where we focus our attention on the fundamental

theory behind this topic. We then pay particular attention to three general application aspects,

where the principle of non-orthogonal random waveform based multiuser communications may be

exploited. These are applied to cellular systems in Chapter3, to cooperative systems in Chapter

4 and they are combined with a practical Hybrid Automatic Repeat reQuest (HARQ) system in

Chapter 5.

In the cellular system scenario presented in Chapter 3, we discuss three design tradeoffs of Multi-

Carrier Interleave Division Multiple Access (MC-IDMA) with the aid of EXtrinsic Information

Transfer (EXIT) charts. Based on the analysis of IDMA, we generalise the principle of non-

orthogonal random waveform based multiuser communications, leading to the so-called Interleaved

Random Code Division Multiple Access (IR-CDMA) concept. Wealso consider an interference-

limited cooperative system in Chapter 4, where we propose a novel Interleaved Random Space Time

Code (IR-STC) scheme, which is specifically designed for a Multi-Source Cooperation (MSC) sce-

nario. Furthermore, the network coding concept is also employed, when designing a coded MSC

arrangement for the sake of improving the attainable energyefficiency. More specifically, the pro-

posed Physical-layer Algebraic Network Coding (PANC) scheme implicitly inherits the random

coding principle applied in a distributed manner. In Chapter 5, we proceed by proposing a novel Su-

perPosition Coding (SPC) aided multiplexed HARQ scheme forsubstantially improving the overall

end-to-end transmission efficiency.

In parallel to presenting our general framework of non-orthogonal random waveform based

multiuser communications, we bear in mind that employing a powerful Multi-User Detector (MUD)

for maintaining a near-single-user performance is of high importance. Hence, in Chapter 6 we

propose a novel so-called Harmony Search (HS) algorithm forjoint iterative channel estimation,

data detection and channel decoding. The algorithm proposed can be readily employed to replace

all detection algorithms used throughout Chapters 3 to 5, when a high throughput is desired.
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Chapter1
Introduction

Wireless communications is becoming all-pervasive, moving from being an adjunct to wireline

communications to being an essential embedded enabler for multi-service ubiquitous communica-

tions. This is due to a confluence of several factors. First ofall, there has been an explosive increase

in demand for connectivity, driven by wireless data applications. Second, the dramatic progress in

new materials and micro-electronics technology has enabled the low-power implementation of so-

phisticated signal processing algorithms and coding techniques on a small chip-area. Third, the

successful Second-Generation (2G) [1] digital wireless standards and the well-established High

Speed Packet Access (HSPA) [2] wireless standards provide aconcrete demonstration that bridges

communications theory and practice.

Although substantial advances have been made, efficient information delivery over wireless

links is becoming more and more crucial, requiring sophisticated enabling techniques to satisfy the

ever-evolving service requirements. It has been widely recognised that there is no single enabling

technique, which is capable of improving the achievable system performance in all scenarios. This

is the consequence of having to satisfy inherent design tradeoffs, leading to sophisticated cross-

layer interactions. Just to mention a few of the associated challenges: the design of robust point-to-

point communications links; efficient resource sharing anduser scheduling mechanisms; the design

of combined wireless cellular / ad hoc networks and the improvement of inter-operatability with

other networks.

Despite these challenges, from the stand-alone physical layer perspective, Multiple Input Mul-

tiple Output (MIMO) [3] and Orthogonal Frequency Division Multiplexing (OFDM) [4] consti-

tute promising techniques, especially, when combined withpowerful link-adaptation [5] and Hy-

brid Automatic Repeat reQuest (HARQ) [6] in the link layer, which requires sophisticated Digital

Signal Processing (DSP) algorithms. At the time of writing,the Third-Generation Partnership

Project’s (3GPP) Long Term Evolution (LTE) [7] proposed to employ OFDMA in the Down-

Link (DL) and Single Carrier Frequency Division Multiple Access (SC-FDMA) combined with Fre-

quency Domain Equalisation (FDE) in the UpLink (UL). Although substantial data-rate improve-
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ments have been achieved by the 3GPP LTE system, it should be recognised that this improvement

is mostly attributed to the MIMO technique employed and to its flexible bandwidth allocation. Fu-

ture wireless systems are expected to become data-centric and IP-based. Massive data rates are

required both in the UL and in the DL, leading to the key problem of minimising thecost-per-bit.

These requirements could not be readily fulfilled, unless further substantial advances are made. In

addition to the above-mentioned mature techniques, Interference Cancellation (IC) aided receivers

are under consideration in the Worldwide Interoperabilityfor Microwave Access (WIMAX) [8].

Furthermore, the potential employment of relays also attracts a lot of interests [9].

Despite the above-mentioned great strides in technology, there is a lack of a unified treatment

of the philosophy of advanced multiuser communications andits applications. Hence, in this thesis

we aim for providing a unified treatment of near-capacity non-orthogonal random waveform

based multiuser communications. With this aim, we amalgamate several beneficial wireless

communications techniques, namely SuperPosition Coding (SPC), IC, iterative receivers and

the employment of quasi-random codes.

This chapter is organised as follows. We first briefly discussthe necessity of employing SPC,

IC, iterative receiver and quasi-random codes in Section 1.1. These discussions are followed by

a discourse on the topic of orthogonal versus non-orthogonal multiuser communications in Sec-

tion 1.2. We then present the inter-dependencies of our mainchapters and outline the novel contri-

butions of our work in Section 1.3.

1.1 Core Techniques for Point-to-Point Links

We first briefly discuss the benefits of employing SPC, IC, iterative receivers and quasi-random

codes for a transceiver operating in a point-to-point wireless link. Two key design requirements for

a point-to-point wireless link are achievinghigh bit ratesand low error rates, which constitutes a

well-known tradeoff. Fundamentally, given a fixed degree offreedom for a system, each related

’subchannel’ can either transmit new independent information for the sake of supporting high bit

rates or may be used to convey correlated redundancy in termsof channel coding and/or related in-

formation replicas over independently faded diversity channels for the sake of achieving low error

rates. For example, when communicating over a Binary Input Additive White Gaussian Noise (BI-

AWGN) channel, one can either transmit at 1 bit/symbol at an error probability of Pe ≈ 10−5

at aroundEb/N0 = 9dB using BPSK modulation, or opt for achieving the same performance

at a lower transmit power using channel codes by sacrificing the throughput and imposing more

sophisticated DSP.

Achieving a high throughput. There are several ways of achieving high bit rates. The most

straightforward way is to increase the bandwidth by transmitting at higher rates, i.e. using a shorter

symbol duration. However, due to the multipath nature of wireless channel, this leads to pro-
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longed Inter Symbol Interference (ISI). Alternatively, one can employ the now classic OFDM tech-

nique, where a high bit rate is achieved by mapping low-rate data symbols onto multiple parallel

subcarriers, where the ISI is reduced owing to the high subcarrier symbol-duration, but the to-

tal bandwidth is largely increased. The classic technique of increasing the throughput is to use

high-order modulation schemes transmitting several bits per symbol without bandwidth expansion,

while requiring an increased Signal-to-Noise-Ratio (SNR), since the phasers are densely packed

in the constellation [10]. Additionally, high bit rates canalso be attained by multiplexing several

streams using multiple antennas ( Bell-Labs Layered Space Time Architecture (BLAST)) or using

multiple spreading codes.

SPC schemes can be viewed as a specific modulation techniques, where the complex-valued

phaser constellation may be viewed as being Gaussian distributed, rather than obeying a predefined

ordered structure, as in conventional modulation schemes.On the other hand, a SPC scheme may

also be viewed as being a multiplexing technique, where instead of simultaneously transmitting

from multiple antennas or spreading codes, a high throughput is achieved by simultaneously trans-

mitting in the form of multiple superimposed streams or layers. This Gaussian distributed channel

input of SPC is desirable from an information theoretic point of view, because it is capable of ap-

proaching the ergodic channel capacity [11]. However, it renders the receiver more complex, since

there is no clearly defined decision boundary as in the context of conventional modulation schemes.

Hence, classic stochastic estimation theory plays a crucial role in detecting such a composite sig-

nal, such as for example Bayesian Inference [12]. On the other hand, IC techniques provide a

low-complexity design alternative, which in theory approach the ultimate Bayesian performance.

We will provide a more comprehensive discussion on these twoissues, namely on SPC and on IC

in Chapter 2.

In fact, the concept of SPC has already been adopted implicitly in many modern communica-

tions system designs. The most important one may be the family of Linear Dispersion Codes (LDC) [13],

where each antenna transmits a weighted sum of many input symbols at a time and the weighting

factor of each antenna’s stream is typically found subject to a predefined design criterion. Dirty

Paper Coding (DPC) of [14] is also reminiscent of the SPC principle, where in addition to simply

superimposing multiple layers, we also subtract the recognisable sources of interference prior to

transmission. This may be referred to as using IC at the transmitter.

Achieving low error rates. Low error rates may be achieved by providing correlated redun-

dancy with the aid of channel coding [15] and/or by transmitting independently faded signal replicas

in order to achieve a diversity gain [1]. Shannon’s channel coding theorem was first implemented

by Gallager using random channel coding [16]. Random codes constitute an ensemble of codes

having long codewords having a high Hamming distance independently distributed over the2N-

element codeword space, whereN is the length of the codewords. Conventional convolutional

codes having a low memory and linear block codes having a short block-length are short codes

having a limited diversity of codewords, hence they exhibitmoderate coding gain [6]. Low Den-
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sity Parity Check (LDPC) codes [17] and interleaved concatenated codes [18] are quasi-random

codes, since they have a long input information block length. The randomness of their codewords

is guaranteed by their inherently random design.

The employment of quasi-random codes in aK-user scenario is even more important than in

single-user channel-coded links. It provides another dimension for separating users, but at the same

time potentially increases the complexity of the detectionprocess due to having an enlarged2KN-

element codeword space. Again, as a result of having a Gaussian input owing to the employment

of SPC, powerful transmit structure emerge. The turbo-principle [19] inspired a whole host of

powerful iterative detection and decoding schemes, which make the receiver trackable. It exploits

the fact that the interleaver embedded in the transmitter randomises and decorrelates the information

to be transmitted, hence the detection and decoding processmay be decoupled. The intricate details

of the random coding principle and iterative receiver algorithms will be discussed in Chapter 2.

Exploiting the fact that the probability of simultaneouslyencountering deep fades for several

independent channels is low, diversity techniques are capable of maintaining low error rates by mit-

igating the fading effects with the aid of multiple independently fading replicas of the transmitted

signal. There are various ways of creating independently faded channels in wireless systems [20].

Time diversityis achieved by transmitting replicas of the same signal at different time instants,

which span several coherence time intervals. For example, the classic idea of channel coding and

interleaving, such as the well-known Bit Interleaved CodedModulation (BICM) scheme [21] con-

stitutes an attractive manifestation of this time-diversity family. Frequency diversityis achieved by

transmitting replicas of the same signal over different carrier frequencies, where the carriers are

separated by at least the coherence bandwidth. A typical example of providing frequency diver-

sity is constituted by a channel-coded and interleaved OFDMsystem [4]. Additionally, a spread-

spectrum system using a RAKE receiver is also capable of providing diversity, where each finger of

the RAKE receiver constitutes the realization of an independently faded channel. The realization of

independently faded channels in the time and frequency domain are capable of directly exploiting

the inherent diversity of the wireless channel. By employing multiple antennas (also referred to as

an antenna array) at either the transmitter or the receiver,spatial diversitycan be achieved. The ele-

ments of the antenna array should be sufficiently separated in space, so as to provide independently

faded paths. The signal correlations imposed by the insufficient spacing of the antenna elements

will degrade the achievable spatial diversity gain.

1.2 Orthogonal versus Non-orthogonal Communications

The SPC concept is closely related to non-orthogonal multiuser communications, hence below we

briefly review the classic topic of orthogonal versus non-orthogonal multiuser communications in

the context of cellular systems.
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The allocation of signalling dimensions to multiple users engaged in continuous transmissions,

while obeying certain delay constraints typically requires dedicated channels for maintaining a

good performance in order to ensure that their transmissions are unperturbed. Dedicated chan-

nels can be created in the system’s signal space using a so-called channelisation method such as

time-division, frequency-division, code-division, spatial-division or a hybrid combination of these

techniques. This is also known asmultiple access. The UL is also often termed as a multiple access

channel, while the DL as a broadcast channel. Without confusion, we will use the terminology of

multiuser communications, which includes both the UL and DLscenario [20,22,23].

Multiuser communications techniques partition the signalling dimensions into channels and

then assign these channels to different users in either an orthogonal or a non-orthogonal approach [24].

The well-known Time Division Multiple Access (TDMA) and Frequency Division Multiple Ac-

cess (FDMA) constitute inherently orthogonal methods, whereas a Generalized Multi-Carrier Di-

rect Sequence Code Division Multiple Access (MC-DS-CDMA) can be either orthogonal or non-

orthogonal, depending on the specific spreading code designemployed [25–28]. In fact, the non-

orthogonal approach can be realized in a Generalized code domain having typical instantiations

such as for instance Trellis Code Multiple Access (TCMA) [29,30] and Interleave Division Multi-

ple Access (IDMA) [31,32].

Orthogonal multiuser communications techniques are equivalent in the sense that they orthogo-

nally partition the signalling dimensions. In particular,given signals having a bandwidth ofB and a

time duration ofT occupying a signal space of dimension2BT, K orthogonal channels of dimension

2BT/K can be created. By contrast, non-orthogonal multiuser communications allow each user to

exploit the entire signal space of dimension2BT, but inevitably imposes interference among the

users. The performance of non-orthogonal multiuser communications depends on whether UL or

DL are considered [20]. A fundamental difference between the UL and the DL is that in the latter,

both the signal and the interference are affected by the samechannel, while in the UL the signals

arriving from different users encounter different channels.

The employment of orthogonal versus non-orthogonal multiuser communications raises nu-

merous pertinent research problems. In fact, in the UL, unless TDMA or FDMA is employed,

maintaining orthogonality in the spreading code-domain ischallenging, unless accurately con-

trolled adaptive timing-advance alignment is used, as in the emergent Time-Division Synchronised

CDMA (TD-SCDMA) standard in China [33]. On the other hand, orthogonality is easier to be

realized in the synchronous DL, although the orthogonalityof the spreading codes in CDMA may

still be destroyed by the multipath channel. In all, the orthogonal approach is more attractive in the

DL so as to mitigate the intra-cell interference, since the limited complexity low cost DL receiver

may not be capable of removing the multiuser interference imposed in case of a non-orthogonal

scenario. However, a non-orthogonal interference-limited scenario is encountered, when the inter-

cell interference of multiple cells is taken into account from a system-level point of view, where

the DL receiver should eliminate the contamination imposedby a few dominant intercell interferers
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imposed by frequency reuse pattern employed.

In all, the performance of today’s cellular networks’ performance is more constrained by the

interference than by any other single effect. Both the UL andthe DL of a cellular system exhibit a

non-orthogonal interference-limited nature. It is widelyrecognised that non-orthogonal multiuser

communications is superior to its orthogonal counterpart in terms of the maximum achievable ca-

pacity [34]. This justifies that the full understanding of non-orthogonal multiuser communications

problems is crucial, which is the motivation of this thesis.What is worth emphasising furthermore

that for future high-data-rate wireless systems, a combination of orthogonal and non-orthogonal

techniques may be necessary.

1.3 Thesis Dependencies, Contributions and Outline

This thesis is aimed at providing a unified treatment of non-orthogonal random waveform based

multiuser communications, commencing from the underlyingtheory and providing the way to so-

phisticated applications. Let us now first reveal the essential dependencies amongst the various

chapters. In Chapter 2, we introduce the general framework of non-orthogonal random waveform

based multiuser communications, where we focus our attention on the fundamental theory behind

this topic. Three key topics are emphasised, namely the multiuser channel capacity, the random

coding principle and the iterative receiver architecture.

Following a comprehensive portrayal of the required background knowledge, we pay particular

attention to three general application aspects, where the principle of non-orthogonal random wave-

form based multiuser communications may be exploited. These are applied to cellular systems

in Chapter 3, to cooperative system in Chapter 4 and they are combined with a practical HARQ

system in Chapter 5.

In the cellular system scenario presented in Chapter 3, we discuss three design tradeoffs of Multi-

Carrier Interleave Division Multiple Access (MC-IDMA) [35] with the aid of EXtrinsic Informa-

tion Transfer (EXIT) charts [36]. Based on the analysis of IDMA, we generalise the principle of

non-orthogonal random waveform based multiuser communications, leading to the so-called Inter-

leaved Random Code Division Multiple Access (IR-CDMA) concept [37]. We also consider an

interference-limited cooperative system in Chapter 4, where we propose a novel Interleaved Ran-

dom Space Time Code (IR-STC) [38–41] scheme, which is specifically designed for a Multi-Source

Cooperation (MSC) scenario. Furthermore, the network coding concept of [42] is also employed,

when designing a coded MSC arrangement for the sake of improving the attainable energy effi-

ciency. More specifically, the proposed Physical-layer Algebraic Network Coding (PANC) scheme

implicitly inherits the random coding principle applied ina distributed manner [43, 44]. In Chap-

ter 5, we proceed by proposing a novel SPC aided multiplexed HARQ scheme for substantially

improving the overall end-to-end transmission efficiency [45, 46]. This idea may be viewed as an
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extension of the network coding concept or be considered as an adoption of the non-orthogonal

random waveform based multiuser communications principle.

In parallel to presenting our general framework of non-orthogonal random waveform based

multiuser communications, we bear in mind that employing a powerful Multi-User Detector (MUD)

for maintaining a near-single-user performance is of high importance. Hence, in Chapter 6 we pro-

pose a novel so-called Harmony Search (HS) algorithm [47] for joint iterative channel estimation,

data detection and channel decoding. The algorithm proposed can be readily employed to replace

all detection algorithms used throughout Chapters 3 to 5, when a high throughput is desired.

The main contributions and the outline of the thesis are highlighted as follows:

In Chapter 2, we introduce the fundamental background knowledge required for designing

non-orthogonal random waveform based multiuser communications systems. Based on the gen-

eral linear Gaussian vector model introduced, our framework becomes applicable to a range of

communications scenarios. We then focus our attention on three key topics. First and foremost,

the multiuser channel capacity is quantified for both a continuous channel input and for a multi-

layer mapping aided Gaussian-like channel input. Secondly, the principles of random coding are

reviewed, where we take a further step by considering the associated decoding aspects, where a

graphical representation is provided and the sum-product algorithm are introduced. With the aid

of factor graphs, we are able to classify two important practical quasi-random codes, namely the

family of LDPC codes using implicit interleavers and concatenated interleaved random codes com-

bined with explicit interleavers. Finally, we concentrateour attention on the philosophy of iterative

receivers, where two typical detection algorithms are reviewed, namely the Bayesian detector and

the IC detector. These three key topics cover the main ideas of the thesis and are essential for the

deep understanding of the thesis, although a range of diverse further techniques are also required in

the following chapters. In summary, the contributions of the chapter are:

Contribution 1 An unified treatment of the principle of the non-orthogonal random waveform

based multiuser communications is offered. Three key topics are revealed, namely the importance

of employing SPC aided Gaussian-like channel inputs, the rationale of employing quasi-random

codes in multiuser communications scenarios and the feasibility of employing iterative receivers.

In Chapter 3, we apply the principle of non-orthogonal random waveformbased multiuser

communications in the context of cellular systems using a novel IDMA system. Following the lit-

erature review of various aspects of IDMA, we propose the multicarrier version of IDMA, where

instead of offering the conventional Bit-Error-Ratio (BER) based performance characterisation,

we provide comprehensive design guidelines concerning three aspects, namely the coding versus

spreading tradeoff, the multiplexing versus diversity gain tradeoff and the performance versus com-

plexity tradeoff, where a novel EXIT chart based hybrid detector design is employed. In addition

to these semi-analytical techniques, we also make a comparison between OFDMA, MC-CDMA

and MC-IDMA. The employment of IDMA in the context of HSPA [2]is also characterised. We
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continue by proposing a generalisation of the idea, leadingto the concept of IR-CDMA, where the

system employing implicit interleaver based random codes for uniquely and unambiguously differ-

entiating the users is introduced and a novel memory efficient interleaver generation technique is

proposed. In all, the contributions of the chapter are [35,37,48]:

Contribution 2 Three design aspects of MC-IDMA are discussed, where we focus our attention

on the coding versus spreading tradeoff, on the multiplexing versus diversity gain tradeoff and on

the performance versus complexity tradeoff. In addition, guidelines for designing low-rate codes for

equal-power multiuser transceiver are provided and a hybrid detector is proposed. Furthermore,

the concept of IR-CDMA is presented with the aid of specifically designed quasi-random codes for

the sake of requiring a low memory in multiuser transceivers.

In Chapter 4, we apply the principle of non-orthogonal random waveformbased multiuser

communications in a cooperative multiple access scenario.Motivated by the concept of distributed

space time coding, we propose the so-called IR-STC scheme for achieving both a high diversity

gain as well as a high multiplexing gain. More specifically, achieving a diversity gain is guaranteed

by the relaying of replicas of the original source signal through geographically distributed channels,

while attaining a multiplexing gain is promised by the combination of the SPC concept and with

an iterative receiver. More explicitly, we compare the slotefficiency of MSC and single-source co-

operation. Then the detailed design of two-phase constructions is discussed. The IR-STC designed

is further analysed with the aid of a matrix representation and the achievable performance is com-

pared to the conventional orthogonal STBC and investigatedover the Nakagami-m fading channel

with the aid of various relaying techniques. Moreover, we also propose two energy efficient coding

schemes for MSC, namely a SPC scheme and the PANC scheme. We will show that SPC may be

viewed as a direct extension of the conventional IR-STC concept from the uncoded regime to the

channel coded regime, while the PANC design inherits the concept of classic multiplexed codes,

where multiple information flows are jointly encoded to a large random code ensemble. We thus

present the encoding and decoding procedures, as well as theperformance comparison of these two

coding schemes, respectively. In all, the contributions ofthe chapter are [38–41,43,44]:

Contribution 3 A distributed IR-STC is designed for cooperative multiple access, which exhibits

a high throughput, a high error resilience and a non-orthogonal nature. Furthermore, different re-

laying techniques are also investigated under the framework of IR-STC. In addition to designing a

distributed system architecture, a novel energy efficient PANC scheme is proposed and its achiev-

able performance is compared to that of the conventional SPCscheme used as a benchmarker.

In Chapter 5, the principle of non-orthogonal random waveform based multiuser communica-

tions is adopted in a realistic scenario, namely in a practical HARQ type transceiver. We care-

fully transplant the SPC concept into the design of a HARQ scheme, leading to the so-called

SPC aided multiplexed HARQ arrangement. This is motivated by reducing the delay in HARQ

aided wireless Transport Control Protocol (TCP) assisted packet based transmissions. After a re-
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view of the existing HARQ schemes, we outline the detailed design methodology of our novel

M-HARQ scheme. Importantly, the achievable performance isexamined from a cross-layer per-

spective, where the physical layer packet error ratio performance is quantified, which is followed by

the associated link layer throughput investigations and TCP layer mean frame arrival rate analysis,

where the latter is discussed in detail with the aid of a Markov model. In all, the contributions of

the chapter are [45,46]:

Contribution 4 A novel SPC aided multiplexed HARQ scheme is proposed for thesake of re-

ducing the delay of HARQ aided wireless TCP packet based transmission. The ultimate end-to-end

throughput is substantially improved with the aid of our design. Furthermore, our scheme may be

directly implemented in the context of existing systems.

In Chapter 6, we propose a novel so-called HS aided MUD employing an iterative receiver.

Inspired by research advances in applied mathematics, thisrecently emerged meta-heuristic opti-

misation algorithm is first briefly introduced and then employed in the classic wireless communi-

cations MUD problem of a DS-CDMA system. We highlight the original HS algorithm and outline

its detailed design in the context of the proposed A Posteriori Probability (APP)-based HS pitch ad-

justment step of the algorithm. Furthermore, we extend the algorithm to the entire receiver, which

includes channel estimation, data detection and channel decoding. In addition, the pseudo-code

of our algorithm is provided and a step-by-step example is included. Again, although indepen-

dent of our discussions concerning the basic principles of non-orthogonal random waveform based

multiuser communications, this novel detection algorithmmay be employed for solving diverse

problems encountered in communications, especially when the problem considered has a large cor-

related search space, which is indeed the case in non-orthogonal random waveform based multiuser

communications. In all, the contributions of the chapter are [49–51]:

Contribution 5 A novel HS algorithm aided MUD is proposed and extended to theentire itera-

tive receiver chain. We propose the APP-based pitch adjustment technique for improving the orig-

inal algorithm, which facilitates the convergence of the algorithm in challenging communications

problems. Furthermore, our HS algorithm may be seamlessly combined with the powerful Expec-

tation Maximisation (EM) based channel estimation algorithm.

In Chapter 7, we draw quantitative conclusions, along with suggestions for future research.



Chapter2
Non-orthogonal Random Waveform

Based Multiuser Communications

2.1 Introduction

2.1.1 Three Key Topics and Outline

We commence by introducing the proposed generalized non-orthogonal random waveform based

multiuser communications model. The model of our general binary baseband communications sys-

tem is shown in Fig 2.1. The transmitter uses a codebookC =
{

x1, . . . , x|C|
}

of codeword length

N and cardinality|C| to transmit themth codewordxm across the channel subject to the channel

transition probabilityp(y|x), which quantifies the probability of receivingy, when transmittingx.

Let M = log2|C| denotes the number of information bits conveyed bybm, thus the rate of the code

is R = M/N. Based on the received signaly, the decoder generates an estimatex̂m of the correct

message. The channel’s codeword error probability isPe = P {x̂m 6= xm}.

The discrete time linear vector-based complex-value baseband system model can be written as:

y = Hx + n, (2.1)

where the vectorsx ∈ CDi×1 andy ∈ CDo×1 are the channel’s input and output of dimensionsDi

Processing
Pre

Processing
PostxmCbm y Pe

Channel p(y|x)

bm → xm
ym → x̂m

Figure 2.1: The block diagram of an abstract model describing a discreteinput memoryless sys-

tem, where the pre- and post-processing in conjunction withthe channel can be considered as an

effective channel, which jointly determine the system’s transfer function.
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andDo, respectively. Furthermore,H ∈ CDo×Di is the equivalent channel matrix having entries,

which are not necessarily i.i.d. Moreover,n ∈ CDo×1 is a circularly-symmetric complex-valued

Gaussian noise, i.e. we haveni ∼ CN (0, N0), which is assumed to be independent of the channel’s

input x as well as ofH. It is important to emphasise again that the multiplicativefactorH includes

any linear pre- or post-processing invoked at the transmitter or receiver in conjunction with the

conventional ’channel’, hence it may be considered as aneffectivechannel1. Furthermore,x may

represent a linear or non-linear transformation of the original information sequenceb, i.e. we have

x = F(b). In fact, the transformationF may be a concatenation of channel coding, DS spreading,

modulation etc, we consider only channel coding.

Based on Eq (2.1), the following three key topics are addressed in this chapter:

1. Capacity bound: what is the maximal mutual informationI(x; y) between the input and

the output of the system? We adopt a fundamental information-theoretic perspective of the

multiuser communications channel capacity both for the UL and DL, which allows us to

quantify their capacity demonstrating the optimality of non-orthogonal schemes [34]. As

another relevant topic, the signal constellation constrained channel capacity is also discussed

and beneficial design methods are suggested.

2. Transmitter side: what are the desired properties of the channel coding function F of the

system? We introduce the so-called random-coding principle, which was originally used to

prove the Shannon-coding theorem [34, 52]. We exemplify several practical quasi-random

coding approaches suitable for practical systems with the aid of factor graphs [53].

3. Receiver side: what is the best receiver architecture in terms of strikingan attractive tradeoff

between the computational-complexity imposed and the error-performance attained, while

maximisingP(x|y) andP(b|y). We focus our attention on iterative receiver architectures in-

spired by the turbo concept [19], where by decomposing the optimum Maximum A posterior

Probability (MAP) algorithm introduced-complexity receiver components, a low complexity

IC aided detector as well as the optimum Bayesian detector are investigated.

The inter-relations of the above-mentioned three key aspects with Eq (2.1) are portrayed in the

stylised illustration of Fig 2.2.

2.1.2 Generalized Linear System Model

In this subsection, we will demonstrate that our system model of Eq (2.1) is generally applicable to

a combination of non-orthogonal random waveform based multiuser communications systems, as

well as to the MIMO systems and the so-called circulant systems to be described in Section 2.1.2.1,

1For instance, in OFDM systems, theeffectivechannel may be considered as the combination of the actual channel

in conjunction with the IFFT as well as FFT employed at the transmitter and receiver, respectively.
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Bayesian detector / interference cancellation
MAP receiver and iterative receiver

discrete-input: constellation constraint

1. I(x;y): capacity bound

2. x: signalling at the transmitter
random coding principle
factor graph and quasi-random codes

H: modelling
MU-MIMO circulant system continuous-input: SISO MIMO MAC

y = Hx + n

3. p(x|y): detection at the receiver

Figure 2.2: The key topics involved in the discussion of non-orthogonalrandom waveform based

multiuser communications, where four aspects are illustrated, namely the system model, the mu-

tual information, the channel coding and the iterative receiver.

leading for example to the well-established Multi-User (MU) MIMO-OFDM system model. This

is achieved by appropriately choosing the input and output dimensionsDi and Do in Eq (2.1).

Before further detailing this generalisation, we commenceby introducing the circulant system in

the context of a Single-User (SU) Single Input Single Output(SISO) system.

2.1.2.1 SU-SISO Circulant System

A square matrixH of (M × M) elements is referred to as a circulant matrix, if itsith row / column

is constituted by the cyclic shift of its first row / column applied i times, which can be represented

as:

H =










h0 h1 · · · hM−1

hM−1 h0 · · · hM−2

...
. . .

. . .
...

h1 h2 · · · h0










M×M

. (2.2)

The square matrix has an EigenValue Decomposition (EVD) expressed as:

H = UH
ΛU, (2.3)

whereΛ is a diagonal matrix hosting the eigenvalues ofH andU is a unitary matrix whose rows

comprise the eigenvectors ofH. It is often exploited that the Discrete Fourier Transform (DFT)

matrix F having entries ofwM = e−j2π/M:

F =
1√
M










1 1 1 · · · 1

1 wM w2
M · · · wM−1

M
...

. . . . . . . . .
...

1 wM−1
M w

2(M−1)
M · · · w

(M−1)2

M










M×M

(2.4)

is a unitary matrix whose rows comprise the eigenvectors ofH, which implies that we haveF = U

andG = FHFH = Λ.
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In communications, the circulant channel matrixH is encountered in a quasi-static ISI channel

after padding the time domain transmitted symbolx with a Cyclic Prefix (CP) that consists of at

least(L − 1) quasi-periodically repeated entries ofx, whereL is the channel’s memory length.

More specifically, consider the system model of an ISI channel, where the transmitted signal in-

cludes a CP. Then the received signal may be represented in the form of:

y = Hcxc + n, (2.5)

where we havey ∈ CM×1, n ∈ CM×1 and

xc = [xM−1, xM−2, . . . , x0, xM−1, . . . , xM−L+1]
T
(M+L−1)×1 ,

Hc =










h0 h1 · · · hL−1 0 · · · 0

0 h0 · · · hL−2 hL−1 · · · 0
...

...
. . . . . . . . . . . .

...

0 · · · 0 h0 · · · hL−2 hL−1










M×(M+L−1)

, (2.6)

wherexc hostsM information symbols and(L− 1) quasi-periodically repeated CP symbols, while

Hc is the matrix representation of the classic Tapped Delay Line (TDL) model as an instance of

a Finite Impulse Response (FIR) filter. At the receiver, after removing the CP, Eq (2.5) becomes

equivalent to:

y = Hx + n (2.7)

where we havey ∈ CM×1, n ∈ CM×1 and

x = [xM−1, xM−2, . . . , x0]
T
M×1 ,

H =



















h0 h1 · · · hL−1 0 · · · 0

0 h0 · · · hL−2 hL−1 · · · 0
...

...
. . . . .. . . . . . .

...

0 · · · 0 h0 · · · hL−2 hL−1

...
...

. . . . .. . . . . . .
...

h2 h3 · · · hL−3 · · · h0 h1

h1 h2 · · · hL−2 · · · 0 h0



















M×M

, (2.8)

wherex hostsM number of transmitted symbols only andH is a circulant matrix, as introduced in

Eq (2.2).

2.1.2.2 MU-MIMO Circulant System

Let M denote the total number of subcarriers,Nt andNr denote the number of transmit and receiver

antennas, respectively. As a natural extension of the above-mentioned SU-SISO circulant system,

a vector-based circulantK-user MIMO system can also be described as:

y = Hx + n,
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where we havey ∈ CMNr×1, n ∈ CMNr×1 and,

x = [x1, x2, . . . , xK]TMNtK×1, (2.9)

xk = [xk,M−1, xk,M−2, . . . , xk,0]
T
MNt×1, (2.10)

xk,m = [xk,m,0, xk,m,1, . . . , xk,m,Nt−1]
T
Nt×1, (2.11)

wherexk,m hosts a total ofNt data symbols from themth subcarrier of userk andxk is a vector

containing thekth user’s data from all subcarriers and all transmitted antennas associated with user

k. Furthermore, the effective channelH becomes:

H = [H1, H2, . . . , HK]MNr×MNtK, (2.12)

Hk =










Hk,0 Hk,1 · · · Hk,M−1

Hk,M−1 Hk,0 · · · Hk,M−2

...
. . . . ..

...

Hk,1 Hk,2 · · · Hk,0










MNr×MNt

, (2.13)

Hk,m =










hk,m,0,0 hk,m,0,1 · · · hk,m,0,Nt−1

hk,m,1,0 hk,m,1,1 · · · hk,m,1,Nt−1

...
. . . .. .

...

hk,m,Nr−1,0 hk,m,Nr−1,1 · · · hk,m,Nr−1,Nt−1










Nr×Nt

, (2.14)

whereHk,m represents the(Nr × Nt)-element MIMO channels of themth subcarrier of userk,

while Hk represents thekth user’s(Nr × Nt)-element MIMO channels of all theM subcarriers.

Thus, it can be seen that the generalized system model of Eq (2.1) is applicable for the circulant

complex-valued MU-MIMO system. This implies that we can design a general detection method

that can be applied in any system represented by Eq (2.1), such as in SU-MIMO, MU-MIMO,

MU-SISO arrangements. In other words, regardless of the specific system considered, the detector

aims for determining each entryxi of the vectorx of Eq (2.9) by maximisingP(xi|y). The detector

is capable of operating, while remaining unconscious of thesource ofxi, which may represent a

specific user’s information in MU-SISO system or antenna’s information in a SU-MIMO scenario.

The receiver’s architecture will be discussed in more detail in Section 2.4.

2.2 Channel Capacity of Multiuser Communications

The theoretical optimality of non-orthogonal random waveform based multiuser communications

was demonstrated by information theory [34]. This section provides an insight into the ultimate

multiuser communications channel capacity and recommendsa range of beneficial techniques, such

as IC and SPC [22] etc. This section closely follows classic information theory, summarising

several important formulas and conclusions. More detailedexpositions of information theory can

be found in standard textbooks, such as [34].
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For the sake of better understanding this section, some preliminary knowledge on entropy and

mutual information is necessary, which are the two most important statistical measures of the in-

formation contents of messages, as detailed for example in Chapter 1 of [54].

Let x be a random variable with realizationsx̃ drawn from a continuous-valued setx̃ ∈ S with

a Probability Density Function (PDF) ofpx, the so-calleddifferential entropyis expressed as:

h(x) = −
∫

S
px(x̃) logb[px(x̃)]dx̃. (2.15)

The unit ofh(x) is bits, whenb = 2 is used. It is a measure of the uncertainty associated with a

random variable and represents the minimum average messagelength, in bits, that must be sent to

communicate the true value of the random variable to a recipient. A Gaussian distributed process

x ∼ N (x̄, σ2
x) results in the maximum differential entropy, where no constraint is imposed on the

maximum value ofx, which is given by [34]:

max
px

h(x) =
1

2
log2(2πeσ2

x ) − ∞ < x < +∞. (2.16)

The mutual informationI(x; y) between two random variablesx andy measures the mutual

dependence of the two variables, which can be defined as:

I(x; y) = h(y) − h(y|x) = h(x) − h(x|y), (2.17)

whereh(x) andh(y) are themarginalentropies,h(x|y) andh(y|x) are theconditionalentropies.

More explicitly, Eq (2.17) measures, how much the explicit knowledge of sayx reduces our un-

certainty about the value ofy, or vice-versa. Using Bayes’ rule, we have the following important

chain-rulefor the mutual information:

I(x1, x2; y) = h(x1, x2) − h(x1, x2|y)

= h(x1) + h(x2|x1) − h(x1|y) − h(x2|x1, y)

= I(x1; y) + I(x2; y|x1). (2.18)

Eq (2.18) may be interpretated as the information thatx1 andx2 jointly provide abouty, which is

equal to the sum of the informationx1 provides abouty plus the additional informationx2 provides

abouty after observingx1.

2.2.1 Continuous-Input Channel Capacity

2.2.1.1 Capacity of the Scalar AWGN Channel

A real-valued scalar Additive White Gaussian Noise (AWGN) channel having continuous-valued

input and output can be simply characterised as:

y = x + n, (2.19)
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wherex ∼ px and n ∼ pn are two independentrandom variables, denoting the channel input

and the AWGN process, respectively. The channel capacityC is defined as the maximal mutual

information (maximal uncertainty reduction) between the channel’s random input variablex and

the channel’s random output variabley, which is defined as:

C = max
px

I(x; y), (2.20)

where we haveI(x; y) = h(y) − h(y|x) = h(y) − h(n) andh(y) as well ash(n) represent the

entropies corresponding to the observationy and the AWGN processn.

As stated above, the Gaussian distribution maximises the differential entropy (i.e.py should

be Gaussian) and the sum of two Gaussian random variables (y andn) is a new Gaussian variable

(x = y − n) with a variance equal to the difference of the two variances(σ2
x = σ2

y − σ2
n). Then the

PDFpx of the channel inputx should also be Gaussian, i.e. we havex ∼ N (x̄, σ2
x). Therefore, the

channel capacity of Eq (2.20) can be written as:

C = h(y) − h(n)

=
1

2
log2

[
2πe(σ2

x + σ2
n)
]− 1

2
log2

[
2πeσ2

n

]

=
1

2
log2

[

1 +
σ2

x

σ2
n

]

, (2.21)

whereσ2
x is the energy per dimension of the channel’s random input variable x (i.e. Es = NDσ2

x )

andσ2
n = N0/2 is the energy per dimension of the AWGN processn (i.e. En = NDσ2

n), whereND

is the dimension ofx andn.

Exploiting the fact that the entropy of a multi-dimensionalGaussian PDF having identical vari-

ances in all dimensions is the number of dimensions times theentropy of the one-dimensional

Gaussian PDF, thus the multi-dimensional AWGN channel’s capacity is given by:

C =
ND

2
log2

[

1 +
σ2

x

σ2
n

]

=
ND

2
log2

[

1 +
2

ND

Es

N0

]

=
ND

2
log2

[

1 +
2

ND
γs

]

, (2.22)

where we define the SNR asγs = Es/N0. Thus, the corresponding one-dimensional AWGN

channel capacity (C1D) and two-dimensional AWGN channel capacity (C2D) are formulated as:

C1D =
1

2
log2 [1 + 2γs] , (2.23)

C2D = log2 [1 + γs] . (2.24)

2.2.1.2 Capacity of the MIMO Fading Channel

A MIMO system equipped withNt transmit antennas andNr receiver antennas can be characterised

as:

y = Hx + n, (2.25)
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wherey ∈ CNr×1 and x ∈ CNt×1 are the corresponding channel output and channel input, re-

spectively. Furthermore,H ∈ CNr×Nt is the effective channel matrix. BothH and x are inde-

pendent of the noise vectorn ∈ CNr×1 having entries, which are assumed to be i.i.d samples of

zero-mean, spatial-and-temporally white circularly-symmetric complex-valued Gaussian random

variables,ni ∼ CN (0, N0), i = 1, . . . , Nr.

The capacity is again the maximum mutual informationI(x; y|H) subject to the total transmit

power constraintP:

C = max
px s.t.tr(Q̃x)≤P

I(x; y|H)

= max
px s.t.tr(Q̃x)≤P

h(y|H) − h(n), (2.26)

with Q̃x = x̄x̄H + Qx, wherex̄ = [x̄1, . . . , x̄Nt ]
T denotes the mean vector andQx denotes the

covariance matrix. Again, it is widely recognised that the multivariate complex Gaussian ran-

dom vectors maximise the differential entropy. Hence, a sufficient condition for maximising the

mutual information is to use azero-meanmultivariate complex Gaussian transmit signal vector

x ∼ CN (0, Qx), which yields azero-meanmultivariate complex Gaussian received signal vector

y ∼ CN (0, Qy). Exploiting the fact that the entropy of any complex random vectorsz ∈ CN with

given covariance matrixQz is maximised by complex circular-symmetry jointly Gaussian and its

corresponding maximum value islog2 [det(πeQz)], we arrive at:

h(n) = log2

[

(πe)Nrdet(N0INr)
]

= log2

[

(πeN0)
Nr

]

, (2.27)

h(y|H) = log2

[

(πe)Nrdet(Qy)
]

, (2.28)

where the covariance matrixQy is expressed as:

Qy = E

{

yyH
}

= E

{

HxxHHH
}

+ E

{

nnH
}

= HQxHH + N0INr . (2.29)

Thus, by substituting Eq (2.27) and Eq (2.28) into Eq (2.26),the channel capacity is given as:

C = max
x∼CN (0,Qx) s.t.tr(Qx)≤P

log2

[

det(INr + HQxHH/N0)
]

, (2.30)

which means that the MIMO capacity is obtained by solving theoptimisation problem of Eq (2.30)

subject to the total power constraint.

Let us now differentiate between two capacity definitions stipulated for fading channel con-

ditions. The capacity of theergodic fading MIMO channel is found by averaging the capacity

expression in Eq (2.30) with respect to the stationary distribution of H and then choosing the ap-

propriate covariance matrix to maximise the mutual information subject to the power constraint2

P, yielding:

C = max
x∼CN (0,Qx) s.t.tr(Qx)≤P

EH

{

log2

[

det(INr + HQxHH/N0)
]}

, (2.31)

2In our case, a short-term power constraint is considered, while a long-term constraint could also be imposed by

taking the expectation over the trace of the selected input covariance matrix.
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Figure 2.3: Capacity versus SNR for MIMO fading channel with full channel information at both

the transmitter and the receiver employing water filling procedure for various combinations of the

number of antennas.

where the only difference with respect to Eq (2.30) is the averaging according to the stationary

distribution of H. Secondly, the outage probability of the (quasi)static fading MIMO channel,

which imposes a constant fading envelope for the duration ofan entire transmission frame consid-

ered [20]. When communicating at a rate ofR bits/s/Hz, this outage probability is defined as the

probability having a capacity lower than the target value ofR, which is formulated as:

pout = P
{

log2

[

det(INr + HQxHH/N0)
]

< R
}

. (2.32)

By appropriately adjusting the number of antennas, the above derivation also characterises the

capacity of the MISO or SIMO fading channels. The capacity ofMIMO fading channel depends

on the availability of channel information at the transmitter and/or the receiver. When the channel

information is available at both the transmitter and the receiver, the maximum achievable capacity

is attained with the aid of the so-called water-filling procedure [22]. Fig 2.3 illustrates the MIMO

fading capacity with full channel information at the transmitter as well as at the receiver, again

when employing the water filling procedure.

2.2.1.3 Multiuser Channel Capacity

Having introduced the AWGN channel’s and the MIMO channel’scapacity, let us now discuss

the multiuser channel capacity. Without loss of generality, we consider a two-user static channel
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characterised by:

y = ρ1x1 + ρ2x2 + n, (2.33)

wheren ∼ CN (0, N0) is an i.i.d zero-mean circularly-symmetric complex-valued AWGN process

andρk is the effective channel gain. Given the independent channel input distributions ofpx1
and

px2 of the two users, the capacity of a two-user (UL or DL) channelis described by the so-called

capacity region, which characterises the optimal tradeoff achievable byanymultiuser communica-

tions scheme that may be defined as the set of all user-rate pairs, satisfying:

R1 < I(x1; y|x2),

R2 < I(x2; y|x1),

R1 + R2 < I(x1, x2; y).

Orthogonal Access.Let us first consider an orthogonal scheme that allocates a fractionα1 of

the degrees of freedom to user 1 andα2 = 1 − α1, to user 2. Since the effective channel gain of

user k isρk , the amount of received energy is|ρk|2/αk per degree of freedom. More particularly,

the following rate pair is achieved by an orthogonal scheme [20]:

(R1, R2) =

{

α1log2

(

1 +
|ρ1|2
α1N0

)

, α2log2

(

1 +
|ρ2|2
α2N0

)}

. (2.34)

Non-orthogonal Uplink. In the UL, the parameterρk, k = 1, 2 of Eq (2.33) represents the

effective channel gain of the two independent users. More specifically, we rewrite Eq (2.33) as

y = h1

√

P1x1 + h2

√
P2x2 + n, (2.35)

wherePk is theindividual transmit power constraint for userk, while hk is the independent channel

gain of userk. The typical two-user UL capacity is depicted in Fig 2.4, where the pointsA andB

correspond to a user-rate pair of(R1, R2), which are represented as:

A (R1, R2) =

{

log2

(

1 +
P1|h1|2

N0

)

, log2

(

1 +
P2|h2|2

P1|h1|2 + N0

)}

, (2.36)

B (R1, R2) =

{

log2

(

1 +
P1|h1|2

P2|h2|2 + N0

)

, log2

(

1 +
P2|h2|2

N0

)}

. (2.37)

The orthogonal and non-orthogonal capacity curves were evaluated from Eq (2.34), Eq (2.36) and

Eq (2.37) forSNR1 = 5dB andSNR2 = 10dB, respectively in Fig 2.4. The sum-rate segment of

AB represents the set of optimal operating points of the two-user UL channel. Consider the corner

point B for example. At this point, user 1 operates at the rateI(x1; y). Using the chain rule for

the mutual information, we can writeI(x1, x2; y) = I(x1; y) + I(x2; y|x1). Since the sum rate

constraintI(x1, x2; y) is tight at the corner pointB, user 2 achieves its highest rate ofI(x2; y|x1).

This rate pair can be achieved by a Successive Interference Cancellation (SIC) receiver, which

detects user 1 first, treating the signal from user 2 as interference. Next, the SIC detects user 2
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Figure 2.4: The two-user UL channel’s capacity. The two users have different receive SNRs of

SNR1 = ρ2
1/N0 andSNR2 = ρ2

2/N0. The points A and B may be approached with the aid

of SIC employing non-orthogonal transmission, while the capacity of orthogonal transmission is

marginally lower except at point E, where we haveα = 0.0909. Operation at point C is achieved by

conventional single-user detection, while operation at point D is achieved by conventional equal-

power allocation employing single-user detection.

conditioned on the already detected information of user 1. Again, the underlined principle is the

so-calledchain-ruleof probability, which is often used in information theory.

On the other hand, point C is achieved by the single-user detector, where each user treats the

other user’s signal as interference. The conventional solution in CDMA represented by point D is

to accurately control the power of the users so that we haveρ1 = ρ2 in Fig 2.4. The corresponding

user-rate pairs of the above two points are:

C (R1, R2) =

{

log2

(

1 +
P1|h1|2

P2|h2|2 + N0

)

, log2

(

1 +
P2|h2|2

P1|h1|2 + N0

)}

, (2.38)

D (R1, R2) =

{

log2

(

1 +
P2|h2|2

P2|h2|2 + N0

)

, log2

(

1 +
P2|h2|2

P2|h2|2 + N0

)}

. (2.39)

Comparing these rates to the capacity region achieved by orthogonal scheme, one can see in Fig 2.4

that the orthogonal scheme is in general suboptimal, exceptfor the single point in the UL, where

we haveα1 = |ρ1|2/(|ρ1|2 + |ρ2|2), i.e., where the number of degrees of freedom allocated to

each user is proportional to his/her effective received power.

Non-orthogonal Downlink. By contrast, in the DL, the fundamental difference is that both the

signalx1 andx2 are subjected to the same channel gain, i.e.h1 or h2. In order to achieve the best

attainable two-user DL channel capacity, an appropriate power splitting is necessary, subject to the
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total transmit power constraint ofP = P1 + P2. More specifically, the two channel outputs are:

y1 = h1(
√

P1x1 +
√

P2x2) + n1, (2.40)

y2 = h2(
√

P1x1 +
√

P2x2) + n2. (2.41)

As in the UL, we use the chain rule of mutual information and allocateP1 to user 1, yielding the

rateR1(P1) = I(x1; y). Then user 2 achieves his/her highest rate ofR2(P2) = I(x2; y|x1). This

linear superposition with an appropriate power splitting used in the DL leads to the concept of SPC.

In the DL, user 1 and user 2 detect his/her data from the observation ofy1 andy2, respectively.

More specifically, if we assume|h1| < |h2|, user 2 has a better channel than user 1. For user 1,

it treats the signal of user 2 as interference and detects his/her data by processingy1. For user 2,

which has a better channel and hence can also detect user 1’s data successfully. It detects the data

of user 1 and then proceeds to subtract the transmit signal ofuser 1 fromy2, followed by detecting

his/her own data. As before, the following user-rate pair isachieved:

(R1, R2) =

{

log2

(

1 +
P1|h1|2

P2|h1|2 + N0

)

, log2

(

1 +
P2|h2|2

N0

)}

. (2.42)
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2.2.2 Discrete-Input Channel Capacity

For the sake of approaching the continuous input channel’s capacity, it turns out thatpx should obey

the continuous Gaussian distribution in order to maximise the differential entropy, as discussed in

Section 2.2.1. However, this is generally not the case in real systems, where the alphabet of the

channel inputx ∈ A is a finite discrete symbol alphabet. Hence, the resultant capacity is referred to

as theconstellation-constrainedcapacity, a terminology, which was originally used by Ungerboeck

to motivate the employment of Trellis Coded Modulation (TCM) [55].

2.2.2.1 Constellation-Constrained Capacity

Recall from Eq (2.19), that the constellation-constrainedcapacityCc is the mutual information

between thediscrete-input random variablex and thecontinuous-output random variabley, which

is defined as:

Cc = I(x; y)

= E

{

log2

px,y(x̃, ỹ)

px(x̃)py(ỹ)

}

= ∑
x̃∈A

∫ +∞

−∞
log2

(
px,y(x̃, ỹ)

px(x̃)py(ỹ)

)

px,y(x̃, ỹ)dỹ

= px(x̃1) ∑
x̃1∈A

∫ +∞

−∞
log2

(

py|x(ỹ|x̃1)

∑x̃2∈A py|x(ỹ|x̃2)px(x̃2)

)

py|x(ỹ|x̃1)dỹ (2.43)

wherex̃1 andx̃2 are two realizations ofx and Eq (2.43) exploits the fact that:

py(ỹ) = ∑
x̃∈A

px,y(x̃, ỹ),

px,y(x̃, ỹ) = py|x(ỹ|x̃)px(x̃).

Sincex andn in Eq (2.19) are independent, the conditional PDFpy|x(ỹ|x̃) can be expressed as the

PDF of the noise:

py|x(ỹ|x̃) = pn(ỹ − x̃) = pn(ñ). (2.44)

where pn(ñ) represents a one-dimensional (ND = 1) or two-dimensional (ND = 2) Gaussian

distributed PDF associated withσ2
n = N0/2 per dimension:

pn(ñ) =
1

(πN0)
ND

2

e
− |ñ|2

N0 . (2.45)

Consider a constellation associated with equal-probability symbols. Then the inputx is uni-

formly distributed inA, i.e. we havepx(x̃) = 1/|A|. Let m = log2(|A|) denote the number of

bits per symbol. Then Eq (2.43) becomes:

Cc = m − 1

|A| ∑
x̃1∈A

∫ +∞

−∞
log2

(

∑x̃2∈A py|x(ỹ|x̃2)

py|x(ỹ|x̃1)

)

py|x(ỹ|x̃1)dỹ. (2.46)



2.2.2. Discrete-Input Channel Capacity 23

The integral in Eq (2.46) is identical for all values ofx̃1 ∈ A =
{

x1, . . . , x|A|
}

, thus when opting

for x̃1 = x1 the constellation-constrained capacity can be expressed as:

Cc = m −
∫ +∞

−∞
log2

(

∑x̃2∈A py|x(ỹ|x̃2)

py|x(ỹ|x1)

)

py|x(ỹ|x1)dỹ

= m −
∫ +∞

−∞
log2



1 + ∑
x̃2∈A(x1)

py|x(ỹ|x̃2)

py|x(ỹ|x1)



 py|x(ỹ|x1)dỹ, (2.47)

whereA(x1) = {x2, . . . , x|A|} is the subset ofA excluding elementx1.

2.2.2.2 EXtrinsic Information Transfer Charts

Let us now introduce the so-called EXIT charts introduced byten Brink [36], which is widely

used in the analysis of turbo-like iterative systems. This technique relies on computing the mutual

information of inner constituent component and outer constituent component, namely theIa
inner,

Ie
inner, Ia

outer, Ie
outer, where the superscripta and e denotes thea priori information andextrinsic

information, respectively.

We now relate the mutual informationI associated with a specific Log-Likelihood Ratio (LLR)

by considering againy = x + n, wherex ∈ A = {±1} andn ∼ N (0, 2σ2
n) 3. The LLR of y is

given by:

Ly = log2

p(y|x = +1)

p(y|x = −1)

=
2

σ2
n

(x + n)

= µx + w, (2.48)

where we haveµ = 2/σ2
n , w ∼ N (0, 2σ2

w) with σ2
w = 4/σ2

n . It was suggested in [36] that the

LLR values may be assumed to be Gaussian distributed and may be modelled in general by:

L = µx + w, (2.49)

wherex ∈ A = {±1} and we have the relationshipµ = σ2
w/2 and the conditional probability of

p(L|x = α) =
1√

2πσw

exp

[

− (L− µα)2

2σ2
w

]

, (2.50)

whereα ∈ A. Hence, the mutual informationI(L, x) is derived from Eq (2.47) as follows:

I(L, x) = 1 −
∫ +∞

−∞
log2

[

1 +
p(L|x = −1)

p(L|x = 1)

]

p(L|x = 1)dL,

= 1 − 1√
2πσw

∫ +∞

−∞
log2

[

1 + exp

(

− 2

σ2
w

µL
)]

exp

[

− (L− µ)2

2σ2
w

]

dL,

= 1 − 1√
2πσw

∫ +∞

−∞
log2 [1 + exp (−L)] exp

[

− (L− µ)2

2σ2
w

]

dL. (2.51)

3Here, we do not differentiate betweena priori information andextrinsicinformation at this stage of the derivation.
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For the sake of compactness, we introduce the monotonicallyincreasing J-function and its unique

inverse to represent Eq (2.51) as follows:

I = J(σ = σw),

σ = J−1(I),

where the J-function can be closely approximately by numerical optimisation, yieldingJ(σ) ≈
(1 − 2−H1σ2H2 )H3 and J−1(I) ≈ [− log2(1 − I1/H3)/H1]

1/2H2 , where we haveH1 = 0.3073,

H2 = 0.8935 andH3 = 1.1064.

The EXIT charts evaluate the nonlinear functionIe = χ(Ia), which maps the inputa priori

mutual informationIa ∈ [0, · · · , 1] to the output extrinsic mutual informationIe ∈ [0, · · · , 1],

where the amount of output extrinsic mutual informationIe gleaned from the inputa priori mutual

information determines the convergence behaviour of this soft component. Since the extrinsic infor-

mation generated by the first component acts as thea priori information for the second component

and vice versa, in the EXIT charts we alternately swap the abscissa and ordinate axes, depending

on which of the two components acts as the source ofa priori information, corresponding to the

abscissa, as discussed in [36]. To elaborate a little further, EXIT charts provide us with an insight

into the mutual information exchange between the constituent soft components. More detailed

discussions about EXIT charts in in Chapter 3

2.2.2.3 Constellation-Constrained Capacity of Multilayer Mapping

Apart from classic modulation schemes, there is a less conventional modulation scheme, which is

of much interest in this thesis, namely the so-calledmultilayer-mappingdefined as:

x =
L

∑
l=1

xl (2.52)

wherexl ∈ Al is referred to as a symbol andx ∈ A is termed as a super-symbol. Without loss of

generality, we assume that the symbol alphabet is the same for all theL layers, i.e.Al = A0, ∀l =

1, . . . , L.

The channel capacity of multilayer mapping is also given by Eq (2.43). There are two important

features of multilayer mapping:

1. Thenon-equiprobablenature of the signal points of the super-symbolx ∈ A. Since the en-

tropy is maximised by equiprobable symbols, this property is not beneficial from the entropy

maximisation point of view. At high SNR, where the noise can be neglected, the mutual

information is equal to the entropy of the channel input, i.e. we haveI = h(x), whereh(x)

can be expressed as:

h(x) = − ∑
x̃∈A

px(x̃) log2[px(x̃)], (2.53)

Eq (2.53) exhibits its maximum value ofh(x) = log2 |A|, when we havepx(x̃) = 1/|A|.
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Figure 2.6: The super-symbol alphabetA =
{

u1, . . . , u|A|
}

and its corresponding probability

for different number of layers, where each layer employs BPSK modulation|A0| = {±1}.

2. Multilayer mapping has areduced cardinality, where the super-symbol set obeys|A| ≤ 2L,

when we assumeA0 ∈ {±1}. The second property will make the bit-to-symbol mapping

ambiguous, where several combinations ofxl, l = 1, . . . , L result in the same constellation

x. These two undesired properties of multilayer mapping are further exemplified below.

Example. Consider a BPSK modulated multilayer mapping scheme havingL layers, where

A0 = {±1}. Then the super-symbol alphabetA =
{

u1, . . . , u|A|
}

in this case has|A| = L + 1

distinct constellation points with itsith entry beingui = (2i − 2 − L) with a probability of [56]:

P(x = ui) = 2−L




L

i − 1



 . (2.54)

Fig 2.6 shows the super-symbol alphabet and the corresponding probability. When we haveL = 3,

there areL + 1 = 4 distinct points with unequal probabilities. In this non-equiprobable scenario,

the corresponding maximum entropy at high SNRs according toEq (2.53) is given by:

I = L − 2−L
L−1

∑
i=1




L

i



 log2




L

i



 . (2.55)

Fig 2.7 shows the maximum possible entropy at high SNRs as a function of the number of layers

L. It can be seen thatL = 3 layers can at most transmit about 1.8 bits/super-symbol, since only

four distinct constellation points are observed. This is strictly lower than the sum of the individ-

ual layers’ rate, which is 3 bits/super-symbol, corresponding to eight distinct signal constellation

points.
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Figure 2.7: The multilayer mapping constellation constraint capacityat high SNR as a function of

number of layers, where each layer employs BPSK modulation.

Based on the above discussions, we conclude that themultilayer mapping scheme’s constellation-

constrained capacity is bounded by the sum of the individualrates of each layer. The actual capac-

ity depends on the number of distinct signal constellation points inA and its associated probability

of occurrence.

2.2.2.4 Comments and Remarks on Multilayer Mapping

Although the multilayer mapping scheme’s constellation-constrained capacity is reduced owing

to the above-mentioned unfavourable properties discussedin the previous section, it also has a

particularly attractive property, namely that the resultant super-symbolx is approximately Gaussian

distributed, when the number of layersL becomes sufficiently high, which is a consequence of the

central limited theorem. For the sake of achieving a high capacity for a multilayer mapping scheme,

firstly we have to increase its cardinality|A| and then make the supersymbols equiprobable. Two

simple operations are thus necessary before multilayer mapping takes place, namely layer-specific

amplitude scaling factorρl , l = 1, . . . , L and/or layer-specific signal rotationθl , l = 1, . . . , L. More

explicitly, Eq (2.52) becomes:

x =
L

∑
l=1

ρle
jθl xl . (2.56)

Let us now reconsider the BPSK example of Fig 2.6. If we assigna unique layer-specific phase

rotation θl to each layer, then a total of|A| = 8 equiprobable distinct signal constellations can
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be created, thus a sum-rate of 3 bits/super-symbol is achieved as a maximum. Fig 2.8 illustrates

the resultant multilayer mapping constellation havingL = 4, when we have different amplitude

scaling factorsρl , l = 1, . . . , L and phase rotationsθl , l = 1, . . . , L.

Multilayer mapping, which is also known assuperposition modulation[57] andsigma map-

ping [58], packs multiple bits (or symbols) into a single symbol (or super-symbol) by weighting

and superimposing the multiple constituent bits (or symbols), where we refer to each bit (or sym-

bol) as alayer. Again, by superimposing multiple layers, the resultant symbol (super-symbol)

becomes near-Gaussian distributed, when the number of layers is sufficiently high. This Gaussian

distribution is the key to approaching the Shannon capacity, as discovered by Shannon and dis-

cussed before. This signalling scheme achieves a so-calledshaping gain[11] in contrast to the

conventional QAM/PSK modulation.

By allocating the layer-specific amplitudeρl and phase-rotation parameterθl, the multilayer

mapping in conjuction with the coding and interleaving employed becomes analogous to the so-

called MultiLevel Coding (MLC) [59, 60] concept as seen in Fig. 2.9(a). In MLC, each bit level

employs a different code-rate, such asC1, C2 andC3 in Fig 2.9(a) and is then modulated using a con-

ventional QAM/PSK arrangement combined with a particular bit-to-symbol mapping scheme, such

as for example set-partitioning. By contrast, in multilayer mapping, each layer is superimposed em-

ploying a different amplitude and phase-rotation. The outer channel code can be employed on a

per-layer basis as seen in Fig. 2.9(b) or across layers as seen in Fig. 2.9(d). A similarity of these

two schemes is constituted by the unequal error protection capability of the different levels/layers,

where unequal protection is achieved by assigning the appropriate code-rate ofC1, C2 andC3 as in

MLC, while it is achieved by appropriate amplitude scaling in multilayer mapping. In addition, in

order to fully exploit the benefits of unequal error protection, while still maintaining a sufficiently

high performance even for the least-protected levels/layers, both schemes rely on an iterative de-

tection and decoding aided receiver, where the successive detection of the individual layers obeys

the so-called chain-rule of mutual information exchange, which is another similarity. On the other

hand, the so-called BICM [21, 61] scheme of Fig. 2.9(c) is similar to the multilayer mapping type

II portrayed in Fig. 2.9(d), when the amplitude scaling factor ρl is identical.

Remarks:It is interesting to note that Eq (2.56) effectively describes an ensemble of systems,

which are channel-division, e.g. Spatial Division Multiple Access (SDMA), where the weighting

factorρle
jθl can be considered as a uniquevirtual channel. By contrast, Eq (2.52) describes an en-

semble of systems, which are code-division, e.g. IDMA, where the differentiation of users and/or

signalling layers is based on different interleavers. In other words,introducing a ’channel-division’

element to the ’code-division’ is beneficial.This argument suggests that achieving the maximum

capacity is promised by Gaussian-like signalling waveforms, but no explicit coding and detection

schemes were considered. When practical iterative detection and decoding techniques are consid-

ered,combining the principle of ’code-division’ with that of ’channel-division’ is also beneficial.

This is because, at the first stage of the receiver, having distinct channelinformation is essential in
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Figure 2.8: Constellation of multilayer mapping associated with different ρ and θ values. (a)

equally allocated amplitudeρ and uniformly allocated phaseθ; (b) ρ = [ρb, ρb/2, ρb, ρb/2] and

θ = [0, π/2, 0, π/2], whereρb = 2/
√

(16 − 1)× 2/3; (c) uniformly allocated phaseθ and

unequally allocated amplitudeρ = [1/
√

30, 2/
√

30, 3/
√

30, 4/
√

30]; (d) equally allocated am-

plitudeρ and randomly allocated phaseθ = [2π/5, 3π/4, 6π/7, π/3];
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Figure 2.9: The block diagram of the transmitter of (a) Multilevel Coding, using per-layer codes

and conventional modulation; (b) Multilayer Mapping Type I, using per-layer codes and superpo-

sition modulation; (c) BICM, joint coding and conventionalmodulation; (d) Multilayer Mapping

Type II, joint coding and superposition modulation;

order to facilitate a unique mapping ofy → xl, when the full alphabet has2L legitimate signalling

combinations. At the second receiver stage, having a distinct codeensures that a unique mapping

from the coded bits to the original information bits can takeplace. The construction of the codes

will be discussed in the next section.

2.3 Factor Graph Interpretation of Random Coding

The design of near-capacity transmission arrangements typically relies on channel-coding schemes.

A probabilistic approach is that of using a technique referred to as random coding, which was used

to prove the well-known Shannon-coding theorem [34, 62]. The Shannon-coding theorem states

that for any rateR < C, there exits at least one sequence(2NR, N) for the memoryless channel

such that the probability of errorPe → 0 as the block lengthN → ∞. Conversely, any sequence

of (2NR, N) associated withPe → 0 must haveR < C. The detailed proof of Shannon’s coding

theorem can be found in various standard textbooks [34, 62].As a result of this proof, there is a

high chance that this randomly generated codebook is indeedthat of a near-capacity code, provided

that we have long block lengthN.

However, this random coding principle does not specify an explicit way of constructing an effi-

cient coding and decoding procedure. Hence, other types of codes, which have attractive practical

implementations have been proposed, such as the family of algebraic codes [6]. It is important
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Figure 2.10:Graphical representation of a four-state Markov chain.

to note that two popular channel coding schemes, namely LDPCcodes and concatenated codes,

are both based on this random coding principle, where randominterleavers are either implicitly or

explicitly embedded in the code’s construction.

In this section, we introduce two practical quasi-random coding approaches, namely LDPC

codes and interleaved random codes, which are presented with the aid of the so-called factor

graph [53].

2.3.1 Factor Graph and Sum-Product Algorithm

Belief or probability propagation has applications in diverse fields, where probabilistic inference is

used, hence also in error control decoding, where the probabilistic value of the transmitted infor-

mation symbols has to be inferred from noisy received symbols. It has been shown that the APP

algorithm based turbo decoding algorithm [63, 64] is an application of belief propagation. In [53],

Kschischanget al. introduced the factor graph formalism, showing that beliefpropagation and

many other algorithms used in digital communications and signal processing are all representa-

tions of a more general message-passing algorithm, namely the sum-productalgorithm operating

on factor graphs.

In this subsection, we firstly show the rationale of factor graphs using a simple graphical rep-

resentation of the Markov chain example of [65] and then introduce the general factor graph phi-

losophy as well as the associated sum-product algorithm. Furthermore, we introduce binary factor

graphs in the particular context of channel decoding.

2.3.1.1 General Factor Graph and Sum-Product Algorithm

Factor graphs are capable of characterising how variables of a global function are grouped together

locally. The sum-product algorithm computes the so-calledmarginal probability of a global prob-

abilistic function in terms of local functions, which will be demonstrated in the Markov model

example. Normally, factor graphs are bipartite graphs; that is, their nodes fall into just two groups

and there are no connections between the nodes within a specific group, only between nodes of the

different groups. These groups are referred to asvariablenodes andfunctionnodes.

ExampleConsider a four-state Markov chain, where we have:

P(A, B, C, D) = P(A)P(B|A)P(C|B)P(D|C). (2.57)
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The corresponding factor graph is depicted in Fig 2.10, where the variable nodes arevA,vB,vC,vD,

which are denoted by circles, while the function nodes representing the probabilistic dependence

are fA = P(A), fB = P(B|A), fC = P(C|B) and fD = P(D|C) and are denoted by dots. Assume

that we wish to calculate the marginal probability ofP(D) , given by:

P(D) = ∑
A

∑
B

∑
C

P(A, B, C, D)

= ∑
A

∑
B

∑
C

P(A)P(B|A)P(C|B)P(D|C), (2.58)

where the ’brute-force’ evaluation requires|AA| × |AB| × |AC| × |AD| summations, where|Ak|
is the cardinality of variablek’s alphabetAk, k = A, B, C, D. The factorisation of the probabilities

now allows us to execute the summations separately according to:

P(D) = ∑
C

P(D|C)P(C),

P(C) = ∑
B

P(C|B)P(B),

P(B) = ∑
A

P(B|A)P(A).

where this factorised evaluation has only|AA| × |AB| + |AB| × |AC| + |AC| × |AD| summa-

tions, which is computationally more efficient. Thevariablenodes, having two connecting edges,

simply pass messages from the input to the output, while thefunctionnodes subject the incoming

messages to their specific function and sum over the variablerepresenting the incoming message.

We now introduce a general factor graph, which is depicted inFig 2.11, where the circles denote

variable nodes and the squares denote function nodes. Letx = [x1, . . . , xn] be a set of i.i.d. random

variables. Then a typical statistical inference problem isto compute the marginal Probability Mass

Function (PMF) ofxi:

P(xi) = ∑
x:xi

P(x), (2.59)

where the sum overx : xi indicates that we sum over all elements inx, given that itsith entry was

fixed to xi. This summation can be carried out by the sum-product algorithm in terms of passing

messages along the edges of the factor graph seen in Fig 2.11.We have two sets of nodes, which

are the function nodesf j and variable nodesvi. The set of edges connected to thejth function

node is denoted byS f
j and the set of edges connected to theith variable node is denoted bySv

i .

The cardinalityd
f
j = |S f

j | of the edges connected to thejth function node anddv
i = |Sv

i | of the

edges connected to theith variable node is called thedegreeof function nodej and of variable node

i, respectively. Thejth function node carried out summation over all elements ofxj, while the i

variable node applies similar local processing onxi. Then the following general rule applies:

m( f j → vi) ∝ ∑
xj :xi

f j(xj) ∏
k∈S

f

j(i)

m(vk → f j),

m(vi → f j) ∝ vi(xi) ∏
k∈Sv

i(j)

m( fk → vi),
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Figure 2.11: General factor graph, which has three variable nodes (circles) and four function

nodes (squares), where the corresponding parameters are summarised in Table 2.3.1.1.

vi i = 1 i = 2 i = 3

dv
i dv
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2 = 3 dv

3 = 3

Sv
i Sv

1 = { f1, f2, f3, f4} Sv
2 = { f1, f2, f4} Sv

3 = { f2, f3, f4}
f j j = 1 j = 2 j = 3 j = 4

d
f
j d

f
1 = 2 d

f
2 = 3 d

f
3 = 2 d

f
4 = 3

S
f
j S

f
1 = {v1, v2} S

f
2 = {v1, v2, v3} S

f
3 = {v1, v3} S

f
4 = {v1, v2, v3}

xj x1 = [x1, x2] x2 = [x1, x2, x3] x3 = [x1, x3] x4 = [x1, x2, x3]

Table 2.1: Parameters of Fig. 2.11.

where∝ indicates proportionality. The sum overxj : xi denotes that we sum over all variables inxj

where theith entry isxi. The setS f

j(i)
of edges is given by all edges in setS

f
j except for the element

i, which hence represents theextrinsic information. Finally, the marginal PMFs at variable nodei

and function nodej are:

m(xi) ∝ vi(xi) ∏
j∈Sv

i

m( f j → vi),

m(xj) ∝ f j(xj) ∏
i∈S

f
j

m(vi → f j).

2.3.1.2 Binary Factor Graph

In 1981, Tanner [66] characterised both block and convolutional error-correcting codes in terms of

their bipartite graphs, which were used as an effective model of their code description, construction

and decoding. The fundamentals of iterative decoding on graphs were also presented. This was

then extended to trellis and turbo codes by Wiberg [67] by incorporating so-called hidden state

variables in Tanner graphs.

In binary error control coding, the symbols are defined generally in GF(2), hence binary factor

graphs are of interest, where all variables involved in the factor graph are binary variables. The cor-

responding algorithms are straightforward instantiations of the above general rules. Furthermore,

the function nodes are constituted by simple parity-checks, which are termed asparity-checknodes.

For a binary random variablex ∈ [0, 1], instead of using the probabilities, a commonly used alter-
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native representation is constituted by the LLR defined asL = log2[P(x = 0|y)/P(x = 1|y)].

Let us examine the messages calculated both at the variable nodes as well as at the parity-check

nodes in a binary format. Initially, we consider nodes of degree 3 as seen in Fig 2.12. For the

variable node, the outgoing messagex3 will be the product of the incoming messages fromx1 and

x2, thus we have:

P(x3 = 0|y3) = P(x1 = 0|y1)P(x2 = 0|y2),

P(x3 = 1|y3) = P(x1 = 1|y1)P(x2 = 1|y2),

L3 = L1 +L2. (2.60)

For the parity-check node, where the incoming messagesx1 andx2 imposes the parity-check equa-

tion of x1 ⊕ x2 ⊕ x3 = 0. The outgoing messagesx3 are:

P(x3 = 0|y3) = P(x1 = 0|y1)P(x2 = 0|y2) + P(x1 = 1|y1)P(x2 = 1|y2),

P(x3 = 1|y3) = P(x1 = 0|y1)P(x2 = 1|y2) + P(x1 = 1|y1)P(x2 = 0|y2),

L3 = log2

P(x1 = 0|y1)P(x2 = 0|y2) + P(x1 = 1|y1)P(x2 = 1|y2)

P(x1 = 0|y1)P(x2 = 1|y2) + P(x1 = 1|y1)P(x2 = 0|y2)
.

Exploiting the fact thatP(x = 0|y)P(x = 1|y) = eL and dividing both the numerator and

denominator byP(x1 = 1|y1)P(x2 = 1|y2), we arrive at:

L3 = log2

eL1 eL2 + 1

eL1 + eL2

= log2

cosh(L1/2 + L2/2)

cosh(L1/2 −L2/2)
,

where the above equation is obtained by factoring outeL1/2eL2/2 from both the numerator and

denominator. Using the expansion ofcosh(x ± y) and dividing both the numerator and the de-

nominator bycosh(L1/2) cosh(L2/2) leads to the variable node’s outgoing message in the form

of:

L3 = log2

1 + tanh(L1/2) tanh(L2/2)

1 − tanh(L1/2) tanh(L2/2)

= 2 tanh−1[tanh(L1/2) tanh(L2/2)], (2.61)

where in Eq (2.61), we exploited the relation of

tanh−1(x) =
1

2
log2

1 + x

1 − x
.

2.3.2 Practical Quasi-Random Coding Approach

In this subsection, we introduce two practical quasi-random coding approaches and characterise

them with the aid of the factor graphs discussed above, whichare constituted by the classic LDPC

codes and interleaved random codes, respectively. Moreover, we justify the necessity of employing

a distinct code description in the context of non-orthogonal random waveform based multiuser

communications scenarios.
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Figure 2.12: Check node and variable nodes in a factor graph, as well as their sum-product algo-

rithm

6

13fj

vi

Figure 2.13: Factor graph representation of a Hamming (8,4) code, where eight variable nodes

(columns) and four function nodes (rows) are denoted by circles and squares, respectively.

2.3.2.1 LDPC Code Aided Approach

A linear block code of rateR = M/N can be defined in terms of a(N − M) × N parity-check

matrix H = [h1, h2, . . . , hn], whereM andN denote the length of the information bit and coded

bits, respectively. Each entryhi,j of H is an element of a finite Galois Field 2, which is either a

binary zero or a one and all operations are modulo 2 based. Thecode is the set of all vectorsx that

lie in the (right) null space ofH. i.e. we haveHx = 0. Given a parity-check matrixH, we can

find a corresponding(M × N) element generator matrixG, which satisfiesGHT = 0. Then the

generator matrix can be used as an encoder according toxT = uTG.

Fig. 2.13 shows the factor graph of a (8,4) Hamming code having the parity check matrixH:

H8,4 =










1 1 1 0 1 0 0 0

1 1 0 1 0 1 0 0

1 0 1 1 0 0 1 0

0 1 1 1 0 0 0 1










. (2.62)

In this figure, there is one variable node for each of theN = 8 coded bits (columns), and there

is one function node for each of theN − M = 4 parity-check equations ofH (rows). An edge

exists between theith variable node and thejth parity-check node, if and only ifhi,j = 1. Further-

more, the function nodes are regular, since their degrees are the same, i.e. we haved f
i = 4, i =

1, . . . , 4, while the variable nodes are irregular, since their degrees fall into two groups, namely

dv
i = 3, i = 1, . . . , 4 anddv

i = 1, i = 5, . . . , 8. Observe by comparing Eq (2.62) and Fig 2.13

that the factor graph has a single connection between the four original information bits, directly
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copying them to the output according to the systematic encoding part. Furthermore, a binary one

in the first column indicates the presence of a parity check link based on the mod 2 connection of

the first three input bits, etc. There are a total of 16 edges, which coincide with the total number

of ones in the parity-check matrix. The term ’socket’ refersto a point on a node to which an edge

may be attached. There are possible 16 variable node socketsand 16 function node sockets. We

note furthermore that an edge connection can be viewed as an interleaver. To elaborate a little fur-

ther, viewing the ordering of edges form the variable node sockets side, this interleaver pattern is

π = {1, 5, 9, 2, 6, 13, 3, 10, 14, 7, 11, 15, 4, 8, 12, 16} , which states that the variable node socketi is

connected to the function node socketπ(i). For example, as shown by the dotted line, the 6th vari-

able node socket connects to the 13th function node socket, which means that we haveπ(6) = 13

according to the above-mentioned interleaver patternπ.

However, since the block length of the above Hamming code is short and the number of ones in

it is high, potentially a large number of short cycles may be encountered, one of which is depicted by

the dashed line seen in Fig 2.13. It was shown that these shortcycles represent an inter-dependence

amongst the nodes preventing effective message passing anditerative information updating on the

basis of independent extrinsic information, thus resulting in early local convergence before a suf-

ficiently diverse set of codewords was considered. Hence, from a message passing point of view,

short block codes like the Hamming code introduced above often result in a poor performance. In

order to improve the achievable coding gain, invoking the following principles are recommended:

1. Employ codes having a large block length;

2. Use a low-density distribution of ones in the parity-check matrix;

3. Optimise the location of ones in the parity-check matrix,namely the interleaver pattern.

These requirements are satisfied by the family of the well-known LDPC codes. An LDPC code

is a linear block code having a parity-check matrix that is sparse, hence it has a small number of

binary one entries. A regular LDPC code construction was proposed by Gallager [17], where the

randomly placed binary ones and zeros in the parity-check matrix H is subjected to the constraint

that each row ofH had the same numberd f of binary ones and similarly, each column ofH had
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the same numberdv of ones. For example, a15 × 20 parity-check matrix may be formulated as:

Hm,n =









































1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0

0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0

0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0

0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0

0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1

1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0

0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0

0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0

0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0

0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1









































,(2.63)

which hasd f = 4 as well asdv = 3 and defines an LDPC code with a length ofN = 20. It

may be referred to as a regular(d f , dv, N) LDPC code. In such a regular(d f , dv, N) LDPC code

ensemble, each information bit is involved indv parity checks and each parity-check bit protectsd f

information bits. The fraction of ones in the parity-check matrix of a regular LDPC code isd f /N,

which approaches zero as the block lengthN becomes large and hence leads to the terminology of

low-density parity-check codes.

In fact, LDPC codes constitute quasi-random codes in the sense that the interleaver pattern

employed generates the resultant2M codewords by a random selection from the entire codebook

of size 2N, when the block lengthN is large. This is an essential assumption in the context of

the random coding principle. However, having a large block lengthN in general results in a com-

plex decoder and an impossible full search. Finally, the message passing algorithm is employed

to circumvent the full-search, which ensures convergence towards a near optimum solution. The

resultant performance depends on the code construction of the parity check matrix. Having intro-

duced the random LDPC coding approach, let us now consider its interleaved random code based

counterpart in the next section.

2.3.2.2 Interleaved Random Code Aided Approach

Apart from the LDPC codes, another class of quasi-random codes is constituted by the family of in-

terleaved random codes. Consider for example transmittingM = 100 information bits employing

short codes, for instance repetition codes having a repetition factor of 4, which have only two code-

words (the all-one and the all-zero). The total number of coded bits becomesN = 400. We then
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REP ACCΠ

Figure 2.14: The block diagram of repeat accumulate code.

invoke a random interleaver, which scrambles these identical consecutive coded bits, resulting in an

interleaved repetition codes having2M legitimate codewords, which are randomly selected from a

2N-entry codebook. However, this interleaving-aided permutation does not change the code’s prop-

erties, since one can deinterleave, i.e. descramble the randomised codewords in order to recover the

original codewords. In order to prevent this decompositionand improve the efficiency of extrinsic

information exchange and hence improve the achievable performance, another code acting as an

inner code is usually concatenated with the original code acting as an outer code, resulting a serial

concatenated code. It is known that the inner code should have a recursive property, i.e. an Infinite

Impulse Response (IIR) so as to provide a good performance byensuring that the interleaved outer

codewords can not be decomposed. When a simple unity-rate code acting as an accumulator is in-

corporated, the resultant serial concatenated code becomes a powerful, yet low-complexity Repeat

Accumulate (RA) code [68], which is seen in Fig 2.14.

RA codes can be viewed both as a serial concatenated code described above as well as a special

type of LDPC code. Consider the regular non-systematic RA code depicted in Fig 2.15, where we

have 3 information bits and a length-4, i.e. rate-1/4 repetition code. The interleaver pattern viewed

from the repetition code side’s isπ = {3, 5, 1, 6, 4, 9, 11, 2, 7, 12, 8, 10} . The encoding procedure

of RA codes can be represented by a generator matrix as follows:

G = GREP × Gπ × GACC, (2.64)

where the repetition matrixGREP, permutation matrixGπ and accumulation matrixGACC are
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given as:

GREP =







1 1 1 1 0 0 0 0 0 0 0 0

0 0 0 0 1 1 1 1 0 0 0 0

0 0 0 0 0 0 0 0 1 1 1 1







(2.65)

Gπ =
































0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0
































(2.66)

GACC =











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

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



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


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


1 1 1 1 1 1 1 1 1 1 1 1

0 1 1 1 1 1 1 1 1 1 1 1

0 0 1 1 1 1 1 1 1 1 1 1

0 0 0 1 1 1 1 1 1 1 1 1

0 0 0 0 1 1 1 1 1 1 1 1

0 0 0 0 0 1 1 1 1 1 1 1

0 0 0 0 0 0 1 1 1 1 1 1

0 0 0 0 0 0 0 1 1 1 1 1

0 0 0 0 0 0 0 0 1 1 1 1

0 0 0 0 0 0 0 0 0 1 1 1

0 0 0 0 0 0 0 0 0 0 1 1

0 0 0 0 0 0 0 0 0 0 0 1
















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


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





(2.67)

The major drawback of LDPC codes is that the conversion of thelarge parity-check matrixH to

the generator matrixG is complex and requires a large memory. The family of RA codesis of

particular interest, since it circumvents the problem and it has an encoding complexity which only

linearly increases withN. Furthermore, they are capable of approaching the capacityat a moder-

ate complexity. The decoding of RA codes is typically carried out by the sum-product algorithm

discussed in Section 2.3.1.2.

The inner code of a serial concatenated code may be constituted not only by a channel code, but

also by the data detector, leading to the concept of a serially concatenated iterative receiver. Con-

sider a non-orthogonal UL random waveform based multiuser communications system transmitting

two independent data streams generated by the following twodifferent configurations:
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ACCREP Π

Figure 2.15: Factor graph representation of a regular RA code, where we have

3 information nodes, a rate-1/4 repetition code and an interleaver pattern of π =

{10, 8, 12, 7, 2, 11, 9, 4, 6, 1, 5, 3}. Hence we have a total of 12 check nodes.

1. Employing a different outer channel code but the same interleavers;

2. Employing the same inner channel code and but a different interleaver.

The receiver firstly separates these two data streams and then employs channel decoding for each

one. The corresponding factor graphs are depicted in Fig 2.16 and Fig 2.17. According to the

first configuration, when the same interleavers are employed, the graph can be decomposed into

subgraphs, as seen in Fig 2.16. This is not beneficial from a message passing point of view, since

this results in short cycles between these subgraphs and introduces a large correlation between the

intrinsic and extrinsic information, regardless whether the outer channel code employed is the same

or different. However, for the second configuration, although the same channel code is employed,

the differently interleaved codewords effectively obey the random coding principle. Hence, the

resultant factor graph cannot be decomposed into subgraphs, which in turn enlarges the decoder’s

full-search-based codebook size. Furthermore, when LDPC codes are employed, the interleavers

are redundant, since they have already been embedded in the generator matrix. Unfortunately,

an optimum interleaver pattern design, which is capable of effectively lengthening the cycles and

hence improving the iterative process remains an open problem, especially for a large number of

data streams [69]. More explicitly, the problem is tractable, when the block length is short, while

this optimisation becomes unrealistic for a long block length, however simply random interleavers

are capable of promising a good performance based on the random coding principle.

In addition to the above-mentioned random coding arrangement, we may take another look

from the classic coding point of view. We also considered convolutional codes. The free distance
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of convolutional codes is relatively low for a low code memory, while convolutional codes with a

large memory value are generally too complex and thus unattractive. The weakness of convolu-

tional codes with a low memory is that they have a large numberof low weight codewords, which

may result in persistent errors even at high SNRs. By combining them with appropriately designed

interleavers, an additional memory is introduced and the resultant code becomes effectively a long

random block code. Thus the distance spectrum substantially improves due to interleaving, which is

the fundamental benefit of the parallel concatenated turbo codes. To elaborate a little further, turbo

coding employs simple component codes and achieves a near-optimum performance by exchang-

ing extrinsic information between the component decoders separated by interleavers during each

iteration. In summary, the above mentioned facts underlinethe significance of the quasi-random

coding principle used in non-orthogonal random waveform based multiuser communications, when

employing iterative receivers.

2.4 Iterative Turbo Receivers

In the previous section, we have provided a rudimentary overview of the achievable capacity of

non-orthogonal random waveform based multiuser communications systems and of a range of the

practical Forward Error Correction (FEC) coding methods. The factor graph representation intro-

duced in the previous section also suggests that the receiver can be viewed as a concatenated system,

where message passing between the receiver components can be used. In this section, we introduce

the iterative data detection and channel decoding inherited from the turbo detection concepts [19].

2.4.1 Maximum A posteriori Probability Criterion

The optimum receiver may employ diverse optimisation criteria, including the so-called MAP crite-

rion. Suppose that we want to estimate the transmitted signal vectorx based on the received signal

vectory, so that the estimate of the transmitted vector has the minimal error probability. This is

equivalent to maximising the APP, which can be formulated with the aid of Bayes’ rule as follows:

x∗ = arg max
xh∈Ax

P(x = xh|y) (2.68)

= arg max
xh∈Ax

p(y|x = xh)P(x = xh)/p(y) (2.69)

∝ arg max
xh∈Ax

p(y|x = xh)
︸ ︷︷ ︸

extrinsic

P(x = xh)
︸ ︷︷ ︸

apriori

, (2.70)

wherexh is a hypothesis ofx andAx is the set consisting of all possible observations ofx. Again,

Bayes’ rule was used in this derivation and in the last equation, the denominatorp(y) is dropped,

since it is independent of the decision. The termp(y|x = xh) represents the conditional PDF of the

received signal vectory givenx = xh, denoting the so-calledextrinsicinformation andP(x = xh)

is thea priori information concerning the transmitted signal vectorx.
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Figure 2.16: (a) Factor graph representation of iterative receiver employing configuration 1, where

we employ different channel codeC1 andC2 and the same interleaver. The interleaver pattern is

π = {11, 3, 6, 14, 2, 12, 8, 10, 1, 16, 4, 15, 5, 9, 13, 7}. (b) In configuration 1, the original graph is

decomposed into subgraphs.
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Figure 2.17: (a) Factor graph representation of iterative receiver employing configuration 2, where

we employ the same channel code and different interleavers.The interleaver pattern of the left data

stream isπ = {11, 3, 6, 14, 2, 12, 8, 10, 1, 16, 4, 15, 5, 9, 13, 7}, the interleaver pattern of the right

data stream isπ = {11, 8, 5, 15, 13, 2, 14, 12, 7, 6, 16, 4, 10, 1, 3, 9}. (b) In configuration 2, where

the original graph can not be decomposed into subgraphs.
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An element-wise MAP algorithm aims to estimate theith elementx∗ of the true transmitted

symbolxi of the transmitted signal vectorx based on the received signal vectory, so that we have

the minimal symbol error probability:

x∗ = arg max
xh

i ∈Axi

P(xi = xh
i |y) (2.71)

∝ arg max
xh

i ∈Axi

∑
xh∈A

x:xh
i

p(y|x = xh)P(x = xh), (2.72)

wherexh
i is a hypothesis value ofxi and xh is a hypothesis value of the vectorx. Furthermore,

Axi
represents the set consisting of all possible legitimate observations ofxi andAx:xh

i
is the set

consisting of all possible legitimate observations ofx, where itsith entry isxh
i .

When the inputa priori probability P(x = xh) is omitted or assumed to have equal proba-

bility, then the MAP criterion becomes synonymous to the Maximum Likelihood (ML) criterion.

The optimum MAP / ML detector exhibits high computation complexity, hence numerous reduced-

complexity decision methods were proposed, many of which employ the so-calleddynamic pro-

gramming[70]. An efficientdynamic programmingtechnique is constituted by the Viterbi Algo-

rithm (VA) [71] in the case of ML detection / decoding and by the BCJR algorithm [72] in the case

of MAP detection / decoding.

2.4.2 Iterative Data Detection and Channel Decoding

The system model of a channel codedK-user MIMO system employingNt transmit andNr receiver

antennas is seen in Fig 2.18, which is described by:

y(i) = H(i)x(i) + n(i) (2.73)

where we havey(i) ∈ CNr×1, H(i) ∈ CNr×KNt, x(i) ∈ CKNt×1 andn ∈ CNr×1 is a circularly

symmetric complex-valued Gaussian distribution, i.e. we haveni ∼ CN (0, N0).

An receiver consists of a data DETector (DET) and a bank ofK individual single-user chan-

nel DECoders (DEC), where the DET acts as the inner decoder and DEC acts as the outer decoder,

as seen in Fig. 2.18. These two components are separated by random interleavers, which play two

primary roles in the system:

1. We may consider the interleavers in conjunction with the outer channel codes as random

codes, since they effectively enlarge the memory of the outer channel codes, hence increasing

their minimum distance.

2. The interleaver employed makes the consecutive coded bits uncorrelated, since any existing

statistical dependencies between the intrinsic and extrinsic information degrades the achieved

iterative decoding performance.
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Figure 2.18: The block diagram ofK-user MIMO system employing iterative data detection and

channel decoding.

Let us now explore these two components in more detail.

At the DET, we maximise the APPP[xk,u(i)|y(i)] of interest, wherexk,u(i) denotes theith

coded bit of thekth user’suth transmit antenna. For simplicity, we omit the coded bit time index

i, since the consecutive coded bits are uncorrelated. Since an binary code is employed, where we

havexk,u ∈ {±1}, the corresponding APP can be expressed in terms of LLRs as:

Ldet(xk,u) = log2

P(xk,u = +1|y)

P(xk,u = −1|y)
(2.74)

∝ log2

p(y|xk,u = +1)

p(y|xk,u = −1)
︸ ︷︷ ︸

Le
det(xk,u)

+ log2

P(xk,u = +1)

P(xk,u = −1)
︸ ︷︷ ︸

La
det(xk,u)

, (2.75)

whereLe
det(xk,u) denotes theextrinsic LLR andLa

det(xk,u) denotes thea priori LLR calculated

by the DEC, as seen in Fig 2.18. Theextrinsic information, which is independent of thea priori

information is then deinterleaved and forwarded as thea priori informationLa
dec(xk,u) to the DEC

of Fig 2.18.

The DEC invokes the classic soft decoding algorithm, such asthe BCJR [72] algorithm and

delivers twoa posterioriLLR values, namely 1)Ldec(bk) acting as the final soft decision of the

transmitted information bit of userk and 2)Ldec(xk,u), which is the soft LLR of the codewords.

By subtracting thea priori LLR La
dec(xk,u) from Ldec(xk,u), we generate the extrinsic information

Le
dec(xk,u) of the codeword, which acts as thea priori LLR La

det(xk,u) of Fig 2.18 input to the

DET after interleaving. These iterations are terminated, when a predefined termination criterion is

satisfied.

The iterative data detection and channel decoding substantially reduces the complexity of the

receiver in comparison to using their joint non-iterative detection and decoding. For example,

when considering a convolutional codedK-user MIMO system, the complexity of such a system

using a joint MAP receiver is prohibitive, yielding a dynamic programming complexity on the

order ofO(2Nt NrK+Kυ) [70], whereυ is the constraint length of the convolutional code employed.

By contrast, when decomposing them into two separate components, the associated complexity is

partitioned according toO(2Nt NrK + 2υ). A further complexity reduction can be achieved within

both the DET component and the DEC component. We will focus onthe first component in this
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thesis, because this component dominates the complexity.

There are numerous contributions on iterative receivers inthe literature designed for aK-user

CDMA system. Moher [73] demonstrated by simulation that thecombination of FEC and random

interleaving constitutes a powerful scheme even when we have highly correlated signals for the dif-

ferent users. In [74], Alexanderet al. presented a MAP based DET algorithm, which exhibited an

exponentially increasing complexity as a function the number of users. In [75], Wang and Poor re-

placed the MAP based DET by a simple interference canceller followed by a single-user Minimum

Mean Square Error (MMSE) detector in order to perform interference suppression at a reduced-

complexity as approximation of the MAP based DET, yielding acomplexity on order ofO(K3)

as a function the number of users. The system proposed by Alexanderet al. [76] then employed

an interference canceller, which subtracts the interference estimates and has a linearly increasing

complexity as a function the number of users. Simulation results provided in [76] showed that

the achievable BER performance is close to the single-user performance even for heavily loaded

scenarios. In the following section, we will introduce two DET algorithms, namely the optimum

Bayesian detector and a low-complexity IC aided detector.

2.4.2.1 Optimum Bayesian Detection

Let us now discuss theextrinsic informationLe
det(xk,u) delivered by the optimum Bayesian DET,

where the conditional PDFp(y|xk,u = α) can be computed by subtracting thea priori probability

P(xk,u = α) of the particular symbol from the joint PDFp(y, xk,u = α), where we haveα ∈ {±1}
[74]:

p(y|xk,u = α) =
p(y, xk,u = α)

P(xk,u = α)
(2.76)

= ∑
x:xk,u=α

p(y|x)P(x)

P(xk,u = α)
(2.77)

= ∑
x:xk,u=α

p(y|x)
K,Nt

∏
(i,j)=(1,1),(i,j) 6=(k,u)

P(xi,j). (2.78)

The a priori probability P(xi,j) can be obtained from the LLRLe
dec(xi,j) fedback to the DET by

the DEC, which acts as thea priori LLR La
det(xi,j) for the DET after interleaving. Since we have

La
det(xi,j) = log2[P(xi,j = +1)/P(xi,j = −1)], we can obtain [75]:

P(xi,j = α) =
exp[αLa

det(xi,j)]

1 + exp[αLa
det(xi,j)]

(2.79)

=
exp[αLa

det(xi,j)/2]

exp[−αLa
det(xi,j)/2] + exp[αLa

det(xi,j)/2]
(2.80)

= cosh[La
det(xi,j)/2]

1 + α tanh[La
det(xi,j)/2]

2 cosh[La
det(xi,j)/2]

(2.81)

=
1

2
+

α

2
tanh[La

det(xi,j)/2]. (2.82)
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The conditional PDFp (y|x) is calculated based on the hypothesis thatx having the(k, u)th entry

xk,u was transmitted, which can be expressed as:

p (y|x) ∝ exp

(

−||y − Hx||2
2σ2

n

)

. (2.83)

Thus the extrinsic informationLe
det(xk,u), which is calculated with the aid of the conditional PDF

p(y|xk,u = α), is given by:

Le
det(xk,u) = log2

∑x:xk,u=+1 exp
(−||y − Hx||2/2σ2

n

)

∏
K,Nt

(i,j)=(1,1),(i,j) 6=(k,u)
P(xi,j)

∑x:xk,u=−1 exp (−||y − Hx||2/2σ2
n) ∏

K,Nt

(i,j)=(1,1),(i,j) 6=(k,u)
P(xi,j)

, (2.84)

whereP(xi,j) is given by Eq (2.82). The extrinsic informationLe
det(xk,u) is then deinterleaved and

fed to the DEC of Fig 2.18.

2.4.2.2 Low-Complexity Interference Cancellation

The optimum Bayesian DET algorithm of Section 2.4.2.1 exhibits a prohibitive complexity, thus

as a design alternative we also introduce a reduced complexity IC type detector. Let us rewrite Eq.

(2.73) as:

y = hk,uxk,u + ξ, (2.85)

wherehk,u is the(k, u)th column ofH andξ denotes the interference plus noise formulated as:

ξ =
K,Nt

∑
(i,j)=(1,1),(i,j) 6=(k,u)

hi,jxi,j + n. (2.86)

By approximatingξ as a joint Gaussian random vector, which can be justified by the central limit

theorem provided that the number of users supported and the number of transmit antennas employed

is sufficiently high, we have theextrinsicinformation as:

Le
det(xk,u) = log2

p(y|xk,u = +1)

p(y|xk,u = −1)

= log2

exp
(||y − ξ̂ − hk,u||2/2Rξ

)

exp
(
||y − ξ̂ + hk,u||2/2Rξ

)

= 2hT
k,uR−1

ξ (y − ξ̂), (2.87)

whereξ̂ denotes an estimate of the parameterξ, while Rξ = Cov(ξ, ξ) is the covariance of matrix

ξ formulated as:

ξ̂ = ŷ − hk,u x̂k,u

=
K,Nt

∑
(i,j)=(1,1)

hi,j x̂i,j − hk,u x̂k,u, (2.88)

Rξ = Ry − vk,uhk,uhT
k,u

= HVHT + σ2
nI − vk,uhk,uhT

k,u, (2.89)
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where the soft estimatêxi,j and the instantaneous variancevi,j, which is the(i, j) diagonal entry of

V = Cov(x, x) = diag[v1,1, . . . , vK,Nt ], are given by:

x̂i,j = ∑
α∈±1

αP(x̂i,j = α)

= ∑
α∈±1

α

2

(

1 + α tanh

[La
det(xi,j)

2

])

,

= tanh

[La
det(xi,j)

2

]

(2.90)

vi,j = E

{

x̂2
i,j

}

− E
{

x̂i,j

}2

= 1 − x̂2
i,j. (2.91)

It can be seen in above derivation that only the knowledge ofx̂i,j is needed for theextrinsic infor-

mationLe
det(xk,u). Instead of the exponential complexity of the Bayesian DET as a function of the

number of usersK and the number of transmit antennasNt, the low-complexity IC aided DET has

a linearly increasing complexity as a function of the dimension of x.

2.5 Conclusion

After introducing the necessary background and highlighting the motivation of employing non-

orthogonal random waveform based multiuser communications in future wireless systems, our

discussions were focused on three key topics, namely, on thegeneration of the maximal mutual

information, on the design of ideal as well as practical coding schemes and on various receiver

architectures.

We constructed a generalized linear system model, which is capable of describing diverse sys-

tems, including multiuser systems as well as MIMO systems. Our information theory based analy-

sis suggested that non-orthogonal random waveform based multiuser communications is superior in

comparison to the traditional orthogonal approach. This capacity improvement can be practically

realised, when employing SIC as well as the SPC. We also investigated the multilayer mapping

schemes. It was revealed that the conventional multilayer mapping scheme suffers from two unde-

sired properties, namely, from its reduced cardinality andfrom having a non-equiprobable phaser

constellation. In order to eliminate this capacity penaltyimposed by these properties as well as for

the sake of maintaining a Gaussian-like channel input constellation, it was argued in Section 2.2.2.4

that layer-specific phase rotations and power allocation can be applied.

The artificially imposed phase rotation and power allocation stressed the importance of combin-

ing the channel division philosophy with the aid of code division. The employment of code division

was also suggested to be crucial from an information theory point of view in the context of random

coding principle, which has been widely used in contemporary FEC code design. In Section 2.3, we

provided a comprehensive introduction on factor graphs, and discussed two practical quasi-random

coding approaches, namely LDPC codes and interleaved random codes. It may be concluded that
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interleaved codewords essentially constitute random codewords, which are differently interleaved

codes invoked in the context of non-orthogonal random waveform based multiuser communica-

tions. We argued in Section 2.3.2.2 that from the receiver’spoint of view, differently interleaved

codewords make the graph fully connected and prevent the graph from being decomposed into local

subgraphs.

In Section 2.4.2, the decomposition of a MAP based optimum receiver was established, which

led to the so-called iterative data detection and channel decoding principle. This was justified by

the interleavers employed between the DEC and DET blocks of Fig 2.18. Two primary benefits

of the interleavers were also emphasised. Firstly, as argued in Section 2.4.2, the interleavers made

the consecutive coded bits uncorrelated. Secondly, the interleaved codewords may be considered

as those of quasi-random codes. After discussing the rationale of decomposing the receiver into

its DET and DEC components, we focused our attention on the algorithmic part of DET. Both the

optimum Bayesian detector and the low-complexity IC detector were derived in Sections 2.4.2.1

and 2.4.2.2, respectively.

In summary, this chapter included the essential fundamental knowledge for the forthcoming

chapters, where we will provide more details about the various instantiations of non-orthogonal

random waveform based multiuser communications systems. The IDMA arrangement of Chapter 3

is based on the quasi-random coding principle, which employs interleaved codes. The IR-CDMA

scheme of Chapter 3 employs RA codes, which obeys another type of quasi-random coding princi-

ple. This non-orthogonal principle can be applied not only in conventional multiuser communica-

tions, but also in the context of cooperative multiuser communications scenarios. This is covered in

our IR-STC aided MSC system and the PANC scheme detailed in Chapter 4. Furthermore, the prin-

ciple of non-orthogonal random waveform based multiuser communications may also be applicable

to the practical HARQ system of Chapter 5.



Chapter3
Three Design Aspects of Multicarrier

Interleave Division Multiple Access and

Its Generalisation - Cellular System

Application

An important instantiation of non-orthogonal random waveform based multiuser communications

is the so-called IDMA technique. We first present the rationale of employing chip-interleaving

by reviewing the transition from traditional DS-CDMA to itschip-interleaved relative, where the

literature review of IDMA is offered and the benefits of IDMA are highlighted in Section 3.1.

A novel generalised transceiver architecture, namely thatof Multi-Carrier Interleave Division

Multiplexing aided Interleave Division Multiple Access (MC-IDM-IDMA) is introduced in Sec-

tion 3.2. A Parallel Interference Cancellation (PIC) assisted iterative MUD algorithm is invoked in

Section 3.2.2 and the convergence behaviour of the system isevaluated with the aid of EXIT charts

under the assumption of an equal-power multiuser scenario in Section 3.2.3. Three interesting

design aspects of the MC-IDM-IDMA system are analysed in Section 3.2.4, namely 1) the multi-

plexing versus diversity tradeoffs; 2) the coding versus spreading tradeoffs, where the achievable

bandwidth efficiency of both Multi-Carrier Interleave Division Multiplexing (MC-IDM) and MC-

IDMA are characterised, leading to general design guidelines for low-rate codes; 3) the complexity

versus performance tradeoffs and the EXIT characteristicsof two different MUD algorithms are

investigated, leading to a reduced-complexity hybrid MUD.

Furthermore in Section 3.3, we propose the concept of Generalised Code Division Multiple

Access (GCDMA), employing channel codes from the family of quasi-random codes. The re-

sultant scheme is hence also referred to as IR-CDMA. Apart from the IDMA scheme introduced

above, which employs anexplicit interleaver, we propose Structured Embedded (SE) interleavers

in Section 3.3.3.1, which areimplicitly used in RA code aided IR-CDMA systems and show their
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equivalence with the the family of random interleavers, invoked in the same context. More explic-

itly, the SE interleavers combined with RA codes are designed for the sake of reducing the memory

storage requirements in the multiuser transceiver. We thencharacterise the achievable performance

of the hybrid detector proposed in Section 3.3.3.2 for our IR-CDMA system with the aid of EXIT

charts in an equal-power scenario. Furthermore in Section 3.3.3.3, we discuss a power allocation

technique for this family of near-capacity codes. It is shown that for a large interleaver length,

IR-CDMA is capable of approaching the channel capacity.

3.1 State-of-the-Art in IDMA

3.1.1 From DS-CDMA to IDMA

In wireless spread spectrum communications [28], the employment of channel coding is crucial.

In the early work of Hui [77], it was shown that the system’s effective information throughput was

maximised by low-rate channel coding, where a bandwidth expansion was imposed purely due to

channel coding. However, their conclusion was based on single-user Matched Filter (MF) aided

detection, where a high residual multiuser interference had to be mitigated by the channel codec.

A misunderstanding was revealed in the early work of Viterbi[78] that channel coding at a rate

lower than unity may reduce the effective processing gain ofDS-spreading, when communicating

in a fixed bandwidth. However, Viterbi’s classic work [79] suggests that bandwidth expansion

dedicated to low-rate channel coding has the potential of fully exploiting the achievable processing

gain, while simultaneously offering a high coding gain as well as approaching the capacity of

the Gaussian multiuser channel with the aid of SIC and single-user decoding. Further insightful

theoretical analysis based on MUD was then provided by Verduin [80], confirming the findings

of [77] that indeed bandwidth expansion entirely dedicatedto channel coding is favoured for single-

user MF aided detection as well as optimum joint detection and decoding. These considerations

motivate to two significant improvements, namelycode-spreadandchip-interleaving.

The concept ofcode-spreadCDMA was suggested by Frengeret al. in [81], where the au-

thors proposed the employment of so-called maximum-free-distance low-rate convolutional codes

found by computer search, which combine channel coding and DS-spreading. More specifically,

these maximum-free-distance low-rate convolutional codes are designed by first finding the ’best’

generator polynomials specifying the most meritorious convolutional code for a specific constraint

length having the maximum free distance. The resultant codes are then concatenated an appropri-

ate number of times, according to the specific code rate required. The resultant performance was

shown to be better than that of conventional CDMA and of the low-rate orthogonal code-spread

CDMA scheme of [79].

The system concept of [81] is essentially that of interleaving the chips after DS-spreading,

which may be referred to aschip-interleaving, rather than using the classic interleaver after channel
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Figure 3.1: The transmitter of IDMA and CDMA.

coding but before DS-spreading. A comprehensive performance evaluation of chip-interleaving in

the context of turbo coded CDMA was provided in [82]. In [83] the author further explicitly

augmented the concept of chip-interleaved CDMA, which is capable of mitigating the effect of

both ISI and Multi-User Interference (MUI). It was demonstrated that the employment of chip-

interleaving simplifies iterative data detection and channel decoding. The performance of chip-

interleaved CDMA and code-spread CDMA was also compared by Frengeret al. in [81]. The

efficiency of chip-interleaving in the presence of widebandjamming has also been investigated in

[84].

Based on the code-spread chip-interleaved CDMA philosophyof Frengeret al.[81] and Proakis

et al. [83], the IDMA philosophy was further developed by Ping and his team [31] [85] as well

as by Höher and Schöneich [32] [86]. IDMA entails reversing the classic position of DS-spreading

(Sk) and interleaving (π) employed in traditional CDMA system [28], leading to chip-interleaving

instead of bit-interleaving, where the different users aredistinguished by their unique user-specific

chip-interleaversπk, as seen in Fig. 3.1. The benefits of IDMA are:

1. Near-capacity random coding: The user-specific chip-interleavers effectively enlargethe

free-distance of the channel code employed and the resultant codewords of the different users

constitute unique noise-like random signatures, since theresultant system satisfies the con-

ditions to be met by Shannonian near-capacity systems.

2. Time diversity: Chip-interleaving is capable of increasing the achievable time diversity in

time-selective channels, where the burst errors are dispersed and hence the achievable de-

coding capability is improved.

3. Joint coding and spreading design: IDMA is capable of striking the best tradeoff between the

channel-coding rate and DS-spreading factor, hence improving the attainable error-resilience.

4. Near-capacity iterative receiver design. The chip interleaver employed is capable of sub-

stantially improving the reception quality, when an iterative receiver is used, provided that

the consecutive chips of the randomly coded sequences are sufficiently uncorrelated, which

is analogous to having a sufficiently long turbo-interleaver in serially concatenated codes.
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3.1.2 Literature Review of IDMA

The discussions on IDMA found in the open literature were concentrated on the overall system

analysis [31,85–87], on channel code design [48,88,89], onpower allocation [85,90] and on their

diverse practical implementation aspects [91–97].

System Analysis.The concept of IDMA was first proposed by Frengeret al. [81] in the context

of code-spread CDMA and was termed as IDMA by Ping in [31]. Thesystem was further analysed

in [85], where both the system architecture and a low-complexity receiver algorithm were detailed.

A so-called SNR evolution technique was used for tracking the iterative detection convergence of

the receiver and for evaluating the attainable performanceusing a semi-analytical technique. An

optimised power allocation scheme was studied with the aid of linear-programming in the context

of an iterative receiver. An information theoretical analysis has been provided for example in [87],

where IDMA was demonstrated to be capable of asymptoticallyapproaching the channel capacity

with the advent of optimum power control. Similarly, in Höher’s work [86], the multiuser capacity

was analysed, yielding similar conclusions to those of [85]. Later on, the authors of [98] studied

the IDMA system in an equal user-power scenario, where an EXIT chart was used for the associ-

ated asymptotic performance assessment. Furthermore, theunequal user-power scenario was also

considered in [98], where the spectral efficiency was maximised by invoking the so-called differ-

ential evolution technique to optimise the associated user-power level. An important conclusion

of this paper is that after invoking a sufficiently high number of iterations between the chip-based

interference canceller and the despreading components, the resultant interference variance was ap-

proximately the same as that, when employing an MMSE type interference canceller proposed for

DS-CDMA system [75]. This conclusion was further justified by the authors in [99]. The authors

of [100] adopted a matrix-based approach and underlined theimportance of incorporating a scram-

bler after the DS-spreading. As a further advance, in [101],the advantages of IDMA compared to

those of CDMA were further justified.

Code Design.Low-rate turbo-Hadamard codes [88] and zig-zag codes [89] were employed

in IDMA arrangements designed for time-hopping aided UltraWideBand (UWB) systems by Ping

and Wang in [102]. It was shown that with the aid of powerful low-rate FEC codes, a performance

within a fraction of a dB from the Shannon capacity was achieved. Instead of employing a low-rate

code, the issue of joint channel coding and DS-spreading wasinvestigated with the aid of EXIT

chart in [48].

Power Allocation.The importance of power allocation in IDMA systems was justified by the

argument that instead of using random coding and optimum joint detection and decoding, the max-

imum sum-capacity in a Gaussian Multiple Access Channel (GMAC) can be approached by SIC,

followed by single-user decoding, when employing optimum power allocation. The power allo-

cation was optimised in [85], where a linear programming based power allocation scheme was

used. Further improvements achieved by power allocation when combined with a practical coding
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scheme were reported in [90]. A power allocation scheme suitable for different target BER con-

straints was proposed in [103], while a practical power allocation scheme having discrete power

levels was considered in [104].

Practical Issues.In addition to these theoretical studies, a practical channel estimation scheme

was proposed in [91]. The achievable near-far resistance ofIDMA was compared to that of DS-

CDMA in [92] in the context of asynchronous uplink transmission, where a similar performance

was observed for both. The employment of a HARQ aided transmission technique designed for

IDMA was presented in [93]. A cross-layer operation aided IDMA system was designed in [94].

Diverse data detection algorithms were characterised in [95–97].

Owing to its meritorious properties, IDMA has been proposedfor numerous applications, such

as next-generation cellular systems [32, 105] and UWB systems [102] as well as for ad hoc net-

works [106].

3.2 Three Design Aspects of Multicarrier IDMA

3.2.1 Introduction

Multi-carrier techniques [4, 28] constitute promising enablers for employment in next-generation

wireless communications and have been used for example in the IEEE 802.11 Wireless Local Area

Network (WLAN) modem family. OFDMA [4] and Generalized MC-DS-CDMA [26] constitute

promising multiple access schemes for employment in the downlink of future wireless commu-

nications systems, as detailed in [28], [4]. A specific benefit is that upon allocating a subcarrier

bandwidth, which is lower than the channel’s coherent bandwidth, multi-carrier techniques become

capable of transforming a frequency selective fading channel into a frequency-flat fading channel

for each subcarrier. This may be achieved even in case of highdata rates and highly dispersive

channels. Upon concatenating a CP, the effects of ISI between consecutive OFDM symbols may

be avoided [22]. Thus, the further development of single-carrier IDMA to multi-carrier IDMA is

beneficial, when communicating over highly dispersive wideband channels.

The multi-carrier version of IDMA was proposed in the earlier conference papers [107] and [108],

which may be viewed as a MC-CDMA system having both Time-Domain (TD) and Frequency-

Domain (FD) chip interleaving or Frequency Hopping (FH). Thus MC-IDMA is more resilient to

correlated subcarrier fading routinely experienced in low-dispersion channels. Furthermore, since

spreading is used before interleaving, the resultant chipsare randomly mapped to different time-

and frequency-slots, resulting both TD and FD spreading. Thus MC-IDMA benefits from both

the TD and FD diversity. An enlightening tutorial paper about the concept of MC-IDMA can be

found in [109], where the principles of MC-IDMA as well as itscomparison to MC-CDMA and

OFDMA were outlined. Later on, inspired by concept of Frequency Domain Equalisation (FDE),

which is particularly suitable for the cellular uplink as analternative to the OFDMA technique,
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IDMA combined with FDE was proposed in [110] and its performance was investigated when em-

ploying Zero-Padding (ZP) as well as CP. Furthermore, the employment of the interleave-division

concept to both multiplexing as well as to multiple access was characterised in [111], which was

termed as Multi-Carrier Multilayer IDMA (MC-ML-IDMA).

In this section, we generalise the philosophy of MC-IDMA, leading to the concept of MC-

IDM-IDMA, where each user of the original MC-IDMA system [108] transmits multiple streams

differentiated by stream-specific chip-interleavers. As aspecial case of our general concept, MC-

IDM can be considered as a DL broadcast system scenario, while MC-IDMA may be considered

as an UL multiple access system. We analyse the system with the aid of EXIT charts [36,112] and

investigate three interesting design aspects of our MC-IDM-IDMA system, namely the associated

multiplexing versus diversity tradeoffs, the coding versus spreading tradeoffsand thecomplexity

versus performance tradeoffs.

The novelty and contribution of this section can be summarised as follows:

1. Multiplexing versus diversity tradeoffs. We compare the difference between a MC-IDM and

a MC-IDMA system, explicitly quantifying the multiplexinggain versus diversity gain trade-

offs in our proposed MC-IDM-IDMA system.

2. Coding versus spreading tradeoffs. The bandwidth efficiency of both MC-IDM and MC-

IDMA systems can be improved by jointly designing the channel coding rate and the Spread-

ing Factor (SF). Hence we will discuss the coding versus spreading tradeoffs in conjunction

with various channel codes and provide design guidelines for choosing a low-rate code for

both systems.

The joint code-rate and SF design was discussed in the context of CDMA systems in [113,

114] and in the references therein. It was found that the conclusions of joint code-rate and

SF design depend not only on the choice of the specific FEC codes, but also on the properties

of the MUD algorithms employed [80]. By contrast, in both theMC-IDM and MC-IDMA

systems, the MUD is carried out on a chip-by-chip basis, which implies that the joint code-

rate and SF design is equivalent to the design of an amalgamated low-rate channel coding

scheme.

3. Complexity versus performance tradeoffs. In order to enhance the achievable system load,

we investigate two different MUDs using EXIT charts, namelythe optimum ML MUD and

the suboptimum PIC scheme. Their different characteristics are discussed and a reduced-

complexity hybrid MUD concept is proposed, which strikes anattractive tradeoff between

the complexity imposed and the performance attained.

This section is organised as follows. In Subsection 3.2.2, abrief system overview is presented,

while in Subsection 3.2.3, the EXIT chart analysis of MC-IDMA is provided. In Subsection 3.2.4,

we discuss the above-mentioned three tradeoffs involved inthe design of our MC-IDM-IDMA
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Figure 3.2: Block diagram of the MC-IDM-IDMA transceiver, corresponding to kth user’smth

stream.

system, namely the multiplexing versus diversity tradeoffs, the coding versus spreading tradeoffs

and the complexity versus performance tradeoffs. Furthermore, practical considerations of IDMA

is provided in Subsection 3.2.5. Finally, we conclude our discourse in Section 3.4.

3.2.2 System Overview

We consider a general MC-IDM-IDMA UL system, where each of the K users hasMk channel-

coded and DS-spread multiplexed chip-streams distinguished by stream-specific chip-interleavers

πkm, as seen in Fig. 3.2. The system employs BPSK modulation for communicating overK inde-

pendent dispersive Rayleigh fading channels. Following OFDM [115], each subcarrier experiences

flat fading and when a sufficiently long random chip-interleaver is employed in both the TD as well

as in the FD, the corresponding Frequency Domain Channel Transfer Function (FDCTF) of each

subcarrier may be assumed to be uncorrelated. We use the simplifying assumption of perfect FD-

CTF knowledge at the receiver employing a single antenna. The received signal can be expressed

as:

y[n, i] =
K

∑
k=1

Hk[n, i]
Mk

∑
m=1

dkm[n, i] + ν[n, i], (3.1)

wheredkm[n, i] denotes thekth user’smth stream’sith subcarrier in thenth OFDM symbol,Hk[n, i]

is the FDCTF corresponding to userk at the ith subcarrier of thenth OFDM symbol andν is

the AWGN having a zero mean and a variance of2σ2
n . It is noted that our generalised system

model represents a DL MC-IDM system when we haveK = 1, where all streams experience the

same FDCTF. By contrast an UL MC-IDMA system is modelled, which we haveMk = 1, ∀k.

Furthermore, we assume that each user has the same number of streams, i.e.Mk = M, ∀k.
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The receiver of MC-IDM-IDMA consists of a soft in soft out MUDand a bank ofKM individ-

ual soft in soft out decoders DEC, which are constituted by the combined Channel Decoder (CDec)

and De-spreader (Des), as seen in Fig. 3.2. The soft information exchanged between the receiver

components is constituted by the extrinsic LLR [72]. The soft MUD employs MF based soft PIC

on a chip-by-chip basis [31].

We now consider theith subcarrier of thenth OFDM symbol. Hereafter we omit the index

i andn for notational simplicity. At thelth iteration, the MUD outputs its extrinsic information

Le
mud(dkm) based on the channel inputy combined with thea priori informationLe

dec(dkm) pro-

vided by the DEC. When considering thekth user’smth stream, we have

y = Hkdkm + ξ, (3.2)

where ξ = ∑j 6=k Hj ∑
M
m=1 djm + Hk ∑p 6=m dkp + ν represents the interference plus noise. Let

Im and Re represent the imaginary and real part of a complex number, respectively. In case of

BPSK modulation the real part ofH∗
k y constitutes sufficient statistics for estimatingdkm, where

(·)∗ denotes conjugation, resulting in:

Re(H∗
k y) = |Hk|2dkm + Re(H∗

k ξ). (3.3)

We denote the soft estimate of a variablea by (â). Then,Re(H∗
k ξ̂) and its instantaneous power

V[Re(H∗
k ξ̂)] are given by:

Re(H∗
k ξ̂) = HRe

k ŷRe + H Im
k ŷIm − |Hk|2d̂km (3.4)

V[Re(H∗
k ξ̂)] = (HRe

k )2V(ŷRe) + (H Im
k )2V(ŷIm) (3.5)

−|Hk|4V(d̂km) + 2HRe
k H Im

k φ, (3.6)

whereφ = ∑
K
k=1 HRe

k H Im
k ∑

M
m=1 V(d̂km), the soft estimatêy and its instantaneous power is thus

expressed as:

ŷRe =
K

∑
k=1

HRe
k

M

∑
m=1

d̂km (3.7)

ŷIm =
K

∑
k=1

H Im
k

M

∑
m=1

d̂km (3.8)

V(ŷRe) =
K

∑
k=1

(HRe
k )2

M

∑
m=1

V(d̂km) + σ2
n (3.9)

V(ŷIm) =
K

∑
k=1

(H Im
k )2

M

∑
m=1

V(d̂km) + σ2
n . (3.10)

The soft estimated̂km can be represented aŝdkm = tanh[Le
dec(dkm)/2], while its instantaneous

power is given byV(d̂km) = 1− d̂2
km. Assumingξ is Gaussian distributed, the extrinsic information

Le
MUD(dkm) is given by:

Le
mud(dkm) = 2|Hk|2

Re(H∗
k y) − Re(H∗

k ξ̂)

V[Re(H∗
k ξ̂)]

. (3.11)
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Then the extrinsic information gleaned from the MUD is forwarded asa priori information to the

DEC, which computes a more reliable extrinsic informationLe
dec(dkm) for the next iteration. The

iterations are terminated, when a predefined termination criterion is satisfied. Finally, the LLR

Ldec(bkm) of Fig. 3.2, which represents the original information bitsis subjected to a soft/hard

decision.

3.2.3 EXIT Chart Based Semi-Analytical Characterisation

The performance analysis of conventional bit-interleavedcoded DS-CDMA using iterative receiver

is based on the assumption of 1) having a block length ofN → ∞, 2) employing random spreading

codes having a spreading gain ofG → ∞ and 3) that the number of users obeysK → ∞, while

maintainingK/G = α. Several analysis techniques were proposed for this task, such as DE [116],

Variance Transfer (VT) functions [117] and EXIT chart analysis [112].

The MUD of an IDMA system is simpler than that of classic CDMA systems. Since the MUD

processes the detection is chip-basis, no spreading matrixanalysis is necessary, which would be

necessary for example when an MMSE based MUD is employed in a DS-CDMA system. The

analysis of an iterative IDMA receiver was carried out usingthe so-calledSNR evolutiontechnique

in [31], where thekth user’s input/output SNR relation ofSNRout
mud,k = v(SNRin

mud,k) was observed

at the MUD. The output SNRSNRout
mud,k of the MUD was fed into the common channel decoder

of all users, which obeyed the functionSNRout
dec = f (SNRout

mud,k). ThenSNRout
dec is fed back to the

MUD in the next iteration, resultingSNRout,l
mud,k = v[ f (SNRout,l−1

mud,k )], wherel denotes the iteration

index. The functionf (∗) was acquired by simulation for a specific channel code, whilethe function

v(∗) was different for the different users and depends on the particular MUD algorithm employed.

In this subsection, we consider binary modulation and carryout the iterative receiver’s analy-

sis for both a SC-IDMA system in a constant equal-power AWGN channel environment and in a

MC-IDMA system context based on EXIT charts [36], where the MC-IDM/IDMA communicating

over a dispersive uncorrelated Rayleigh fading channel having a 5-path chip-spaced negative expo-

nentially decaying Channel Impulse Response (CIR). Beforecarrying out the PIC aided iterative

receiver’s EXIT-chart analysis, we first introduce the EXITfunctions of a general iterative receiver

and describe the two component EXIT functions of the IDMA system.

3.2.3.1 EXIT Functions for Iterative Receiver

EXIT charts were introduced by ten Brink [36] and were used toanalyse iterative receivers designed

for CDMA systems by Wang in [112]. This technique relies on computing the mutual information

of two constituent components, namely that of the soft MUD and the soft DEC, which are denoted

by Ia
mud, Ie

mud, Ia
dec, Ie

dec, where the derivation of mutual information is given in Chapter 2.

Next we evaluate the nonlinear functionIe = χ(Ia), which maps the inputa priori mutual
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information Ia ∈ [0, · · · , 1] to the output extrinsic mutual informationIe ∈ [0, · · · , 1], where the

amount of output extrinsic mutual informationIe ∈ [0, · · · , 1] gleaned from the inputa priori

mutual information determines the convergence behaviour of this soft component. Finally, since

the extrinsic information generated by the first soft component acts as thea priori information for

the second soft component and vice versa, in the EXIT charts we alternately swap the abscissa and

ordinate axes, depending on which of the two components actsas the source ofa priori information,

corresponding to the abscissa, as discussed in [36]. To elaborate a little further, EXIT charts provide

us with an insight into the mutual information exchange between the constituent soft components,

where the chip-interleaver allows us to decouple the constituent soft components, which can be

hence analysed separately.

The accuracy of this technique relies on the assumption of using a sufficientlyhigh transmission

block lengthand aninfinite-duration random chip-interleaverfor supporting a large number of

usersK or streamsM 1, when the resultant extrinsic information provided by the soft MUD for the

kth soft DECLe
mud,k converges to the Gaussian distribution described as [116]:

Le
mud,k ∼ N (2ρe

mud,k, 4ρe
mud,k), (3.12)

whereρe
mud,k is the asymptotic output SNR of the soft MUD. The available extrinsic information

Le
mud,k, which may be of limited benefit in highly interference-limited scenarios acts as the input

of the soft DEC of Fig. 3.2. The extrinsic informationLe
dec,k gleaned from the soft DEC can also

be approximated by a Gaussian distribution formulated as [116]:

Le
dec,k ∼ N (2ρe

dec,k, 4ρe
dec,k), (3.13)

whereρe
dec,k is the asymptotic output SNR of the soft DEC. The corresponding mutual information

I(L; X) in terms ofLe
mud,k andLe

dec,k are calculated as:

I(L; X) =
1

2 ∑
x∈(±1)

∫ +∞

−∞
p(l|x)log2

2p(l|x)

p(l| + 1) + p(l| − 1)
dl, (3.14)

where I(L; X) ∈ [0, 1] and p(l|x) is the distribution of the extrinsic LLRs. The EXIT function

of the soft MUD is denoted byTmud, while that of the soft DEC byTdec. The flow of mutual

information is portrayed in Fig. 3.3, which can be written as:

Ie,l
mud,k = Tmud(Ia,l

mud,j, ∀j 6= k)

= Tmud(Ie,l−1
dec,j , ∀j 6= k)

= Tmud(Tdec(Ia,l−1
dec,j ), ∀j 6= k)

= Tmud(Tdec(Ie,l−1
mud,j), ∀j 6= k), (3.15)

wherel denotes the iteration index, whilej andk denotes the user index. It is clear from Eq. (3.15)

that the mutual informationIe,l
mud,k of userk depends on its previous valueIe,l−1

mud,j encountered forall

1These assumptions are explained further in Section 3.2.3.4and are justified with the aid of examples.
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Figure 3.3: The flow of mutual information in the system

other users, as suggested by the non-linear functionsTdec andTmud. The mutual informationIe,l
mud,k

is a function ofρe,l
mud,k according to Eq (3.12), which obeys:

ρe,l
mud,k =

Pk

σ2 + Pl
I

, (3.16)

wherePk andPl
I denotes the signal power of the desired userk and the residual interference power

at iterationl, respectively. It is worth noting that in the current systemcontext all the individual

users’ signals affect the shape of the EXIT chart and hence a(K + 1)-dimensional EXIT chart

would be necessary, if theK users had different received signal powers. However, provided that

all users’ signal is received at the same power, their mutualinformation may be replaced by the

corresponding average, which allows us to use a conventional two-dimensional EXIT chart.

Thus, the employment of two-dimensional EXIT charts is appropriate when we study PIC and

in the context of a system communicating over an AWGN channelor over a fading channel sub-

jected to uncorrelated fading in either the FD or the TD, provided that all users’ signals are received

at an equal power, i.e. when accurate power control is possible.

3.2.3.2 Investigation of the EXIT FunctionTmud

Let us now investigate the EXIT chart of the iterative IDMA receiver for transmission over an

AWGN channel. First of all, let us investigate the MUD’s EXITfunction Tmud seen in Fig. 3.4.

The curves converge to the points A, B and C at the operationalpoint of Eb/N0 = 10dB, where

Eb is the bit-energy andN0 is the power spectral density of the noise. Let us denote the number of

users byK and the bandwidth expansion factor byΩ, yielding a chip energy ofEc = Eb/Ω. We

can then draw the following conclusions from Fig. 3.4.

1. Let us first investigate the left hand-side area of Fig. 3.4, whereIa
mud is low. In this area, we

have an unreliable estimate of the MUI and hence the residualinterference power after PIC

remains high, resulting in a low SINR or equivalently, in lowextrinsic mutual information

Ie
mud, which is highlyinterference limited. This can be verified by the curves corresponding

to K = 5, which represent a lowerIe
mud value than the curves recorded forK = 4 users, as

seen in Fig. 3.4.
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2. Let us now consider the right hand-side area of Fig. 3.4, where Ia
mud is high. In this area,

we benefit from a reliable estimation of the MUI, since the interference was essentially can-

celled, resulting in a high SINR or equivalently, in a high extrinsic mutual informationIe
mud.

Consequently, this scenario may be viewed asnoise limited.

Let us now consider the two curves havingEb/N0 = 10dB and usingΩ = 4. Although

they correspond to different number of users, namelyK = 4 andK = 5, they both converge

to the pointA(Ia
mud, Ie

mud) = (1, 0.95) upon increasingIa
mud. At this point, the interference

was entirely cancelled and the resultant extrinsic mutual information Ie
mud only depends on

the SNR. The same conclusions may be drawn from the curves grouped byΩ = 8.

Let us finally consider the curves of Fig. 3.4 grouped byΩ = 16 and supporting the same

number of users at the differentEb/N0 values of5dB and10dB. At the left hand-side of Fig.

3.4, we can only observe a small difference between the two curves, since this area represents

an interference limitedscenario. However, at the right hand-side of Fig. 3.4, the difference

between the5dB and10dB curves becomes quite significant and as expected, the curve cor-

responding toEb/N0 = 5dB remains below the curve associated withEb/N0 = 10dB.

3. Since the extrinsic mutual informationIe
mud defined in Eq. (3.15) is a monotonically increas-

ing function ofρe
mud,k in Eq. (3.12) of the corresponding Gaussian distributed LLRs [116],

increasing the MUI or reducing the operatingEb/N0 value results in a reducedρe
mud,k and

hence in a reduced extrinsic mutual informationIe
mud over the whole range of thea priori

mutual informationIa
mud. Hence the shape ofTmud is maintained. Besides, by increasing

the MUI, the difference of extrinsic mutual informationIe
mud is more pronounced in the

interference-limitedregion, while reducing the operatingEb/N0 value, the difference of ex-

trinsic mutual informationIe
mud is more pronounced in thenoise-limitedregion as seen in

Fig. 3.4.

4. A final interesting point may be observed by comparing the three extrinsic mutual informa-

tion points A, B and C in Fig. 3.4, corresponding toΩ = 4, Ω = 8 and Ω = 16 in

conjunction with the perfecta priori mutual information ofIa
mud = 1 at Eb/N0 = 10dB.

Since the extrinsic mutual information is measured on a chip-by-chip basis, given the same

Eb/N0 value, the larger the bandwidth expansion factor, the lowerthe outputEc/N0 value.

3.2.3.3 Investigation of the EXIT FunctionTdec

We now investigate the EXIT curve ofTdec shown in Fig. 3.5, where three different codes are

considered in conjunction with a total bandwidth expansionfactor ofΩ = 8. More specifically, we

consider three combinations: 1) Code 1 - the concatenation of a rate-1/4 RA [68] code and a rate-

1/2 repetition code, 2) Code 2 - the concatenation of a rate-1/2 convolutional code and a rate-1/4
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repetition code and finally, 3) Code 3 - a stand-alone rate-1/8 repetition code2. The MUD’s EXIT

curves are also shown in Fig. 3.5, corresponding toK = 5, 7, 8 at Eb/N0 = 10dB. Based on Fig.

3.5, we arrive at the following conclusions.

1. As discussed before, the left hand-side area of Fig. 3.5 represents aninterference limited

region. Hence the higher the number of users, the lower the extrinsic mutual information

Ie
mud. Upon increasing the number of users and hence the MUI, the MUD’s EXIT curve

would first touch Code 1 in Fig. 3.5, then Code 2 and finally Code3, indicating that the

latter scenario of Code 3 is capable of supporting the highest number of users at a given

SNR. Hence, we refer to this area of the EXIT chart as the region of high multiple access

capability.

2. By contrast, the right hand-side area of Fig. 3.5 is again referred to as beingnoise-limited,

where the MUI was essentially cancelled. As expected, the near-capacity RA code achieves

Ie
dec = 1 for the lowesta priori mutual information ofIa

dec = 0.2, as seen in Fig. 3.5, which

implies a lowEb/N0 value. Given thea priori mutual information ofIa
dec = 0.4, the con-

volutional code represented by curve 2 also becomes capableof achieving an infinitesimally

low BER. Hence, we refer to this area as a region of higherror correction capability.

3.2.3.4 Investigation of the Accuracy of EXIT Charts

Let us now consider the accuracy of EXIT charts in analysing the iterative IDMA receiver’s perfor-

mance in an AWGN channel scenario as well as MC-IDMA receiver’s performance in dispersive

fading channel scenario.

Accuracy of IDMA. Let us now consider the accuracy of EXIT charts in analysing the iter-

ative IDMA receiver’s performance in an AWGN channel scenario. We investigate the system’s

performance by recording the decoding trajectory as well asby Monte Carlo simulation based BER

evaluation in various scenarios. The decoding trajectory represents the actual mutual information

exchange between two turbo components. It may failed to accurately follow the EXIT chart anal-

ysis prediction because the initial assumptions of having Gaussian distributed LLRs, which is a

prerequisite of accurate EXIT chart analysis may not be fulfilled.

Fig. 3.6 shows actual decoding trajectory of the RA coded iterative IDMA system in four

different scenarios, where Code 1 of subsection 3.2.3.3 wasused. The left handside of Fig. 3.6

characterises two different block length scenarios, namely 1024 and 10 000 atEb/N0 = 2dB while

supporting a low user-load ofK = 4. Since the RA code’s performance substantially depends on

the block length, we can see that at a short block length, the system is unable to approach the

single-user performance because the decoding trajectory does not follow the EXIT curves and is

2We chose these three codes for our analysis, as they represent three typical codes, namely the near-capacity RA

code, the convolutional code having a modest coding gain andthe repetition code having no coding gain.
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Figure 3.4: The MUD’s EXIT charts.

pre-converged, while at a high block length, a near single-user performance is attained. The explicit

deficiency of having a short block length is that a reduced extrinsic information fed from the DEC

to the MUD.

This observation becomes more grave in high user-load scenarios, as seen at the right handside

of Fig. 3.6, where the scenario ofK = 8 users andEb/N0 = 12dB was investigated. The

performance of RA codes having a short block length is dominated by the inadequacy of the short

interleavers or more explicitly, of the generator matrix. Thus the different interleavers employed

by the different users results in a different performance. This is equivalent to a system, which has

a different channel code for each user. Thus the MUD may experience different inputa priori

information for each user. This becomes particularly noticeable when thea priori information

is relatively high, where the degraded performance of the short-block-length RA codes employed

by the different users results in catastrophic error propagation effects across the different users.

Hence, the EXIT chart fails to adequately characterise the express of the system’s behaviour. By

contrast, when having a high block length, the system becomes capable of matching the EXIT chart

prediction quite accurately.

The corresponding BER results provided by our Monte Carlo simulations are portrayed in Figs.

3.7 and 3.8. As seen in these two figures, the short-block-length RA coded IDMA exhibits a
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degraded performance as expected. This BER performance degradation becomes more severe,

when the user-load becomes high. When a moderate user-load of K = 4 was encountered, even

a short block length was capable of performing adequately ata slightly higherEb/N0 value. By

contrast, when full user-load ofK = 8 was encountered, the short-block-length RA coded system

would necessitate a significantly increasedEb/N0 value and a higher number of iterations as well.

Accuracy of MC-IDMA. Let us now consider the EXIT chart analysis of MC-IDMA having

128 subcarriers, where the CIR encountered in this paper wasan independently generated 5-path

chip-spaced negative exponentially decaying dispersive channel. Each path experienced uncorre-

lated Rayleigh fading. The difference in comparison to the previously considered AWGN channel

manifests itself in terms of a different EXIT functionTmud, which takes into account of the CIR

knowledge. The resultant EXIT curveTdec of the outer decoder can be modelled as in the previously

considered AWGN scenario, since the outer channel DEC is fedwith the near-Gaussian distributed

output extrinsic information of the MUD.

Let us now consider the accuracy of our EXIT chart analysis ina MC-IDMA scenario. Observe

in Fig. 3.9 that a maximum ofK = 28 users were supported by Code 3 of subsection 3.2.3.3

at Eb/N0 = 12dB. By contrast,K = 9 users were serviced by Code 1 of subsection 3.2.3.3 at

Eb/N0 = 3dB, where the maximum number of users was found by identifying the EXIT curves
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Figure 3.6: Decoding trajectory of the RA coded system having differentblock lengths and user-

loads.

of the MUD and of the DEC, where they ”just” touch each other. The corresponding simulation

trajectory of Fig. 3.9 confirms the convergence and accuracyof our EXIT chart analysis. Further-

more, the corresponding BER simulation results were portrayed in Fig. 3.10, where as many as

K = 28 users were supported by Code 3 atEb/N0 = 12dB. By contrast, Code 1 supportedK = 9

users atEb/N0 = 3dB andK = 16 users atEb/N0 = 12dB, confirming a good agreement with

our EXIT chart analysis. The corresponding number of PIC iterations was fixed toIPIC = 30 and

the number of iterations within the code wasIRA = 20.
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3.2.4 Design Trade-offs in MC-IDMA Systems

3.2.4.1 Coding versus Spreading Trade-offs

In traditional CDMA systems, the main objective of spreading is that of supporting a multiplicity

of users. When non-orthogonal spreading sequences are used, or the orthogonality of the spreading

sequences is destroyed by the dispersive channel, the MUI may be mitigated with the aid of var-

ious MUD algorithms. Hence, the conclusions of joint code-rate and SF design depend not only

on the choice of the specific FEC codes, but also on the properties of the MUD algorithms em-

ployed [80]. In the early work of Hui [77], it was shown that the system’s effective information

throughput was maximised by low-rate channel coding, wherea bandwidth expansion was imposed

purely due to channel coding. However, their conclusion wasbased on single-user matched filter-

ing aided detection, where a high residual multiuser interference had to be mitigated by the channel

codec. Further insightful theoretical analysis based on multiuser detection was then provided by

Verdu in [80], confirming the findings of [77] that indeed bandwidth expansion entirely dedicated

to channel coding is favoured for single-user matched filteraided detection and the optimal joint

detection and decoding. By contrast, there is a beneficial tradeoff between the channel coding rate

and SF, when linear MUD, such as decorrelating or MMSE MUD is used. These concepts were then

further developed in a multicell context in [118]. In [113],Yue and Wang analysed the associated

coding and spreading tradeoffs in the context of an iteratively detected CDMA system using LDPC

codes with the aid of density evolution analysis. Additionally, in [119] Tang and Ryan studied the

coding versus spreading tradeoffs in the context of a synchronous CDMA system employing both

linear and non-linear detectors in both finite-size system and large-system.

Based on this backdrop, these investigations underline theimportance of joint code-rate and

spreading-factor optimisation in the context of another system, namely IDMA. Although IDMA

does not constitute necessarily a spread-spectrum system,an important advantage of IDMA is

that it facilitates the flexible joint optimisation of the channel coding rate and the SF using for

example low-rate RA codes or diverse Serially ConcatenatedCode (SCC) [72]. A specific example

is constituted by the concatenation of high-rate FEC codes and low-complexity repetition codes,

namely DS-spreading. In IDMA systems, the sole purpose of using repetition coding is to shape the

EXIT curve of the SCC. Furthermore, MUD is carried out on a chip-by-chip basis, which implies

that the joint code-rate and SF design is not dependent on thechoice of MUD algorithms, while it

is equivalent to the design of an amalgamated low-rate channel coding scheme.

Definition and Methodology. In a SCC aided IDMA system, given a fixed total bandwidth

expansion factor ofΩ, we may jointly quantify the bandwidth expansion imposed byFEC coding

having a code-rate ofR and that by DS-spreading having a SF ofG, yielding Ω = G/R. For the

sake of characterising the achievable throughput of the IDMA system, we define the normalised
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user-loadas:

η =
Kmax

Ω
, (3.17)

whereKmax is the maximum number of users supported, given a fixed bandwidth expansion factor

Ω andEb/N0 value. Note that for a fixed bandwidth expansion factorΩ and a channel code-rate

R, the affordable SF is determined. Hence,Kmax is a function ofΩ, R andEb/N0. In case of an

IDM system, we may accordingly define the normalisedper-user throughputasη = Mmax/Ω,

whereMmax is the maximum number of bit-streams supported.

Let us now continue our investigations by fixing the bandwidth expansion factor toΩ and

find the maximum number of users supported by different channel coding combinations at various

Eb/N0 values, while maintaining a given target BER of10−5 with the aid of two functions provided

by EXIT charts.

1. Estimating BER. The EXIT chart can be used to obtain an estimate on the bit error proba-

bility after an arbitrary number of iterations. The soft bitvalues output by the MUD after a

given number of iterations can be expressed using the aposteriori LLRs, which is the sum

of the a priori LLRs and the extrinsic LLRs denoted byLmud,k = La
mud,k + Le

mud,k. It is

Gaussian distributed since bothLa
mud,k andLe

mud,k are Gaussian. The coded bit error proba-

bility is Pe ≈ Q(σ/2), whereσ is the variance ofLmud,k andQ is the well-known Gaussian

Q-function. SinceLa
mud,k andLe

mud,k are independent, thenσ2 = σ2
a + σ2

e , whereσa andσe

represents the variance of thea priori LLRs La
mud,k and the extrinsic LLRsLe

mud,k respec-

tively. The values ofσa andσe can be obtained from the corresponding mutual information

Ia
mud,k and Ie

mud,k, since the mutual information is a monotonically increasing function of the

LLRs.

2. Identifying system load. We can solve the joint code-rate and SF design by generatingthe

EXIT curves of both theTmud and Tdec and then finding the specific number of users, for

which an open EXIT-tunnel exists. More explicitly, we plot the EXIT curveTmud for various

number of users and the maximum number of users is found, where there is no intersection

between the inner and outer codes’ EXIT curves. In Fig. 3.11,the bandwidth expansion

factor was fixed toΩ = 8. A rate-1/4 RA code concatenated with a rate-1/2 repetitioncode

was used andEb/N0 = 10dB was assumed. We found that the maximum number of user

supported by this SCC scheme wasKmax = 7, corresponding to a normaliseduser-loadof

η = K/Ω = 7/8, where the inner and outer codes’ EXIT curves ’just’ touch each other.

Joint Coding and Spreading Design for IDMA. As a first step, we study the joint code-rate

and spreading-factor optimisation in a SCC aided IDMA system, where the convolutional code

is employed as the outer code and repetition code is employedas the inner code. Let us now

proceed by investigating the joint code-rate and SF design by employing the range of different-

rate convolutional codes summarised in Table 3.1, which have similar constraint lengths and were
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Figure 3.11: EXIT charts for different number of users supported in codedIDMA at a bandwidth

expansion factor ofΩ = 8 andEb/N0 = 10dB, usingR = 1/4 RA code

selected from [6]. Importantly, please also observe in Table 3.1 that the detection complexity of

all the different scenarios are adjusted to be the same in terms of the total number of trellis states,

which was determined by the product of the number of trellis states and the number of iterations.

We set the target BER toPe = 10−5.

Fig. 3.12 shows the normaliseduser-loadsupported versus various code-rate and SF combi-

nations for two differentEb/N0 scenarios. It can be seen in Fig. 3.12 that atEb/N0 = 5 dB, the

normalised user-load was maximised by a combination of the rate-5/8 code and the SF ofG = 5

of Table 3.1, when supportingKmax = 9 users. By contrast, the IDMA system favours the em-

ployment of pure spreading without FEC coding atEb/N0 = 10dB, as can be seen from Fig. 3.12,

reachingη = 1.75 at a rate ofR = 1.

Fig. 3.13 portrays theEb/N0 value required for supporting a normaliseduser-loadof both

η = 1.00 andη = 1.25. It can be observed that having a high code-rate results in a low coding

gain and hence a high transmit power is required for supporting the targetuser-load. The optimum

code-rate isR = 5/8 in this scenario. However, having a code-rateR below the optimum also

requires an increasedEb/N0 for supporting the targetuser-load.

At high Eb/N0 values, where the noise is insignificant, the soft MUD and thesoft de-spreader
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Code Octal Constraint SF No. of Iterations

Rate Generator length (G) / Trellis States

(Complexity)

R = 1/8 [7 7 5 5] 3 - 10 / 4 (40)

R = 2/8 [5 7 7 7] 3 2 10 / 4 (40)

R = 1/3 [5 7 7] 3 3 10 / 4 (40)

R = 4/8 [5 7] 3 4 10 / 4 (40)

R = 2/3 [4 2 6] [1 4 7] 3 5 10 / 4 (40)

R = 3/4 [6 2 2 6] [1 6 0 7] 5 6 10 / 4 (40)

[0 2 5 5]

Table 3.1: Table of convolutional codes used in joint code-rate and spreading-factor optimisation

Scheme 1/64-Rep 1/2-Cov+1/32-Rep 1/64-RA 1/4-RA+1/16-Rep

Type of System MC-IDMA / MC-IDM

Type of Detection PIC

Ω 64

(Eb/N0)t 12 6 3 3

η∗ 3.625 / 2 2.75 / 1.375 1.5 / 0.625 2 / 0.75

Table 3.2: Summary of the parameters and main results of coding versus spreading tradeoffs.

(Eb/N0)t represents the minimumEb/N0 value in dB at which the channel code operates andη∗

denotes the maximum throughput expressed in bits/chip

become capable of almost completely eliminating the MUI when allocation the bandwidth to

spreading, while at lowEb/N0 values the output extrinsic information of the soft de-spreader is

gravely noise contaminated, which can only be improved by the relatively low-rate and hence pow-

erful soft channel decoder, this in turn reduces the processing gain.

Joint Coding and Spreading Design for MC-IDMA. Let us now continue our investigations

by fixing the bandwidth expansion factor toΩ = 64 and find the maximum number of users

supported by different channel coding combinations at variousEb/N0 values, while maintaining a

given target BER of10−5 with the aid of EXIT charts. Four typical channel coding combinations

are investigated as seen in Table 3.2, namely 1) Scheme 1 - rate-1/64 repetition code 2) Scheme

2 - the concatenation of a rate-1/2 convolutional code and rate-1/32 repetition code 3) Scheme 3 -

rate-1/64 RA code 4) Scheme 4 - the concatenation of a rate-1/4 RA code and rate-1/16 repetition

code.

In Fig. 3.14 and Fig. 3.15, the rate-1/64 pure repetition coded MC-IDM and MC-IDMA

Scheme 1 shows the highestmultiple access capabilityat high Eb/N0 values for all the codes

considered. In a channel coded system scenario, as expected, the convolutional coded Scheme 2

supports a higher number of users than the RA coded Scheme 3 and Scheme 4 for SNR values

in excess ofEb/N0 = 5dB, since it has a highermultiple access capability, as seen in Fig. 3.5.
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Figure 3.12: Normalised user-load versus code-rate for a fixed bandwidthexpansion factor of

Ω = 8 and forPe = 10−5 using the convolutional codes of Table 3.1
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Figure 3.14: Normalised per user throughput versusEb/N0 performance of the 128 subcarrier

MC-IDM for a fixed bandwidth expansion factor ofΩ = 64 and forPe = 10−5 using the vari-

ous channel coding schemes considered in a 5-path chip-spaced negative exponentially decaying

uncorrelated Rayleigh fading channel.

However, the RA coded Schemes 3 and 4 are capable of reliably operating at lowerEb/N0 values,

as a benefit of their highererror correction capability.

RA coded Scheme 3 and Scheme 4 were also compared in Fig. 3.14 and Fig. 3.15, where the

number of RA-decoding iterations was fixed toIRA = 20. The low-rate RA coded Scheme 3 using

an insufficient number of decoding iterations has roughly the sameerror correction capability, but

an inferiormultiple access capabilityin comparison to the RA coded Scheme 4 represented by the

square-shaped legends. The number of iterations required by the rate-1/64 RA coded Scheme 3

was found to beIRA = 80 to have a superior performance in comparison to Scheme 4.

Importantly, the achievable normalised user-load of both the convolutional coded MC-IDMA

Scheme 2 and repetition coded MC-IDMA Scheme 1 communicating over fading channels is quite

remarkable in comparison to the single-user AWGN scenario,as seen in Fig. 3.15. This is a benefit

of the so-called multiuser diversity, which will be discussed later. In fact, the achievable user-load

improvements increase without limits upon increasingEb/N0, as stated in [120] in the context

of DS-CDMA. These benefits can be further increased by using MUDs having a near-single-user

performance or optimised unequal power/rate allocation [85].

Remarks.Based on the above analysis, we found that the joint coding and spreading design

of the MC-IDM and MC-IDMA systems have to take into account the specificEb/N0 values en-

countered. At highEb/N0 values, DS-spreading dispensing with FEC was capable of supporting
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Figure 3.15: Normalised user-load versusEb/N0 performance of the 128 subcarrier MC-IDMA

for a fixed bandwidth expansion factor ofΩ = 64 and forPe = 10−5 using the various channel

coding schemes considered in a 5-path chip-spaced negativeexponentially decaying uncorrelated

Rayleigh fading channel.

the highest normalised throughput. By contrast, at lowEb/N0 values the employment of explicit

channel coding becomes crucial, since it improves the achievable BER at the cost of reducing the

attainable multiple access capability.

The authors of [113] found that the employment of channel coding was always beneficial for

MF based iterative MUDs in DS-CDMA systems, regardless of the Eb/N0 values encountered.

When considering the MC-IDM and MC-IDMA systems, which alsoemploy MF based iterative

MUD, our conclusions stated above were similar to those drawn for a MMSE based iterative MUD

in a DS-CDMA system, as reported in [113], which potentiallyrequires high-complexity matrix

inversion operations. This suggests that the employment ofclassic CDMA DS-spreading codes

should be replaced by repetition codes in the context of bothMC-IDM and MC-IDMA in the

interest of benefiting from both its low-complexity MF baseddetection and an improved bandwidth

efficiency.

In classic DS-CDMA, the different MUDs exploit the diverse correlation properties of the

DS-spreading codes differently. Hence they result in different channel coding versus spreading

tradeoffs, depending on the specific features of the MUDs employed. The MUD of MC-IDM and

MC-IDMA operates on a chip-by-chip basis, thus the joint coding and spreading design becomes

a single joint low-rate code design problem.A rule of thumb, when designing MC-IDM and IDMA

systems for operating in various channel conditions at a givenEb/N0 constraint and at an afford-



3.2.4. Design Trade-offs in MC-IDMA Systems 74

Scenario SC-IDM / IDMA MC-IDM MC-IDMA

Channel AWGN Rayleigh

Type of Detection PIC

Type of Code 1/8-Rep

Ω 8

Eb/N0 14

η 2 3.5

Table 3.3: Summary of the parameters and main results of multiplexing versus diversity tradeoffs.

able decoding complexity is that of opting for the specific FEC channel code having the highest

rate, which is ’just’ capable of meeting the specific target BER requirements and then dedicat-

ing the rest of the affordable bandwidth expansion to DS-spreading, i.e. to DS repetition codes.

It is also important to notice that appropriate unequal power allocation depending on the specific

code [85] is also possible for the sake of achieving high bandwidth efficiency. Then the joint coding

and spreading problem becomes irrespective to the code selection. However, this needs a succes-

sive interference cancellation aided MUD, which is very much sensitive to error propagation from

a practical implementation point of view.

3.2.4.2 Multiplexing versus Diversity Trade-offs

In an MC-IDMA system, at any chip instant, each user’s chip may be differentiated by their dif-

ferent FDCTFs, which is essentially equivalent to the concept of SDMA [115] 3. By contrast,

in an MC-IDM system, each stream’s signal is differentiatedby its unique stream-specific chip-

interleaver, noting that there is no way of differentiatingamong the streams at any chip instant,

since their FDCTFs are identical.

In Fig. 3.16, we compare the three typical channel coded/spread system configurations sum-

marised in Table 3.3, all of which have a total bandwidth expansion factor ofΩ = 8 and operate at

Eb/N0 = 14dB. Explicitly: 1) Scenario 1 - AWGN channel representing a constant equal-power

system; 2) Scenario 2 - MC-IDM representing a multiplexing system designed for supporting the

highest possible throughput for a single user, which can also be viewed as a DL broadcast sys-

tem scenario or the scenario of co-located users/antennas;3) Scenario 3 - MC-IDMA representing

an UL multiple access system supporting geographically dispersed users/antennas. Based on Fig.

3.16, we infer the following conclusions:

1. In the noise-limited right-hand-side area of Fig. 3.16, the interference was almost completely

cancelled, resulting in a near-single-user performance. Observe in Fig. 3.16 that as expected,

Rayleigh fading imposes a detrimental effect on both the MC-IDMA and MC-IDM type

3SDMA [115] is a multiple access technique where each user is differentiated by their user-specific channel impulse

response.
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Figure 3.16: The MUD’s EXIT curve for both the 128-subcarrier MC-IDMA andMC-IDM sys-

tems for transmission over the 5-path uncorrelated Rayleigh fading as well as for an AWGN chan-

nel environment.

systems compared to the AWGN channel, when operating atEb/N0 = 14dB.

2. For the multiplexing Scenario 2 usingM = 2 andM = 8, the extrinsic information recorded

for the MC-IDM system under fading channel conditions was upper-bounded by the AWGN

channel’s curve. This implies that for the MC-IDM Scenario 2, where the same CIR is expe-

rienced by all streams of a given user, the fading always exhibits detrimental effects, leading

to either a higher BER or requiring a higherEb/N0 value. Nonetheless, the increased single-

user throughput may be considered to be the explicit benefit of the system’smultiplexing

gain.

3. In contrast to the MC-IDM Scenario 2, when the MC-IDMA Scenario 3 was employed, in

the interference-limited region of Fig. 3.16, the system attained an increased output extrinsic

information under fading channel conditions in comparisonto the AWGN channel scenario,

where each user was assumed to experienceindependentfading. This is because each chip

can be differentiated by its different FDCTF, resulting in amore reliable estimation of each

chip, or equivalently, in a higher extrinsic information. This beneficial effect may be referred

to asmultiuser diversity[120].
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Figure 3.17: The tradeoff between the normalised per user throughput (multiplexing gain) for the

128-subcarrier MC-IDM system and the normalised user-load(diversity gain) of 128-subcarrier

MC-IDMA in a 5-path chip-spaced negative exponentially decaying uncorrelated Rayleigh fading

channel.

4. Since thea priori information was increased during the consecutive PIC MUD iterations, the

interference was essentially cancelled, and as a result, a gradually reduced multiuser diversity

benefit was observed. Thus, the improvements recorded as a benefit of multiuser diversity

in the MC-IDMA Scenario 3 become less and less compared to theequivalent MC-IDM

Scenario 2, as seen in Fig. 3.16.

Let us now investigate our proposed MC-IDM-IDMA system’s multiplexing versus multiuser

diversity gain. Fig. 3.17 shows the associated tradeoffs between the multiplexing gain (per-user

throughput) provided by the MC-IDM Scenario 2 and the diversity gain (user-load) supported by

the MC-IDMA Scenario 3. The achievable gains were normalised to the total bandwidth expansion

factor ofΩ = 8, dedicated to length-8 repetition coding atEb/N0 = 14dB, when communicating

over both a dispersive Rayleigh fading channel as well as in AWGN channel conditions. It is worth

emphasising that in the MC-IDM-IDMA system, it is the total system’s normalised user-load that

is higher than that of the AWGN channel scenario, while the individual users’ effective throughput

is typically low. The maximum normalised per-user throughput provided by the MC-IDM Scenario

2 is seen to be 2 bits/chip in Fig. 3.17, while the maximum normalised user-load provided by the

MC-IDMA Scenario 3 is 3.5 bits/chip in Fig. 3.17. Our proposed system is thus flexible in terms

of assigning the total system throughput to a single IDM useror providing access for several users.
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Figure 3.18:EXIT chart analysis of different MUDs.

3.2.4.3 Complexity versus Performance Trade-offs

For the sake of achieving higher user-load, more powerful MUD algorithms are necessary instead

of employing sophisticated power allocation schemes. In this subsection, we investigate the EXIT

curves of the optimum ML MUD and the currently proposed PIC MUD. Furthermore, a hybrid

MUD is proposed, which is capable of approaching the ML MUD’sperformance at a reduced

complexity.

Fig. 3.18 compares theTmud function of theK = 12-user MC-IDMA system communicating

over a dispersive Rayleigh fading channel scenario having abandwidth expansion factor ofΩ = 4

andEb/N0 = 10dB, when employing a sub-optimum MF based PIC MUD and ML MUD as listed

in Table 3.4. At the left of Fig. 3.18, which corresponds to the interference-limited region, the

ML MUD outputs only marginally higher extrinsic information than the PIC MUD. This implies

that the achievable multiuser diversity is sufficiently high for almost entirely compensating for the

suboptimal nature of the MF based PIC MUD algorithm comparedto the optimum ML MUD. As

the amount of availablea priori information increases during the consecutive iterations,the gap

between these twoTmud curves becomes more substantial owing to the reduced multiuser diversity

and the suboptimal nature of the MF based PIC MUD. Ultimately, these twoTmud curves tend

to the corresponding single-user performance, when the effects of MUI have been more or less
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Detection PIC ML

Type of System MC-IDMA

Type of Code 1/2-Rep+1/2-Conv

Ω 4

Eb/N0 10

η 3

Table 3.4: Summary of the parameters and main results of complexity versus performance trade-

offs.

eliminated.

However, the complexity order of a ML detector increases exponentially with the number of

users according toO(2K), while that of a PIC detector increases linearly with the number of users

obeyingO(K) according to [31]. Hence, designing a MUD scheme which is capable of approach-

ing the ML performance with reduced complexity is of interest. This may be achieved with the aid

of a hybrid MUD [121]. As seen in Fig. 3.18, during the initialfew iterations we activate the PIC

MUD. Then the ML MUD is activated, in order to overcome the PICMUD’s EXIT curve intersec-

tion between points A and point B in Fig. 3.18, where the PIC MUD’s EXIT curve Tmud is below

the EXIT curveTdec of DEC. After this bottleneck, the PIC MUD is reactivated in the interest of

reducing the complexity imposed. Additionally, other near-ML MUDs can be employed for the

sake of further reducing the complexity imposed, such as Genetic Algorithm and Sphere Decoding

aided MUDs [115].

3.2.5 Practical Application of MC-IDMA

3.2.5.1 Comparison of OFDMA, MC-CDMA and MC-IDMA

After a detailed design analysis of MC-IDM-IDMA system, we now compare OFDMA, MC-

CDMA and MC-IDMA systems both in the UL seen in Table 3.5 as well as in the DL seen in

Table 3.6. In summary, as an non-orthogonal MA scheme, MC-IDMA has all the advantages and

disadvantages of non-orthogonal multiple access schemes in comparison to orthogonal ones. More

explicitly:

1. It supports a higher user-load than the orthogonal scheme.

2. It does not require coordination of the transmissions of the users, hence it is capable of

asynchronous communications..

3. It suffers from near-far effects, although this drawbackcan be eliminated using a turbo MUD.

4. Apart from the above previous three considerations basedon UL, in the DL MC-IDMA

is capable of mitigating the intercell interference, whileat the same time suppressing the
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Uplink (UL) SC-CDMA SC-IDMA

Type of MA non-orthogonal non-orthogonal

Near-far effect sensitive sensitive

Coordination not required not required

ISI mitigation equalisation / MC equalisation / MC

Receiver Type arbitrary turbo MUD

Complexity at BS flexible high

Multiple Access a high user-load the user-load may be

by employing MUD as high as 3.5 bits/chip or even higher,

when employing unequal-power allocation

or sophisticated MUD

Per-user throughput Modulation / Multicode Modulation / IDM

as high as 2 bits/chip

achieving 3.5 bits/chip

by assigning stream-specific phase rotation

Table 3.5: Comparison of SC-CDMA and SC-IDMA in the UL

Downlink (DL) OFDMA MC-CDMA MC-IDMA

orthogonality orthogonal non-orthogonal non-orthogonal

Intracell interference no suppressed by MUD suppressed by MUD

Intercell interference present mitigated mitigated

Receiver Type SUD arbitrary turbo MUD

Complexity at MS low flexible high

Per-user throughput moderate moderate / high high

Table 3.6: Comparison of OFDMA, MC-CDMA and MC-IDMA in the DL

intracell interference using a MUD.

3.2.5.2 Implementation Example of IDMA

Bandwidth expansion allows the IDMA system to accommodate multiple users. The traditional

spread-spectrum systems, such as DS-CDMA, provide a low data rate per-user, which is unsuitable

for high-rate data services. MC-IDM-IDMA, on the other hand, is flexible in terms of its per-user

throughput and multiple access capability. We demonstrated in Fig 3.17 that the per-user throughput

can be as high as 2 bits/chip, when BPSK modulation is employed and 3.5 bits/chip total system

user-load can be achieved. This is achieved by using a turbo-receiver at the BS, where the detection

front-end employs MF based MUD having a complexity which increases linearly with the number

of users/streams. Even higher throughput can be achieved bypower/rate optimisation or more

sophisticated detectors. However, due to its complexity, the turbo-receiver may be more applicable



3.3. Interleaved Random Code Division Multiple Access 80

Ω = 8 CDM 1 code 6 code

480kbps 2.88Mbps

IDM η = 1/8 η = 1 η = 2 η = 3.5

480kbps 3.84Mbps 7.68Mbps 13.44 Mbps

Ω = 16 CDM 1 code 6 code

240kbps 1.44Mbps

IDM η = 1/16 η = 1 η = 2 η = 3.5

480kbps 3.84Mbps 7.68Mbps 13.44 Mbps

Table 3.7: Achievable throughput of IDM concept in UTRA FDD UL system.

in the UL than in the DL. Hence, MC-IDM-IDMA is applicable in the UL for both delay-sensitive

services, such as interactive voice and video applicationsas well as for high data-rate applications.

For example, in the UTRA FDD UL, which employs Orthogonal Variable Spreading Fac-

tor (OVSF) codes has length of 4-256 chips in the Dedicated Physical Data CHannels (DPDCH).

The scrambling is done by Gold codes for a 38 400chips per 10msframe. Given a 5MHz band-

width, a bandwidth expansion factor ofΩ = 8, this corresponds to a data-rate of 480 kbps. In

MC-IDM, where a 2 bits/chip throughput is observed, this results in a 7.68 Mbps per-user through-

put. In MC-IDMA or when using stream-specific phase-rotations in the context of MC-IDM, a

3.5 bits/chip per-user throughput can be achieved, corresponding to 13.44Mbps, which is achieved

with the aid of 28 IDM streams as seen in Table 3.7.

3.3 Interleaved Random Code Division Multiple Access

In this section, we Generalized the concept of IDMA, leadingto the so called GCDMA scheme,

which may be defined as a multiple access scheme that separates users in the ’generalised’ code do-

main constituted by either classic spreading codes or by sophisticated channel codes, while sharing

the same time-slots and frequency bands.

3.3.1 Introduction

In this generalised spirit, apart from the well-known DS-CDMA [28] scheme, two lesser-known

GCDMA schemes were also proposed, namely TCMA [29] and IDMA [31]. In the former, the

separation of the users is achieved by the unique combination of user-specific Generator Polynomi-

als (GP) combined with bit-to-symbol mapping schemes and interleavers, whilst the latter employs

user-specific interleavers, which may be regarded as rate-one channel codes. These two GCDMA

techniques are instantiations of our more general non-orthogonal random waveform based mul-

tiuser communications, where the employed interleaved codes obey the random-coding principle.

Alternatively, random-coding principle may be achieved bythe family of LDPC codes. Hence we
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will jointly refer to these schemes using the generic terminology of IR-CDMA.

Typically, a relatively short code constraint length is favoured in TCMA systems in order to at-

tain a reasonably low decoding complexity. Naturally, thisreduces both the number of GPs and the

number of users supported. It reduces the probability of encountering random-like, low-correlation

codewords. It was shown in [29] that in TCMA the employment ofa unique user-specific inter-

leaver after the TCM scheme is essential for the sake of attaining an attractive multi-user BER

performance, since the interleaved codewords become more random-like and potentially impose a

reduced interference owing to their lower correlation. This is due to the fact that the cardinality of

the set of interleaved codewords|π(C)|, becomes significantly larger than that of the|C|, where

C represents the set of all possible TCM codewords andπ represents the set of user-specific inter-

leavers. Hence TCMA may be viewed as a special case of IDMA, employing TCM codes as the

outer channel code and removing the DS-spreading operationof IDMA, thus resulting in a poten-

tially narrowband multiple access system. A specific feature of TCMA is that each user’s transmit-

ted symbol typically contains more than two bits. This potentially renders the receiver complex,

when the number of users is high. High-complexity ML detection was proposed in the original con-

tribution on TCMA [29]. Another potential complexity-related issue is the high peak-to-average

power ratio of the transmitted signal having a large modulation signal constellation [115]. By con-

trast, IDMA has the benefit of employing low-complexity binary signalling for each user and yet, it

is capable of achieving a high overall spectral efficiency. Naturally, increasing the number of users

is achieved at the cost of sacrificing the individual users’ throughput. Thus, IDMA is suitable for

relatively low-rate UL communications. It was also shown in[31] that purely code-spread IDMA

but no spreading combined with appropriate power allocation is capable of approaching the channel

capacity, with the aid of using Turbo-Hadamard codes for example [122].

Based on the random coding principle, the family LDPC codes [17] becomes also attractive

in the context of [123], since it has a built-in interleaver,which renders the employment of an

extra user-specific interleaver after channel coding unnecessary. However, low-rate LDPC codes

is hard to design. On the other hand, RA [124] codes having diverse coding rates constitute at-

tractive candidates for employment in IR-CDMA. Similar to LDPC codes, RA codes also have an

innate interleaver, while exhibiting a linearly increasing encoding complexity as a function of the

codeword length. In this chapter, we propose non-systematic regular RA codes aided IR-CDMA,

where different users are distinguished by their unique user-specific RA generator matrices, i.e.

their interleavers. We design a SE interleaver generation technique for the sake of reducing the

interleaver’s storage requirements and investigate its correlation properties compared to those of

random interleavers. We also employ the hybrid detection scheme for the sake of supporting a high

user-load in an equal user-power scenario. Furthermore, wediscuss a low-complexity multi-user

power-allocation method designed for our RA codes aided IR-CDMA system. It will be demon-

strated that when a sufficiently high interleaver length is employed, the RA codes aided IR-CDMA

system becomes capable of approaching the Gaussian channel’s capacity.
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In all, the novelty and contribution of this section is that

1. We introduce the general concept of IR-CDMA, which employs random-coding principle.

The conventional TCMA and IDMA are its subclasses when the random-coding principle is

achieved by interleaved codes.

2. We propose low-rate RA codes aided IR-CDMA when the outer code employed is quasi-

random codes, where the interleaver is embedded in the GM. Inparticular, we circumvent

the memory problem in the context of multiuser communications by our novel structured

design without sacrificing the BER/BLER performance.

3. Furthermore, in order to enhance the user-load of the multiuser communications system, we

propose both a hybrid detection scheme in equal-power scenario as well as a low-complexity

capacity approaching power-allocation method.

The rest of the section is organised as follows. In Subsection 3.3.2, we present the transceiver

architecture of our proposed system. In Subsection 3.3.3, we discuss several design aspects of

our RA codes aided IR-CDMA system, namely the SE interleavergeneration technique advocated,

the hybrid multiuser detector designed for equal-power allocation and finally, we suggest a low-

complexity unequal power allocation scheme. Finally, we conclude our discourse in Section 3.4.

3.3.2 System Overview

Consider aK-user non-orthogonal multiuser communication system. Thekth user’s signalbk is

encoded by its user-unique channel codeCk at a rate ofr, resulting the codewordxk = Ck(bk). In

a traditional interleaved codes aided IR-CDMA, e.g. IDMA system, the channel code could be the

same for all users and a user-unique interleaver is employed, i.e. xk = πk[C(bk)]. The canonical

discrete-time real-valued model as seen in Fig. 3.19 for themultiple access channel is given by:

y =
K

∑
k=1

Hkxk + n, (3.18)

wherexk ∈ {±1}, y and n ∼ CN (0, N0) denotes the transmitted signal, received signal and

AWGN signals, respectively.Hk = hkρk denotes the equivalent channel of userk, whereρk con-

tains thekth user’s amplitude subject to power allocation,hk denotes the identical independently

distributed CIR of userk.

An iterative receiver, consisting of a soft detector and a bank of K individual soft decoders is

employed for the sake of seeking a tradeoff between the complexity of joint multiuser detection

and decoding as well as the performance loss due to separate multiuser detection and single-user

decoding. We introduce two detection algorithms, namely the optimal ML detector and a low

complexity IC aided detector [31].



3.3.2. System Overview 83

C

.

.

.

.

.

.

bk
Ck Chρk

πk

xk
DET

b̂k
DECk

Figure 3.19: Transceiver of the proposed RA-CDMA system

ML detector: The ML detector calculates the extrinsic informationLe
det(xk) based on the sum

of all the K users’2K conditional probabilities for thelth legitimate noiseless outputŷl, given all

other bits’a priori informationφ corresponding toxl
k = ±1, wherel ∈ 2K:

Le
dec(xk) = log2

∑∀l:xl
k=+1 exp

(

− (‖y−ŷl‖)2

2σ2
n

+ φ
)

∑∀l:xl
k=−1 exp

(

− (‖y−ŷl‖)2

2σ2
n

+ φ
) , (3.19)

where

φ =
1

2 ∑
j 6=k

xl
jLa

det(xl
j). (3.20)

IC aided detector: Let us now rewrite Eq. (3.18) as

y = Hkxk + ξ, (3.21)

whereHk = hkρk represents the composite CIR of userk, while ξ = ∑
K
j 6=k Hjxj + n represents

the interference plus noise. In the case of binary modulation, the real part (Re) of H∗
k y constitutes

sufficient statistics for estimatingxk, resulting in

Re(H∗
k y) = |Hk|2xk + Re(H∗

k ξ), (3.22)

where(·)∗ denotes the conjugate complex value of a variable. We denotethe soft estimate of a

variablea by (â). Then,Re(H∗
k ξ̂) and its varianceV[Re(H∗

k ξ̂)] are given by:

Re(H∗
k ξ̂) = HRe

k ŷRe + H Im
k ŷIm − |Hk|2 x̂k (3.23)

V[Re(H∗
k ξ̂)] = (HRe

k )2V(ŷRe) + (H Im
k )2V(ŷIm) (3.24)

−|Hk|4V(x̂k) + 2HRe
k H Im

k φ,

whereφ = ∑
K
k=1 HRe

k H Im
k V(x̂k) and Im(·) represents the imaginary part of a complex number.

The soft estimatêy and its variance can be expressed by:

ŷRe =
K

∑
k=1

HRe
k x̂k, (3.25)

V(ŷRe) =
K

∑
k=1

(HRe
k )2V(x̂k) + σ2

n . (3.26)
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We remark that the above two equations would be equally validfor the imaginary counterpart. The

soft bit x̂k can be represented asx̂k = tanh[Le
dec(xk)/2], while its variance is given byV(x̂k) =

1 − x̂2
k . Assumingξ is Gaussian distributed, the extrinsic informationLe

det(xk) is given by:

Le
det(xk) = 2|Hk|2

Re(H∗
k y) − Re(H∗

k ξ̂)

V[Re(H∗
k ξ̂)]

. (3.27)

Then the extrinsic information forwarded from the detectoris used asa priori information of the RA

decoder, which in turn generates more reliable extrinsic informationLe
dec(xk) for the next iteration.

3.3.3 Design of RA Code Aided IR-CDMA

RA [124] codes having diverse coding rates constitute attractive candidates for employment in

IR-CDMA. Similar to LDPC codes, RA codes also have an innate interleaver, while exhibiting a

linearly increasing encoding complexity as a function of the codeword length. We now propose

non-systematic regular RA codes aided IR-CDMA, where different users are distinguished by their

unique user-specific RA generator matrices, i.e. their interleavers.

3.3.3.1 Interleaver Generation

Consider non-systematic regular RA codes, which have a repetition depth ofL and information

packets length ofQ. The generator of an RA code can be designed directly in a structured way,

which is represented byG = G1 × G2, whereG1 is a(Q × QL)-element matrix specified by the

interleaver andG2 is a(QL × QL)-element matrix specified by the accumulator:

G2 =
















1 1 1 1 1

1 1 1 1 1

0 1 1 1 1
. . .

0 0 0 1 1

0 0 0 1 1
















.

The user-specific RA codes become unique by appropriately designing their inherent user-specific

interleaversπu
k . Inspired by the efficient Nested interleaver concept of [125], here we propose

novel user-specific SE interleavers.

Construction of SE Interleavers.The proposed SE interleavers are constructed from a system-

specific base interleaver, a user-specific base interleaver, a so-called constituent interleaver set,

which are then subjected to a position sorting operation, all of which are detailed below.

Thesystem-specific base interleaverπb is a randomly generated interleaver of length-Q. Each

user has a distinctuser-specific base interleaverπb
k , k = 1, . . . , K having the same length-Q as the

system-specific base interleaverπb. The(k + 1)st user-specific base interleaver is an interleaved
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version of thekth user-specific base interleaver rearranged by the system-specific base interleaver

πb, as follows:πb
k+1 = πb(πb

k) andπb
1 = πb.

Theconstituent interleaver setof userk is represented byL number / level of length-Q inter-

leavers, which is formulated asπs
k = {π1, π2, . . . , πL}. Each elementπl ∈ πs

k, l = 1, . . . , L

of the constituent interleaver set is a distinct length-Q interleaver, having the same length as the

system-specific base interleaverπb. The(l + 1)st constituent interleaver is an interleaved version

of the lth constituent interleaver rearranged by the user-specificbase interleaverπb
k , according to

πl+1 = πb
k(πl) andπ1 = πb

k .

Finally, theL number of length-Q interleavers are concatenated to form a unique length-LQ

interleaver. This is carried out by the constituent interleaver setposition sorting operation, as

defined by the position mapping functionf , which maps the indexql = 1, . . . , Q within all the

L number of length-Q constituent interleaversπl ∈ πs
k, l = 1, . . . , L into a single user-specific

interleaverπu
k = f (πs

k) unambiguously mapping theLQ number of input bit positions to the

interleaved positionsq = 1, . . . , LQ. More specifically, the indexql = 1, . . . , Q within any of the

L number of length-Q constituent interleaverπl, l = 1, . . . , L is mapped toq = (ql − 1)L + l.

Cross-correlation Evaluation. Let us now demonstrate the equivalence of our proposed SE

interleavers to random interleavers in terms of the correlation metric introduced in [125]. In other

words, our goal is to demonstrate that despite its significantly reduced memory requirements, the

proposed interleaver generation technique does not increase the correlation between the pairs of

interleaved information sequences in comparison to using random interleavers.

The correlationχ between two independently generated random information bit sequencess1

ands2 interleaved by two different interleaversπ1 andπ2 is given by the scalar product◦ between

π1(s1) andπ2(s2), which can be written as:

χ = |π1(s1) ◦ π2(s2)|. (3.28)

Since evaluating the correlation amongst all possible pairs of random sequencess1 and s2 has a

high computational cost, we seek a lower-complexity alternative [125]. We represents1 ass1 =

∑
N
i=1 αibi, whereαi ∈ {±1} and the vector{bi : bi(i) = 1, bi(j) = 0} of length N is a vector

within the basis setB = [b1, b2, . . . , bN ] ⊂ RN. On the other hand,s2 can be replaced by

generating a setG = [g1, g2, . . . , gN ] ⊂ RN, where each vectorgi of length N has an entry

of gi(j) = −1 when we havej < i and gi(j) = 1 for j ≥ i. Thus the correlation of Eq.

(3.28) becomes the so-called upper-bounded basis correlation vectorχb = [χb
1, χb

2, . . . , χb
N ] defined

in [125], where each entryχb
j , j = 1, . . . , N is represented as:

χb
j =

N

∑
i=1

|π1(bi) ◦ π2(gj)|. (3.29)

Fig. 3.20 demonstrates the normalised average histogram ofthe correlations recorded for both

random interleavers and for our proposed SE interleavers. The total interleaver length was set to
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Figure 3.20:The normalised average histogram of the correlation for both the random interleavers

and our proposed SE embed interleavers. The total interleaver length was set toN = 1024 and we

divided it intoL = 4 constituent interleavers, each having lengthQ = 256. A total number of 100

pairs of interleavers of both random interleavers and our proposed interleavers were averaged.

N = 1024 and we divided them intoL = 4 constituent interleavers, each having a length of

Q = 256. We averaged the correlations over both 100 pairs of random interleavers and 100 pairs

of our proposed SE interleavers. Fig. 3.20 suggests that statistically speaking, both interleaver

families exhibit similar correlations.

Furthermore, the system-specific base interleaverπb can be generated by a shift register based

m-sequence generator. Thus, our proposed scheme, which exhibits similar correlation properties

to those of random interleavers, does not require the storage of all theK-users’ interleavers. Only

m bits have to be stored, wherem in our system is related to the lengthQ = 2m of the source

information packets, rather than to the lengthLQ of the RA aided IR-CDMA coded packets. This

is lower than the storage requirements of the basic Nest interleavers proposed in [125], especially

when the RA aided IR-CDMA coded packets are long.

Simulation ResultsFig. 3.21 compared the BER performance of our proposed RA codes aided

IR-CDMA scheme, where the user-separation is achieved by user-specific SE interleavers to that

of a conventional randomly generated RA coded IDMA configuration [31], where the user separa-

tion is achieved by user-specific interleavers after channel coding. The simulation parameters are

summarised in Table 3.8. Fig. 3.21 shows that our proposed system does not suffer from any BER

performance loss, which implies that having an extra interleaver after channel coding is redundant

in conventional RA coded IDMA systems and hence the employment of ’stand-alone’ unique user-
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Modulation Type BPSK

Channel Type AWGN (Fig.3.21) and UR (Fig.3.23)

Rate of RA Code 0.25

No. of SE levels 4

Info. Packet Length (Q) 1024

Iter No. (Det and Dec) 5 (4 users), 10 (6 users), 20 (8 users)

Iter No. (SPA) 20

Table 3.8: Summary of the simulation parameters.

specific SE generator matrices is sufficient in our RA codes aided IR-CDMA system. When RA

code is employed, only a base interleaver is needed, making the memory requirements independent

of the number of userK. Furthermore, we note that the difference in the memory requirements of

the two systems will become more pronounced upon increasingthe number of usersQ or the block

lengthN. The proposed system will be applicable in situations, where low-delay requirements are

an absolute necessity, for example in speech and video communications.

3.3.3.2 Hybrid Detection

We propose a novel hybrid detection scheme for the sake of supporting large user-load under equal

power scenario.

EXIT chart Analysis. Let us firstly investigate the convergence behaviour of the iterative

multiuser receiver in an equal user-power scenario, i.e. when we haveρk = ρ, ∀k using EXIT

charts [36]. Fig. 3.22 compares two detector’s EXIT curves for aK = 8-user RA-CDMA system

communicating over an uncorrelated non-dispersive Rayleigh fading channel, when employing a

code-rate ofr = 1/4 at Eb/N0 = 11dB, where we employed a sub-optimum PIC detector and the

optimum ML detector.

At the left of Fig. 3.22, which corresponds to theinterference-limitedregion, the ML detector

outputs only marginally higher extrinsic information thanthe PIC detector. As the amount of

availablea priori information increases, the discrepancy between these two EXIT curves becomes

more substantial owing to the suboptimal nature of the PIC detector. Ultimately, these two curves

tend to the corresponding single-user performance, when the effects of interference have been more

or less eliminated, corresponding to thenoise-limitedregion at the right of Fig. 3.22.

Hybrid Detector. As seen in Fig. 3.22, the PIC detector has a more limited ability to exploit the

extrinsic information during the consecutive iterations compared to the ML detector and hence its

performance is suboptimum. Our novel proposition is to use the PIC detector during the first few

iterations and then subsequently activate the higher-complexity, but more powerful ML detector

for a few further iterations to avoid encountering the ”bottleneck” region in the EXIT chart of the

PIC detector. Beyond the EXIT-chart’s bottle-neck region we may then safely activate again the
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Figure 3.21:Comparison of the BER performance of our proposed SE RA codesaided IR-CDMA

to that of conventional randomly generated RA coded IDMA configuration. The simulation pa-

rameters are given in Table 3.8.
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lower-complexity PIC detector.

In order to determine the activation instant of the different detectors, the average of the extrinsic

information’s absolute value|Le
det| generated by the detector is invoked, which is supposed to be

monotonically increasing as the number of iterations is increased. The value of|Le
det| is recorded

after each detector iteration and then compared to that of the previous iteration, resulting in the

incremental value∆ as:

∆ = |Le,l
det| − |Le,l−1

det |. (3.30)

More explicitly, we determine the detector activation order as follows:

Step 1: Initially, we activate the PIC detector.

Step 2: At iteration l, if ∆ < ∆t, the ML detector is activated, where∆t is a small experimentally

predefined positive value.

Step 3: At iteration l, we determine:

1) the actual extrinsic mutual information valueIe,l
dec from the decoder based on the recorded

|Le,l
det|.

2) the requireda priori mutual informationIa,l
det for the PIC detector to get the same|Le,l

det|.
If Ie,l

dec − Ia,l
det > δ, whereδ is a small positive predefined value, we switch to the PIC detector.

As seen in Fig.3.22, the simulation-based stair-case-shaped detection trajectory closely follows

the EXIT curves of the receiver components employing our algorithm. During the initial few itera-

tions, the PIC detector is activated. As the incremental iteration gain of each additional iteration is

reduced, the ML detector becomes activated, in order to overcome the PIC detector’s EXIT tunnel

constriction. When the consecutive iteration gains of the ML detector become sufficiently high

again, the PIC detector is reactivated in the interest of reducing the complexity imposed. In order

to avoid any potential failure to converge, the threshold ofδ used for switching to the PIC detector

should be appropriately adjusted.

Simulation Results.We now show that our proposed hybrid detection is capable of approach-

ing the ML performance thus increasing the user-load. Fig.3.23 portrays the attainable BER perfor-

mance of both the PIC and of the proposed hybrid detectors as afunction of theEb/N0 and as well

as of the number of users supported. The simulation parameters are given in Table 3.8. Observe in

Fig.3.23 that at a multiuser sum-rate ofR = K × r = 2, the PIC detector fails to converge, while

the proposed hybrid detector achieves an infinitesimally low BER atEb/N0 ≈ 11dB. This Eb/N0

value is only about 3dB away from the ergodic Rayleigh fadingchannel’s capacity [20].

As an explicit benefit, the proposed hybrid detector becomescapable of achieving a similar

performance to that of the potentially excessive-complexity ML detector at a moderate complexity,

since it is only activated during the critical detector iterations. Moreover, the ML detector can be
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Figure 3.23:Performance of the rater = 1/4 RA codes aided IR-CDMA system for transmission

over a non-dispersive, uncorrelated Rayleigh fading channel using the proposed hybrid detector.

The simulation parameters are given in Table 3.8.

replaced by any low-complexity near-ML type detector [115], in order to further reduce the overall

complexity.

3.3.3.3 Power Allocation

The capacity of the scalar Gaussian multiple access channelcan be approached by SIC and de-

coding combined with optimum power- or rate-allocation [34]. Motivated by this, we propose a

low-complexity power allocation scheme for our system employing binary near-capacity RA codes,

which are capable of approaching the capacity for sufficiently long information block lengths, given

a total multi-user power constraint ofP = ∑
K
k=1 Pk. We assume having an equal user-rate scenario,

i.e. that we haveR = Kr, whereR andr denotes the sum of the user rates and each user’s rate,

respectively.

The minimum required SNRSNRm at a given multiuser sum-rateR is given by [34],SNRm =

(22R − 1). Our proposed power allocation scheme operates as follows.We set a small incremental

valueτ for representing the difference between the minimumSNRm and the requiredSNRr at the

multiuser sum-rateR as follows:

τ = (SNRr)dB − (SNRm)dB . (3.31)

According to the individual RA decoder of userk, we have a threshold valueSNRt, at which the
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Figure 3.24: The achievable rate of RA codes aided IR-CDMA using the proposed simple power

allocation scheme and SE embedded interleavers for both short information bit length of 4096 and

long information bit length of 10 000.

RA decoder exhibits an infinitesimally low BER. This threshold may be acquired by simulations or

by using a semi-analytic EXIT chart based prediction. Then the power allocated to userk is given

by:

P̂k = SNRt

(
K

∑
j=k+1

P̂j +
P

10
τ
10 SNRm

)

. (3.32)

Furthermore, the difference between the minimum SNR and therequired SNR of userk is given

by:

τk =
(
22r − 1

)

dB
−
(
SNRt

)

dB
. (3.33)

Following the aforementioned power allocation procedure,we calculate the total power consump-

tion according toP̂ = ∑
K
k=1 P̂k. If we have P̂ > P, we set a larger incremental valueτ and

reallocate the individual users’ power. The power allocation is achieved when we havêP = P and

the resultant threshold valueτ quantifies the distance from capacity for the multiuser sum-rateR.

We now show that the RA codes with our proposed simple power allocation scheme and SE

embedded interleavers are capable of achieving the Gaussian multiple access channel capacity.

Fig 3.24 shows the achievable rate of the RA aided IR-CDMA system using the proposed power

allocation regime for both a short information sequence length of 4096 and for a long information

sequence length of 10 000 bits. Although not explicitly shown here due to space limitations, when
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a rater = 1/4 RA code was employed, the actualEb/N0 values required at these two information

sequence lengths for achieving an infinitesimally low BER were observed to be at 0.8dB and 0.5dB,

when using either bit-by-bit simulation or EXIT chart predictions, respectively, in conjunction

with IRA = 50 RA decoding iterations. The minimum decoding thresholdEb/N0 value for a

rater = 1/4 RA code having an infinite information sequence length was reported to be 0.1dB

when using the sum-product decoding algorithm [124]. Hencewe may refer to the corresponding

achievable rate as the approximate RA aided IR-CDMA capacity.

Observe in Fig 3.24 that RA aided IR-CDMA system is capable ofapproaching the Gaussian

channel’s capacity, when employing the proposed power allocation scheme. Whenτk is small, the

overall discrepancyτ of Eq. (3.31) will also be small and as a benefit of the power allocation

algorithm contrived, the system operates close to the achievable channel capacity, as seen in Fig.

3.24. However, the overall differenceτ formulated in Eq. (3.31) increases further, when the number

of usersK becomes high, especially when a short information sequencelength is used. This is

because our power allocation scheme does not take into account the iterative receiver’s operation,

which results in a smallτ at a high multiuser sum-rate. This drawback can be eliminated by

the simulation based power allocation scheme of [85], whichdoes take into account the iterative

receiver’s operation at the cost of a higher complexity. Thus our low-complexity power allocation

is suitable in moderate multiuser sum-rate scenario, e.g.R ≤ 3.

3.4 Conclusion

In this chapter, a specific instantiation of non-orthogonalrandom waveform based multiuser com-

munications, namely IDMA was introduced, where different users are separated by means of their

unique, user-specific explicit chip-interleavers. Based on a detailed literature review concerning

the rationale of the transition from DS-CDMA to IDMA and motivated by the concept of chip-

interleaving, four important benefits of employing IDMA were considered, namely the benefits

of random coding, its improved time diversity, its powerfuliterative receiver architecture and its

flexible joint coding and spreading design.

In Section 3.2, a novel generalized MC-IDM-IDMA structure was proposed and its conver-

gence behaviour was analysed with the aid of EXIT charts. Thedifferences between MC-IDM

and MC-IDMA were highlighted and the multiuser diversity benefits of MC-IDMA were revealed

in Section 3.2.4.2. The proposed system is flexible in terms of either assigning the total system

throughput to a single user or providing a multiple access capability for several users. Furthermore,

in Section 3.2.4.1, the associated coding versus DS-spreading tradeoffs were discussed and our

findings were compared to the characteristics of traditional DS-CDMA. It was found that in con-

trast to the separate DS-spreading and channel coding design of traditional DS-CDMA systems, the

DS-spreading operation should be replaced by a repetition code in the context of IDMA so as to be

jointly designed with the FEC code for the sake of improving the achievable bandwidth efficiency.
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Hence, a general design rule was provided for the low-rate codes of our systems. The associ-

ated complexity versus performance tradeoffs were discussed in Section 3.2.4.3 by investigating

two MUDs’ EXIT curves and a reduced-complexity hybrid MUD concept was provided. Based

on these theoretical studies, in Section 3.2.5, we comparedMC-IDMA to two mature techniques,

namely to OFDMA and to MC-CDMA both in the UL and DL scenario. The potential employ-

ment of IDMA in a practical system as a variant of multicode transmission was also advocated.

Although these tradeoffs are based on semi-analytical EXITchart aided techniques, pure analytical

investigations may be pursued in our future work.

As a natural generalisation of the random coding principle,we proposed the concept of IR-

CDMA, where different users are separated by their unique quasi-random codes. Apart from the

IDMA family, user-specific SE interleaver aided RA codes were proposed in the context of IR-

CDMA. The specially designed SE interleavers significantlyreduce the memory requirements in

a multiuser context, while maintaining the target BER as well as BLER performance. This is

an explicit benefit of using a structured interleaver design. Since RA codes constitute a class of

near-capacity codes, it was also demonstrated that our low-rate RA code aided IR-CDMA system

employing the SE interleavers is capable of approaching theGaussian channel’s capacity with the

aid of the low-complexity unequal power allocation scheme of Section 3.3.3.3. More explicitly, the

discrepancy between the capacity and the achievable throughput of our IR-CDMA is a function of

both the block length as well as of the number of users. As a result, the IR-CDMA system becomes

more suitable for employment in a moderate multiuser sum-rate scenario.



Chapter4
Interleaved Random Space-Time

Coding and Energy Efficient Network

Coding for Multi-Source Cooperation -

Cooperative System Application

Apart from the infrastructure based wireless networks discussed in Chapter 3, the concept of non-

orthogonal random waveform based multiuser communications can also be applied in wireless

ad-hocnetworks. In Section 4.1, we propose a novel distributed IR-STC scheme designed for MSC

employing various relaying techniques, namely Amplify-Forward (AF), Decode-Forward (DF), Soft-

Decode-Forward (SDF) and Differential-Decode-Forward (DDF). We characterise the achievable

slot utilisation efficiency and introduce a two-phase communication regime for our IR-STC aided

MSC in Section 4.1.2. A matrix based formalism is introducedin Section 4.1.3 for describing our

IR-STC scheme and the SE random interleaver contrived in Chapter 3 is employed. We characterise

the achievable performance of the proposed IR-STC design and compare it to that of the traditional

G2 andG4 Orthogonal Space Time Block Code (OSTBC) invoked for MSC in Section 4.1.4.1. The

performance of our IR-STC is then characterised in conjunction with various relaying techniques

under different inter-source Nakagami-m fading channel condition in Section 4.1.4.2.

In Section 4.2, we continue by considering coding schemes designed for energy efficient MSC.

More explicitly, in Section 4.2.2, we propose both a powerful SPC scheme and a PANC scheme.

The concept of generalised network coding is introduced andthe relationship between SPC and Net-

work Coding (NC) is revealed. Our simulation results provided in Section 4.2.4 demonstrate that

both of the proposed schemes are capable of performing closeto the outage probability bound at

relatively low transmit powers. Moreover, compared to the SPC scheme considered, the proposed

PANC arrangement imposes a lower complexity at the cost of a slight performance degradation,

while maintaining the same throughput and delay.
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4.1 Cooperative Interleaved Random Space-Time Coding Scheme

4.1.1 Introduction

MIMO systems [2] are capable of providing both diversity andcoding gains in the context of Space-

Time Codes (STC) [126] as well as of supporting a high multiplexing gain, when using for example

BLAST [127]. However, at the Mobile Station (MS), it may be impractical to accommodate multi-

ple antennas. Apart perhaps from a pair ofλ/2-spaced beamforming elements separated by 7.5cm

at a carrier frequency of 2GHz. Even if multiple antennas areaccommodated by a laptop’s back-

plane, their signals are often exposed to shadow fading, which imposes simultaneous correlated

fading on the elements. In this case, the MIMO-related benefits erode, unless they are combined

with HSPA style adaptive modulation [2]. Alternatively, the novel concept of cooperative com-

munications allows us to assign the MIMO elements to geographically separated cooperating MSs,

which are no longer prone to shadowing-induced correlated fading, leading to the concept of Virtual

MIMO (VMIMO) [128], [129].

Cooperative diversity [130] relying on a distributed MIMO system [115] is capable of elimi-

nating the correlated fading induced diversity-gain erosion of co-located MIMO elements imposed

by the omni-present shadow fading. Hence this novel technique is capable of improving the BER

performance, while supporting a high throughput as well as providing an improved cell-edge cover-

age [131]. It has the potential of beneficially combining thetraditional infrastructure based wireless

networks and the ad-hoc wireless network philosophy [132].Most research in the literature was

dedicated to the aspects of information-theoretic analysis, to creating practical relaying techniques

and to the investigation of distributed STC designs [133–135]. Recently, the Cooperative Multiple

Access (CMA) channel has attracted substantial research interests [135], where multiple sources

forming a cluster of cooperating nodes communicate with thedestination, which is also known as

MSC [136,137].

The main objective of cooperative communications is that ofsimultaneously achieving both

a high multiplexing gain and a high diversity gain [138]. Attractive coded modulation schemes

were designed for both the spatial and time domain, using forexample BICM [21, 61], MLC [59]

and Turbo-BLAST schemes [139]. Similar to turbo-BLAST, recently, a multilayer Interleave Di-

vision Multiplexing (IDM) aided STC was proposed by Wu and Ping in [140], and its potential

applicability in cooperative communications was also alluded to. The resultant IDM-STC was then

investigated and analysed in [141], where a similar performance was reported to that attained by

Alamouti’s STBC.

Against this background, we propose an error-resilient yethigh-throughput IR-STC scheme,

which is contrived for MSC. Our IR-STC designed for MSC exhibits several beneficial properties:

1) It achieves ahigh-throughputas a benefit of its high slot utilisation efficiency with the aid of the

superposition coding concept [57,58]. 2) It has alow BERthanks to the powerful iterative receiver
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employed [75]. 3) Our IR-STC design constitutes anon-orthogonalscheme, which is capable of

approaching the (cooperative) multiple access channel’s capacity [135]. 4) The IR-STC proposed

has the benefit of operating with the aid of using autonomously generated random interleavers,

which facilitates their cooperation without any central controller, even without knowing the number

of nodes. This is in contrast to the conventional distributed OSTBC, where each node emulates a

specific virtual array element of a structured STC. Thus, ourdesign avoids the requirement of

a centralised code allocation procedure. Given the above-mentioned attributes, we refer to the

proposed scheme as adecentralisednon-orthogonal IR-STC.

Our goal is to quantify the slot utilisation efficiency achieved by MSC compared to conven-

tional Single Source Cooperation (SSC), which allows us to simultaneously achieve full diver-

sity and a high throughput. We analyse the achievable rate, power-efficiency and the network-

architecture’s flexibility and contrast the benefits of IR-STC to those of the traditionalG2 andG4

OSTBC design [72]. Furthermore, we investigate several relaying techniques in the context of

our IR-STC aided MSC, such as the AF, DF, SDF and DDF technique. In a nutshell, the novel

contribution of this section is thatwe design a decentralised error-resilient, yet high-throughput

non-orthogonal IR-STC scheme suitable for MSC and characterise its achievable performance,

when employing various relaying techniques and encountering Nakagami-m fading inter-source

channels.

The rest of this section is organised as follows. In Subsection 4.1.2, we describe the MSC

scenarios considered, highlight its slot utilisation efficiency and introduce our novel IR-STC ar-

chitecture designed for MSC. In Subsection 4.1.3, we analyse our IR-STC with the aid of matrix

representation. In Subsection 4.1.4, we outline the achievable benefits compared to the traditional

G2 andG4 OSTBC design and investigate the performance of our IR-STC scheme employing dif-

ferent relaying techniques using simulations. Finally, weconclude our discourse in Section 4.3.

4.1.2 Construction of IR-STC Aided MSC

4.1.2.1 Cooperation Scenario

Consider a cluster of single-antenna sources cooperatively communicating with a destination em-

ploying a single receive antenna resulting in a Virtual Multiple Input Single Output (VMISO) sys-

tem. In this VMISO cluster, we assume having a total ofN Cooperating Sources (CS),K Active

Sources (AS) and(N − K) Relaying Sources (RS). An example of this is illustrated in Fig. 4.1

having 5 CSs, 4 ASs and 1 RS.

Cooperative communications typically entail two phases. In Phase-I cooperation, the source

information emanating from allK ASs is broadcast to allN CSs in a Time Division Duplex (TDD)

manner under the assumption of perfect synchronisation. Bycontrast,Phase-II cooperationis

defined as the joint transmission of a combined IR-STC signalby the concerted action of all the
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Figure 4.1: A two-phase VMISO cooperation cluster having 5 CSs, 4 ASs and1 RS.
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Figure 4.2: Slot utilisation efficiency of Multi-Source Cooperation and Single Source Coopera-

tion.

N CSs. In this Chapter, the superscript(·)(1) and(·)(2) denotesPhase-I cooperationandPhase-II

cooperation.

We assume that all inter-source channels denoted ashs,s and the source-destination channel

denoted ashs,d experience i.i.d Nakagami-m fading obeying the PDF of [1]:

pZ(x) =
2mm

Γ(m)Ωm
x2m−1exp

{

−mx2

Ω

}

, x ≥ 0 (4.1)

wherem ≥ 0.5 is the Nakagami-m fading parameter,Ω = E
{

x2
}

is the variance ofx andΓ(·) is

the Gamma function. In this section, the inter-source channel hs,s is assumed to be asymmetric, i.e.

we havehk,n 6= hn,k, wherehk,n represents the inter-source channel between sourcek and sourcen,

which tend to be in close proximity of each other. Since each of theK ASs transmits its information

in aPhase-I cooperationslot, it is reasonable to assume that the fading envelope is constant in that

slot and fades independently for the different slots. We also assume that the inter-source channels

benefit from a higher effective SNR, i.e. we haveγs,s > γs,d. Furthermore,m > 1 is used only for

the inter-source channels, where an SNR-based node pre-selection scheme may be used for spotting

the specific CSs benefiting from a high-quality channel.
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4.1.2.2 Slot Utilisation Efficiency

As seen in Fig. 4.2, whereN = K = 3, in conventional SSC, each source broadcasts its informa-

tion to all (N − 1) CSs during thePhase-I cooperation, which is followed by a joint relaying of

their information to the destination by the concerted action of the(N − 1) CSs inPhase-II coop-

eration. An entire cooperative transmission phase is concluded, when all K ASs completed their

cooperation. By contrast, MSC is constituted by a full cycleof information broadcasting from all

K ASs to allN CSs duringPhase-I cooperation, followed by their joint transmission to the desti-

nation duringPhase-II cooperation, where each CS transmits allK ASs’ information. Therefore,

each CS simultaneously transmits multiple sources’ information with the aid of their superposition,

resulting in a high throughput. This implies that each source is served simultaneously by multiple

CSs, which are chosen to be those that experience a high-quality inter-source channel and hence

the entire set of ASs benefits from a high diversity gain.

Let us define theslot utilisation efficiencyof a cooperative schemeηs as the ratio between the

time duration required for transmitting allK ASs’ information in a non-cooperative manner and

that necessitated in a cooperative manner. Assume that the information broadcast phase of each

source requires a time duration ofT1, while the joint transmission inPhase-IItakes a time duration

of T2. Thus the slot utilisation efficiency of SSC isηs−ssc = T/(KT1 + KT2), while that of MSC

is ηs−msc = T/(KT1 + T2), whereT is the time duration required for transmitting allK ASs’

information in a non-cooperative manner, which isT = KT1 when TDMA is used. Therefore,

MSC is preferable to SSC in terms of its higher slot utilisation efficiency.

4.1.2.3 Two Phase IR-STC Construction

Phase-I Cooperation.As seen in Fig. 4.3, we assume that each BPSK modulated AS employs two

repetition codesC1 of rater1 andC2 of rater2, which are separated by a AS-specific interleaverπk.

During Phase-I cooperation, thekth AS transmits a repetition coded and randomly interleavedbit-

streamx
(1)
k = C2 {πk[C1(bk)]} , k ∈ [1, K]. Then, depending on whether the inter-source channel

hs,s is known at all CSs, two different transmission modes can be employed, namely coherent

modulation and non-coherent modulation.

Coherent Modulation.During thekth of theK number of available TDD time-slots, thenth

CS receives the signal transmitted from thekth AS, yielding the received signaly
(1)
k,n = hk,nx

(1)
k +

n0, k ∈ [1, K], n ∈ [1, N](k), wheren0 ∼ CN (0, N0) denotes the complex-valued Additive White

Gaussian Noise (AWGN). In this scenario, three relaying techniques are considered.

1. Amplify Forward. The signaly(1)
k,n received by thenth CS is scaled to meet the average power

constraint, yielding:

x̂
(1)
k,n =

y
(1)
k,n

√

N0 + |hk,n|2
. (4.2)
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Figure 4.3: Block diagram of Interleaved Random Space-Time Code aided Multi-Source Cooper-

ation

2. Soft Decode Forward. The soft value (L) of the signaly(1)
k,n received at thenth CS is calculated

as [36]L = 4(|hk,n |2x
(1)
k +R

{

h∗k,nn
}

)/N0. This is then scaled to meet the average power

constraint:

x̂
(1)
k,n =

LN0

4|hk,n |
√

N0 + |hk,n |2
. (4.3)

Eq (4.3) essentially describes an AF technique in an uncodedor repetition coded system,

because the soft valueL can be viewed as an equivalent analogue-valued received signal.

3. Decode Forward. The signaly(1)
k,n received by thenth CS is subject to BPSK hard detection,

resulting in

x̂
(1)
k,n = sign

(

R
{

h∗k,ny
(1)
k,n

})

, (4.4)
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where the superscripts(·)∗ denotes complex conjugation.

Non-coherent Modulation.Whenhs,s is unknown at the CSs, non-coherently detected differ-

entially encoded BPSK (DBPSK) modulation can be employed. Then the transmitted bit-stream

is expressed ass(1)
k (i) = s

(1)
k (i − 1)x

(1)
k (i), i ∈ [1, M], whereM is the length of bit-streamx(1)

k

and s
(1)
k (0) = 1 is a dummy bit used by the DBPSK detector as a reference. Thus,we have

y
(1)
k,n = hk,ns

(1)
k + n0.

Let us assume the presence of slow fading. Thenhs,s may be considered to be constant over

two consecutive bits, hence non-coherent detection is performed according to:

x̂
(1)
k,n (i) = sign

(

R
{

y
(1)∗
k,n (i − 1)y

(1)
k,n (i)

})

= sign
(

R
{

|hk,n|2x
(1)
k (i) + v

})

, (4.5)

wherev ∼ CN (0, 2|hk,n |2N0) is a complex-valued AWGN component having a doubled noise

variance in comparison to coherent detection, where the latter relies on accurate channel knowledge.

When comparing these four relaying techniques, Eq. (4.2) and Eq. (4.3) retain the original

signal, but scale both the signal and the noise component, while Eq. (4.4) and Eq. (4.5) assume

first detecting and then reconstructing the signal, depending on the channel quality. We refer to the

first two techniques asnon-regenerativerelay techniques and to the latter two asregenerativerelay

techniques.

Phase-II Cooperation Following Phase-I cooperation, each of theN CSs detects/scales all

the K ASs’ bit-streams according to the the above four relaying techniques characterised by Eq.

(4.2)-Eq. (4.5). When considering thenth of theN CSs, the joint IR-STC codeword is constructed

as follows

1. Codeword generation: Thenth CS formsK parallel streams

cn,k(i) = x̂
(1)
k,n [N(i − 1) + n], (4.6)

wherei ∈ [1, M/N], k ∈ [1, K]. TheseK streams are interleaved byK distinct interleavers

of the CS-specific interleaver set{πn,k}K
k=1 and then Parallel-to-Serial (P/S) converted tocn.

2. Multilayer mapping: Then the signal transmitted from thenth CS becomes

x
(2)
n (i) =

1√
Ln

Ln

∑
l=1

ρn,le
jθn,l cn[Ln(i − 1) + l], (4.7)

wherei ∈ [1, MK/NLn] andLn is referred to as the number oflayerscontributed by thenth

CS, whileρn,l andθn,l ∈ [0, π) denotes the layer-specific amplitude and phase rotation.

In this section, we assumeLn = L, ρn,l = ρl , θn,l = θl , ∀n ∈ [1, N]. Furthermore, we employ a

layer-specific uniform phase rotation so that theL number of layers are uniformly phase-rotated on

the two-dimensional signal space.
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In contrast to classic mapping and modulation schemes, suchas PSK and QAM, multilayer

mapping, which are based on the theory of multiuser communications, was designed to generate

an approximately Gaussian distributed transmitted signal, which allows the system to approach

the Shannon capacity. The rationale of allocating a different powerρl to each of theL layers

is philosophically similar to that of the multilevel codingconcept, where we create a number of

different protection levels and detect them by gleaning extrinsic information from the previously

decoded levels using multistage decoding. The associated phase rotation has two benefits, namely

that of reducing the Peak-to-Average Power Ratio (PAPR) of the transmittedx(2)
n and makingx

(2)
n

havingL layers more distinguishable for the detector.

An iterative receiveris employed at the destination ofPhase-II cooperation, where either op-

timum but complex ML detection or reduced-complexity suboptimum IC may be employed [140].

Employing different relaying techniques requires different amount of inter-source channel knowl-

edge at the destination. For the regenerative relay techniques of Eq. (4.4) and Eq. (4.5), no

inter-source channel knowledge is required at the destination, while for the non-regenerative relay

techniques of Eq. (4.2) and Eq. (4.3), inter-source channelknowledge is required at the destination.

However for SDF, the knowledge of the inter-source channel’s magnitude|hs,s| at the destination

is sufficient.

4.1.2.4 Effective Throughput of IR-STC

Now, let us discuss the effective throughput of our IR-STC. In this section, we employ repetition

codes of code-rater1 and r2 for both C1 and C2 , respectively, resulting in a total code-rate of

r = (r1 × r2). When considering a cluster ofN CSs, the overall rate of the IR-STC scheme

becomesrIR−STC = rN. When ignoring the throughput reduction imposed byPhase-I cooperation

for the sake of a simple argument, the effective throughput of the cluster employing multilayer IR-

STC may be expressed as:

ηIR−STC = rIR−STC × L. (4.8)

For example, whenr = 1/8-rate repetition codedN = K = 4 sources are in a cluster andL = 7

layers are superimposed at each CSs, an aggregate rate as high asηIR−STC = 3.5 is achievable.

By contrast, consider havingN = K = 4 sources in a cluster using a traditionalG4 type

OSTBC generator matrix (GM) [72]:

G4 =










−x∗4 −x∗3 −x∗2 x∗1 −x4 −x3 −x2 x1

−x∗3 x∗4 x∗1 x∗2 −x3 x4 x1 x2

x∗2 x∗1 −x∗4 x∗3 x2 x1 −x4 x3

x∗1 −x∗2 x∗3 x∗4 x1 −x2 x3 x4










.

The traditional STBC used in MSC operates as follows: 1) exchange the information ofxk, k ∈
[1, K], which requiresK time-slots; 2) joint transmission ofxk, k ∈ [1, K] using allN CSs according
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to the above matrices, where thenth CS transmits thenth row of the above GM. For the sake of

achieving a high throughput, each symbolxk can be modulated onto anM-ary constellation. The

effective throughput of the cluster excluding the overheadof thePhase-I cooperationcan thus be

defined as

ηOSTBC = rOSTBC × log2M, (4.9)

whererOSTBC = 1/2 is the rate of theG4 OSTBC.

4.1.3 Analysis and Design of IR-STC Aided MSC

4.1.3.1 Matrix Representation of IR-STC

Our IR-STC scheme employs a random distributed AS-specific interleaverπk as well as CS-specific

interleaver set{πn,k}K
k=1 for differentiating the various sources. The ’distributed’ nature of the

random interleaver emphasises the fact that in contrast to the centrally controlled random interleaver

assignment regime of classic cellular IDMA-style systems [140], here the interleavers are assigned

autonomously. We adopt a matrix representation for thekth AS’s IR-STCCk. In our scheme, the

information source signalbk of length P is firstly repetition coded byC1, randomly interleaved

by AS-specific interleaver and further repetition coded byC2, yielding the sequencex(1)
k of length

M = P/r, obeyingxk = R2[πk (R1)]bk, where:

R1 = diag [11/r1
, . . . , 11/r1

](M1×P)

R2 = diag [11/r2
, . . . , 11/r2

](M×M1)

are the two repetition codes’ matrices andM1 = P/r1 and the all-one vector is denoted as1N =

[1, . . . , 1]T. The random AS-specific interleaverπk of Fig. 4.3 permutes the corresponding rows in

the matrixR1, yielding the matrixR̂1 = πk (R1). Denote thatG = R2R̂1, the IR-STC matrixCk

of size(M/N × N) is constructed according toCk = Θ̂kBk, where we have

Θ̂k =
[

π1,k

(

Θ
1
k

)

, . . . , πN,k

(

Θ
N
k

)]

(M/N×PN)

Θk =
[

Θ
1
k, . . . , Θ

N
k

]

(M/N×PN)

Θ
n
k =

[

G(n,:), . . . , G(M−N+n,:)

]T

(M/N×P)

Bk = diag [bk, . . . , bk](PN×N) .

where the subscriptG(k,:) stands for thekth row of matrixG.

Our IR-STC employs the random distributed AS-specific interleaverπk as well as CS-specific

interleaver set{πn,k}K
k=1, which results in a distinct IR-STC matrix̂Θk. Then theseK distinct IR-

STCs are superimposed and transmitted simultaneously for the sake of supporting a high through-

put. This random construction is different from the one proposed in [142], where each CS transmits

a random linear combination of the columns of an existing OSTBC.
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Setting 1 2

G G =

[

1 0 1 0 1 0 1 0

0 1 0 1 0 1 0 1

]T

G =

[

1 1 1 1 0 0 0 0

0 0 0 0 1 1 1 1

]T

Θ
1
k Θ

1
k =

[

1 1 1 1

0 0 0 0

]T

Θ
1
k =

[

1 1 0 0

0 0 1 1

]T

Θ
2
k Θ

2
k =

[

0 0 0 0

1 1 1 1

]T

Θ
2
k =

[

1 1 0 0

0 0 1 1

]T

Θ̂k Θ̂k =









1 0 0 1

1 0 0 1

1 0 0 1

1 0 0 1









Θ̂k =









1 0 0 1

0 1 1 0

1 0 0 1

0 1 1 0









Ck Ck =

[

bk(1) bk(1) bk(1) bk(1)

bk(2) bk(2) bk(2) bk(2)

]T

Ck =

[

bk(1) bk(2) bk(1) bk(2)

bk(2) bk(1) bk(2) bk(1)

]T

Table 4.1: Matrix representation of the difference between Setting 1 and Setting 2.

4.1.3.2 Investigation of IR-STC

We now illustrate the IR-STC employed in MSC having three typical settings ofr1 andr2 given a

fixed total code-rater = 1/4 compared to the AlamoutiG2 OSTBC [126] benchmarker represented

by the solid line seen in Fig 4.4, where we haveP = 1024, K = N = 2. The three code-rate

settings are 1)r1 = 1/4 andr2 = 1; 2) r1 = 1 andr2 = 1/4; 3) r1 = 1/2 andr2 = 1/2.

As seen in Fig 4.4, both Setting 2 and 3 have a similar BER as theG2 OSTBC, implying that

these two IR-STCs are capable of achieving full transmit diversity, as theG2 OSTBC does. By

contrast, Setting 1 has the worst performance.

The rationale of these findings is exemplified below. Assuming P = 2, the transmitted in-

formation source signal is expressed asbk = [bk(1), bk(2)]T and the repetition matrices of the

r1 = 1/4-rateR1 in Setting 1 and of ther2 = 1/4-rateR2 in Setting 2 are represented as:

R1 = R2 =




1 1 1 1 0 0 0 0

0 0 0 0 1 1 1 1





T

.
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Figure 4.4: Comparison of the three typical code-rate settings of IR-STC to that ofG2 OSTBC in

cooperative communications.

In this example, the AS-specific interleaver pattern employed in Setting 1 wasπk = [7, 5, 1, 3, 8, 2, 6, 4]

and the CS-specific interleavers employed in both Settings were π1,k = [3, 1, 4, 2] and π2,k =

[4, 2, 1, 3].

In Setting 1, we haveG = πk (R1). Then each row inR1 is randomly mapped ontoG(i,:), i ∈
[1, M] by the AS-specific interleaverπk and dispersed overΘk. In this scenario, all1/r1 = 4

rows corresponding to the same diagonal element ofR1 may be mapped onto the sameΘ
n
k thus

cannot be spread across allN = 2 CSs, which results in a reduced effective number of CSs, i.e.

in a reduced spatial diversity order. In Table 4.1, the resultant bk(1) or bk(2) is assisted only by a

single CS, regardless of the CS-specific interleavers are used.

By contrast, when onlyC2 is employed as in Setting 2, we haveG = R2, and then theith row

in R2 is directly mapped ontoG(i,:) and dispersed overΘk. In this scenario, the1/r2 = 4 rows

corresponding to the same diagonal element ofR2 are mapped across all theN = 2 CSs, although

a different CS-specific interleaver is used by each CS. As seen in Table 4.1, bothbk(1) andbk(2)

are assisted byN = 2 CSs. Hence, Setting 2 benefits from a full diversity.

However, when a sufficiently high number of layers, such asL = 6 is employed, Setting 1

was seen to be best in Fig 4.4, while Setting 2 is incapable of supporting the high throughput of

Setting 1, whereηIR−STC = 3. This is because Setting 1 has a factorN higher effective interleaver

length compared to Setting 2 and hence it is capable of cancelling the interference imposed by

a large number of layers, when an iterative receiver is employed. This implies that Setting 1 is a
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high-throughputmultiplexing-orientedconfiguration, while Setting 2 is a low-throughputdiversity-

orientedconfiguration.

4.1.3.3 Distributed Interleaver Design

The generation of distributed random interleavers used in our IR-STC aided MSC should be carried

out in an efficient manner, while at the same time maintainingtheir random nature. We again

employ the so-called SE interleaver as introduced in Chapter 3. Without loss of generality, we

discuss the generation of AS-specific interleavers. The SE interleavers are constructed from three

hierarchical layers, namely from a system-specific base interleaver, a AS-specific base interleaver

and a so-called constituent interleaver set. These interleavers are then subjected to a position sorting

operation, all of which are detailed below.

Thesystem-specific base interleaverπb is a randomly generated interleaver of length-Q. Ad-

ditionally, each AS has a distinctAS-specific base interleaverπb
k , k ∈ [1, K] having the same

length-Q as the system-specific base interleaverπb. The (k + 1)st AS-specific base interleaver

used in the(k + 1)st TDD slot is an interleaved version of thekth AS-specific base interleaver used

in the TDD slotk, which was rearranged by the system-specific base interleaver πb, as follows:

πb
k+1 = πb(πb

k) andπb
1 = πb.

The constituent interleaver setof AS k is represented byU number/level of length-Q inter-

leavers, which is formulated asπc
k =

{
π1, π2, . . . , πU

}
. Each elementπu ∈ πc

k, u ∈ [1, U] of the

constituent interleaver set is a distinct length-Q interleaver, having the same length as the system-

specific base interleaverπb. The(u + 1)st constituent interleaver is an interleaved version of the

uth constituent interleaver, which was rearranged by the AS-specific base interleaverπb
k, according

to πu+1 = πb
k(πu) andπ1 = πb

k .

Finally, theU number of length-Q interleavers are concatenated to form a unique length-UQ

interleaver. This is carried out by the constituent interleaver setposition sorting operation, as

defined by the position mapping functionf , which maps the indexqu ∈ [1, Q] within all the

U number of length-Q constituent interleaversπu ∈ πc
k, u ∈ [1, U] into a single AS-specific

interleaverπk = f (πc
k). From a different perspective, this implies unambiguouslymapping the

UQ number of input bit positions to the interleaved positionsq ∈ [1, UQ]. More specifically, the

indexqu ∈ [1, Q] within any of theU number of length-Q constituent interleaversπu, u ∈ [1, U]

is mapped toq = (qu − 1)U + u.

4.1.4 Performance Evaluation

In this subsection, we investigate the performance of our IR-STC aided MSC employing different

relaying techniques and stipulating different assumptions concerninghs,s by varying the Nakagami-

m fading parameters. Bothhs,s andhs,d are assumed to be quasi-static, i.e. constant in every 1024
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Simulation Parameter

Info. bit length 1024

Modulation Type BPSK

Code-rate r = 1/8

Cluster Info. N = 4, K = 4

Receiver IC, 30 iterations

Effective Throughput G4 IR-STC ∆1 ∆2

ηIR−STC = 2 M = 16 L = 4 6 -

ηIR−STC = 2.5 M = 32 L = 5 5 -

ηIR−STC = 3 M = 64 L = 6 4 9

ηIR−STC = 3.5 M = 128 L = 7 2 7

ηIR−STC = 4 M = 256 L = 8 -1 4

Relaying Techniques AF SDF DF DDF

Cooperating Source |hs,s| hs,s hs,s -

Destination hs,s |hs,s| - -

Table 4.2:Summary of the simulation parameters and the power gain∆ in dB of IR-STC compared

to G4 OSTBC in MSC, where∆1, ∆2 denotes the power gain corresponding to 16-QAM and 64-

QAM in G4 OSTBC, respectively.

information symbol block, but they are independently fadedbetween the consecutive blocks. The

value ofhs,d is assumed to be perfectly known at the destination, while the knowledge ofhs,s is

either explicitly required or dispensed with at both the CSsand the destination, depending on the

specific relaying technique employed. In all of our simulations, perfect relaying implies that allK

ASs’ information bits are perfectly known at allN CSs. Our simulation parameters are listed in

Table. 4.2.

4.1.4.1 Benefits of IR-STC Aided MSC

We first assume perfect relaying and outline the benefits of our IR-STC aided MSC compared to

the traditionalG4 OSTBC.

Power efficiencyFig. 4.5 demonstrates that the achievable BER performance of our IR-STC

aided MSC scheme is superior toG4 OSTBC aided MSC. In this experiment, Setting 1 was used

for L > 5 and Setting 3 was used forL < 6. It can be seen in Fig. 4.5 that the maximum number

of layers supported wasL = 7, which is equivalent to aG4 OSTBC scheme using a large and

hence error-sensitive 128-QAM constellation, and yet, ourscheme required a lower power than the

4 bit/symbolG4 OSTBC aided 16-QAM scheme, as observed atBER ≤ 10−5.

High throughput In addition to uniform phase rotation, non-uniform power allocation is also

considered. In this paper, no attempts were made to formallyoptimise the power allocation scheme.

Instead, the following simple non-uniform power allocation strategy [86] was adopted, where this
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Figure 4.5: Performance ofG4 OSTBC and IR-STC over quasi-static fading in cooperative com-

munications, whereL = 4, 5, 6, 7 layers corresponding uptoηIR−STC = 3.5 transmission were

supported. Additionally, with the aid of non-uniform powerallocation,L = 8 layers can be sup-

ported.

power allocation strategy under consideration was derivedassuming capacity-achieving codes.

Consider allocating the length-L layer-specific amplitudes, which obeys:

ρ2
l+1 = ρ2

l /β, (4.10)

while ensuring that∑L
l=1 ρ2

l = Pn, where we refer toβ ≥ 1 as the scaling factor andPn is the

maximum total power of thenth CS, which is assumed to be equal for allN CSs.

Returning briefly to Fig. 4.5, it also shows the achievable BER performance of IR-STC aided

MSC, when using non-uniform power allocation of each CS. Upon investigating the most appro-

priate values ofβ experimentally,β = 1.2 was found to be adequate and the number of layers for

which an adequate BER performance was attainable was found to be as high asL = 8, correspond-

ing to a 256-QAM modulated 8 bits/symbolG4 OSTBC scheme, while requiring a lower power

than the 6 bits/symbolG4 OSTBC aided 64-QAM scheme.

The achievable power gain of IR-STC used in MSC was summarised in Table 4.2, where∆

was theEb/N0 gain of IR-STC atBER = 10−4 over conventionalG4 OSTBC scheme having

identical-throughput, i.e. we had∆ = (Eb/N0)OSTBC − (Eb/N0)IR−STC.

Flexibility The design flexibility of IR-STC allows the employment of an arbitrary number of

sources as seen in Fig. 4.6. This implies that IR-STC based MSC can be used in diverse cooperative

scenarios. More explicitly, whenr = 1/8 IR-STC was used, the system was capable of supporting
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Flexible cluster formed by arbitary number of sources
sources can be either active or inactive

cluster 1

cluster 2

Active Source
Inactive Source

Figure 4.6: Flexible cluster formed by arbitrary number of sources.

K = 2, 3, 4, 5 ASs without designing different matrices when the traditional OSTBC code was

employed.

Suffice to say, however that in most practical scenarios having a diversity order of more than

five attains a near-AWGN BER performance and hence there is limited benefit in further increasing

the diversity order, i.e. the number of CSs. This flexibilityis beneficial in terms of forming a

flexible cluster of CSs, allowing sources to freely join or disjoin the cluster of cooperation.

4.1.4.2 Various Relaying Techniques

Let us now investigate various relaying techniques employed in our IR-STC aided MSC, where the

multiplexing-oriented Setting 1 was used.

Fig. 4.7 characterises three different relaying techniques, namely AF, DF and DDF employed

in our IR-STC aided MSC scheme, when the inter-source channel SNR wasγs,s = 20dB. As

expected, the higher the value of the Nakagami parameterm, the less hostile the channel fading

encountered, which results in an improved BER performance for all the three relaying techniques.

For all threem values considered, DF leads to the best BER performance, while the performance

attained by DDF is better than that of AF, except form = 1. The worst performance of AF

relaying is mainly a consequence of its noise enhancement. To elaborate a little further, the inferior

performance of DDF compared to that of DF is a direct consequence of its doubled noise variance,

when non-coherent detection was employed. Form = 1, the effect of noise enhancement imposed

by AF relaying is less severe than that of the doubled noise variance of non-coherent detection

encountered by DDF, as evidenced by the results of Fig. 4.7.

Similar conclusions can also be inferred from Fig. 4.8, which characterises the three different

relaying techniques, when the inter-source channel SNR wasγs,s = 30dB. The inferior perfor-

mance imposed by the doubled noise variance of non-coherentdetection in DDF compared to DF

was less obvious form > 1, since atγs,s = 30dB both DF and DDF become capable of near-error-
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Figure 4.7: Comparison of AF, DF and DDF relaying techniques employed inthe 4-layer IR-STC

aided MSC scheme, when the inter-source channel SNR wasγs,s = 20dB.

free detection, while detection errors persist form = 1 in both techniques. Likewise, it can be seen

in Fig. 4.8 that the discrepancy between AF and DF becomes small because of the less pronounced

noise enhancement, when we have benign fading. However, thedifference of AF and DF remains

relatively high in Fig. 4.9, which characterises all the three relaying techniques at an inter-source

channel SNRγs,s = 30dB, when supportingL = 7 layers per CS. In this case, the effect of noise

enhancement is further aggravated by superimposing more layers for the sake of achieving a high

throughput, although each noise contribution itself may berelatively modest.

Fig. 4.10 compares two non-regenerative relaying techniques, namely AF and SDF employed

in our IR-STC aided MSC scheme, when the inter-source channel SNR wasγs,s = 30dB. It can

be seen that there is only an insignificant difference between these two techniques. However, when

the AF technique is employed, the knowledge ofhs,s is required at the destination. By contrast,

only the knowledge of|hs,s| is required at the destination, when SDF is employed. It can be seen

in Fig. 4.10 that when a carrier phase error ofφ = π/16 is imposed onhs,s at the destination,

a significantly reduced BER performance is observed. This implies that SDF is a better relaying

technique compared to AF, provided that the CSs are capable of acquiring accurate knowledge of

hs,s. However, having the knowledge of|hs,s| at the CS is sufficient for ensuring reliable operation

of the AF technique. We note furthermore that in uncoded or repetition coded systems, SDF essen-

tially becomes an AF technique, which is inferior to the DF technique. When a serial concatenated

outer channel code is employed, SDF becomes capable of enabling soft channel decoding and the

corresponding extrinsic informationL becomes more reliable. This results in a higher mutual infor-
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Figure 4.8: Comparison of AF, DF and DDF relaying techniques employed inthe 4-layer IR-STC

aided MSC scheme, when the inter-source channel SNR wasγs,s = 30dB.
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Figure 4.9: Comparison of AF, DF and DDF relaying techniques employed inthe 7-layer IR-STC

aided MSC scheme, when the inter-source channel SNR wasγs,s = 30dB.
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Figure 4.10: Comparison of AF, SDF and AF subject to carrier phase error atthe destination

employed in the 4-layer IR-STC aided MSC scheme, when the inter-source channel SNR was

γs,s = 30dB.

mation I(x
(1)
k ), which is equivalent to having a reduced noise variance. Therefore, the achievable

performance is expected to be better than that of DF.

All of our previous investigations were based on having a fixed inter-source channel SNR. To

expound further, Fig 4.11 shows three different relaying techniques, namely AF, DF and DDF

employed in our IR-STC aided MSC, when the channelhs,s experiences different Nakagami-m

fading and assuming a consistently higher SNR value than that associated withhs,d, i.e. we have

∆ = γs,s/γs,d > 0dB. It can be seen in Fig. 4.11 that form = 2 DF performs consistently bet-

ter than the other two techniques and approaches the perfectrelaying performance, namely that of

the system, which regenerates the source information without decision errors. Surprisingly, DDF

also performs consistently better than the AF technique. However, when severe Rayleigh fading

is encountered, i.e. we havem = 1, AF has the best performance at high SNR, where the effect

of noise enhancement is negligible. By contrast, the performance of both DF and DDF are unac-

ceptable, owing to the effects of Rayleigh fading. Therefore, ideally the specific relaying technique

used should be determined according to the specific Nakagami-m fading values encountered. This

suggests switching amongst the different relaying modes.

Remarks:We may now conclude that when the SNR of thehs,s channel is better than that of

hs,d, DF is the best relaying strategy in the presence of benign fading. When a sufficiently high-SNR

benign fadedhs,s-channel is experienced, close-to-perfect relaying performance is attainable. The
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Figure 4.11: Comparison of AF, DF and DDF relaying techniques employed inthe 4-layer IR-

STC aided MSC scheme having inter-source channel SNR to source-destination channel SNR ratio

∆ = 5, whenhs,s is subjected to Nakagami fading associated withm = 1 andm = 2.

AF technique is only preferable at high SNRs when severe fading is encountered. DDF performs

consistently worse than DF due to the doubled noise varianceof non-coherent detection. Surpris-

ingly, when the fading is benign, non-coherent DDF without the cost of estimating all inter-source

channel knowledges outperforms the coherent detected AF technique. Therefore, a pre-selection

of the CSs benefiting from a high-SNRhs,s channel-which typically also have high Nakagami-m

values-is important in MSC.

4.2 Cooperative Energy Efficient Coding Schemes

In contrast to the uncoded system discussed in the previous section, we now aim for improving the

energy efficiency of our proposed MSC framework with the aid of two specifically designed coding

schemes, namely SPC and a PANC scheme.

4.2.1 Introduction

Different from classic time-multiplexing, in the SPC scheme the multiple sources’ information is

code-multiplexed in order to generate the superimposed andappropriately rotated composite signal,

which results in a high throughput and low crest-factor. Thus we will introduce an outer channel-

coded SPC-aided MSC arrangement, which will be used as the benchmarker of the proposed PANC
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scheme.

NC may be viewed as a technique of conveying a linear combination of multiple informa-

tion streams, rather than using conventional routing or relaying for delivering these information

flows individually with the aid of classic resource allocation, such as time-multiplexing or code-

multiplexing. The philosophy of network coding was proposed by Yeung [42] for the sake of

enhancing the wired channel’s capacity. The potential diversity gain facilitated by network coding

used in wireless networks was then illustrated for example in [143].

Apart from the original network-layer applications, it hasrecently been recognised that the

physical-layer of wireless networks also benefits from NC. The concept of joint channel coding

and network coding was proposed in the context of the classictwo-way relay channel [144] and

the multiple access relay channel [145], where the concept of distributed channel codes was gener-

alised and the redundancy inherent in the network code was exploited in order to support channel

decoding. The employment of network coding was proposed fora two-user cooperation-aided sce-

nario in [146,147], where a promising performance was observed. However, its extension to MSC

is not straightforward, since the unique recovery of theith information flowsi from an aggregate

of N module 2 superimposed information flows created ass1 ⊕ s2, . . . , sN−1 ⊕ sN is generally im-

possible [148]. We therefore generalise the concept of network coding and propose the so-called

PANC scheme.

In a nutshell, the novel contribution of this section is thatwe propose both a SPC scheme and

a PANC scheme, which are capable of performing close to the best possible outage probability

bound in the context of MSC. Our numerical results show that compared to SPC, the novel PANC

arrangement exhibits a reduced complexity (ι) at the cost of a slight performance degradation (Pbl
e ),

while maintaining the same throughput (η) and delay (τ).

The rest of this section is organised as follows. In Subsection 4.2.2, we describe our MSC

model and propose the SPC and PANC schemes considered. Furthermore, in Subsection 4.2.3, the

iterative receiver structure and the soft PANC decoding algorithm advocated are also discussed.

In Subsection 4.2.4, the outage probability bound of MSC is analysed and the numerical results

characterising both schemes are provided. Finally, we conclude our discourse in Section 4.3.

4.2.2 Cooperative Code Design

We now briefly recall the cooperation scenario introduced inthe previous section. Consider a clus-

ter of single-antenna sources cooperatively communicating with a destination employing a single

receive antenna, which jointly result in a VMISO system, as seen in Fig 4.1. In this VMISO cluster,

we assume having a total ofN CS,K AS and(N − K) RS. Our MSC scheme entails two phases.

In Phase-I cooperation, the source information emanating from allK ASs is broadcast to allN CSs

in a TDD manner under the assumption of having perfect synchronisation. By contrast,Phase-II

cooperationis defined as the joint transmission of a combined signal generated by the concerted
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action of all theN CSs, which will be elaborated on in more detail in the next subsection. There-

fore, each CS simultaneously transmits multiple ASs’ information, resulting in a high throughput.

This implies that each AS is served simultaneously by multiple CSs and hence the entire set of ASs

benefits from a high diversity gain.

In this section, we focus our attention on developing codingschemes for MSC inPhase-II

cooperation, when the so-calleddecode-forwardrelaying technique is employed at each of theN

CSs.

4.2.2.1 Superposition Coding

FollowingPhase-I cooperation, thenth of theN CSs retrieves all theK ASs’ informationŝ
(1)
k,n , k ∈

[1, K] and the transmitted codeword is constructed as follows. Firstly, thenth CS formsK parallel

codewords

cn,k = πk

[

f (ŝ
(1)
k,n )
]

k ∈ [1, K], (4.11)

whereπk is referred to as the AS-specific interleaver andf (·) represents the outer channel coding

function, which is assumed to be the same for all ASs. These AS-specific outer codewords are then

punctured according to

c̃n,k(i) = cn,k[N(i − 1) + n] i ∈ [1, Nc/N], (4.12)

whereNc denotes the codeword lengrh. This is followed by a P/S conversion in order to create a

single codeword

cn = [c̃n,1(1), . . . , c̃n,K(1), . . . , c̃n,1(Nc/N), . . . , c̃n,K(Nc/N)]. (4.13)

Finally, the composite codeword transmitted from thenth CS is BPSK modulated and linearly

superimposed:

x
(2)
n (i) =

Ln

∑
l=1

ρn,le
jθn,l x

(2)
n,l (i), (4.14)

x
(2)
n,l (i) = 2c̃n[Ln(i − 1) + l]− 1, (4.15)

wherei ∈ [1, NcK/NLn] andLn is referred to as the number oflayerscontributed by thenth CS’s

superposition, whileρn,l andθn,l ∈ [0, π) denotes the layer-specific amplitude and phase rotation

respectively. In this treatise, we assumeLn = L, ρn,l = ρl , θn,l = θl , ∀n ∈ [1, N].

Remarks:The rationale of allocating a different amplitudeρl and hence power to each of theL

layers is philosophically similar to that of the multilevelcoding concept of [59], where we create

a number of different protection levels and detect them by gleaning extrinsic information from the

previously decoded levels using multistage decoding. Imposing the associated phase rotationθn,l

has two benefits, namely that of reducing the PAPR of the transmitted signalx(2)
n and makingx

(2)
n

having L layers more distinguishable for the detector. In this section, equal amplitude allocation

and uniform phase rotation are employed.
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4.2.2.2 Physical-layer Algebraic Network Coding

We generalise the concept of NC as a coding functionf (·), which jointly encodes all the incoming

multiple information flows. With the aid of this generalisation, the original NC operation⊕ of

K linearly coded information flowssiGi, i ∈ [1, K] becomes equivalent to encoding the vectors

s = [s1, s2, . . . , sK] using a nested GM, which can be written as:

c = s1G1 ⊕ s2G2, . . . ,⊕sKGK (4.16)

= [s1, s2, . . . , sK][G1, G2, . . . , GK]T. (4.17)

We now proceed to describe the construction of codewords forour MSC taking this novel PANC

principle into account. After retrieving all theK ASs’ information denoted bys = [ŝ
(1)
1,n , . . . , ŝ

(1)
K,n]

and having a length ofKNi, thenth CS generates a total ofκ number of versions of the differently

interleaved information flow and the resultant codewordcn of lengthNc = κKNi is given by:

cn = π1(s)G1 ⊕ π2(s)G2, . . . ,⊕πκ(s)Gκ (4.18)

= [π1(s), π2(s), . . . , πκ(s)]G (4.19)

G = [G1, G2, . . . , Gκ ]
T, (4.20)

where we haveπ1 = π, πi = π(πi−1) and π represents a randomly generated interleaver in

this section. Although in principle an arbitraryG may be applicable, we adopt a simple unity-

rate ACcumulate Code (ACC) [72], having a GM and Parity CheckMatrix (PCM) represented

as

Gacc =










1 1 · · · 1

1 1
. . .

...

1










Hacc =













1

1 1
. . .

1

1 1













. (4.21)

Apart from the non-systematic PANC GM of Eq. 4.21, we may alsogenerate a systematic PANC

by designing the GM as

G =




Iκs 0

0 Gacc



 ,

whereκs number of differently interleaved versions of the originalinformation flows are created,

corresponding to[π1(s), π2(s), . . . , πκs(s)]. Finally, thenth CS transmits a BPSK modulated

punctured codeword according to

x
(2)
n (i) = 2cn[N(i − 1) + n]− 1 i ∈ [1, Nc/N]. (4.22)

Remarks:The concept of NC and SPC may have some intrinsic links. In fact, the authors

of [147] considered the NC concept as a SPC scheme defined overthe Galois Field 2 (i.e. the

operation + in SPC is replaced by⊕ in terms of NC), while the authors of [148] considered the SPC
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Figure 4.12: Iterative receiver architecture of both the SPC scheme employing single-stream de-

coding (left) and PANC scheme employing multiple-streams decoding (right), whereCOM rep-

resents the soft combiner of the multiple streams. Systematic and non-systematic segment are

denoted as broken and solid line, respectively.

concept as a NC scheme defined over the complex field. Therefore, the PANC proposed above may

be considered as a conventional NC scheme exhibiting a channel coding gain, which is a benefit of

the mutual dependencies introduced by the linear module 2 addition of multiple streams. What is

worth noting is that the algebraic property in our PANC emphasises the algebraic channel-coding

aspects within our design.

4.2.3 Iterative Detection and Decoding

4.2.3.1 Receiver Structure

The destination receivesN CSs’ transmitted signalsx(2)
n , n ∈ [1, N], which experienced indepen-

dently faded channelshn, yielding the received signal:

yPANC =
N

∑
n=1

hnx
(2)
n + n, (4.23)

ySPC =
N

∑
n=1

hn

L

∑
l=1

ρle
jθl x

(2)
n,l + n (4.24)

=
N,L

∑
n,l=1,1

h̄n,l x
(2)
n,l + n, (4.25)

whereh̄n,l = hnρle
jθl denotes thelth layer of thenth CS’s signal’s equivalent channel gain andn ∼

CN (0, N0) is the additive circulant complex Gaussian process having avariance ofσ2 = N0/2

per dimension.

The receiver uses iterative DET and DEC as seen in Fig 4.12. Both the SPC and PANC aided

MSC may use the same data detection algorithm. However, the soft channel decoder design of SPC

aided MSC depends on the choice of the specific outer channel coding function f (·) employed in

Eq. 4.11. Hence here we discuss the soft decoding of PANC only.

4.2.3.2 Data Detection

Without loss of generality, we consider the detection of thesystem employing PANC, but again, the

SPC detector may be identical. A host of DET schemes may be invoked, including the powerful
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but complex ML detection scheme, sphere decoding [115], etc. Here we opt for employing a low-

complexity soft interference cancellation scheme [140]. Aiming for the detection ofx(2)
u , Eq. 4.23

may be written as

y = hux
(2)
u + ξ, (4.26)

where ξ denotes the residual interference plus noise. By approximating ξ as a joint Gaussian

random vector, which can be justified by the central limit theorem, we can model the extrinsic LLR

as:

Le
det(x

(2)
u ) = log2

p(y|x(2)
u = +1)

p(y|x(2)
u = −1)

= log2

exp
[
(y − ξ̂ − hu)2/2Vξ

]

exp
[
(y − ξ̂ + hu)2/2Vξ

]

= 2hu(y − ξ̂)/Vξ , (4.27)

where the estimated value ofξ and its variance may be expressed as

ξ̂ =
N

∑
n=1

hn x̂
(2)
n − hu x̂

(2)
u (4.28)

Vξ =
N

∑
n=1

vn|hn|2 + σ2 − vu|hu|2, (4.29)

where the soft estimate of the transmitted signal isx̂
(2)
n = tanh

[

La
det(x

(2)
n )/2

]

and the ’instanta-

neous’ variance isvn = 1 − x̂
(2)
n . It can be seen from above that only thea priori knowledge of

x̂
(2)
n is needed in the derivation of the extrinsic informationLe

det(x
(2)
u ), which is gleaned from the

outer DEC.

4.2.3.3 Decoding of the PANC

The soft decoding of the PANC is analogous to that of a RA code [68]. As seen in Fig 4.12,

it consists of the soft ACC decoder and soft combiner (COM). The PCM of the unity-rate ACC

is defined in Eq. 4.21. When considering a non-systematic PANC, the soft decoder’s graphical

representation is shown in Fig 4.13. After inputting the soft output information of the DET (Le
det)

to the PANC decoder, the soft output of the ACC is forwarded tothe soft combiner COM (Le
acc) of

all κ versions of the differently interleaved information streams [π1(s), π2(s), . . . , πκ(s)], which

are then soft-combined and fed back to the ACC decoder (Le
com) for the sake of providing updated

soft-information for the DET (Le
dec). When a systematic PANC is employed, the soft-output of

the ACC decoder provided for the COM block of Fig. 4.12 corresponds to allκns = (κ − κs)

versions of the differently interleaved information streams [πκns+1(s), . . . , πκ(s)]. The rest of

the soft-information related to theκs versions of the differently interleaved information streams

[π1(s), π2(s), . . . , πκs(s)] is directly fed to the soft-combiner block COM of Fig 4.12, which

means that there is no ACC decoding block between the DET and COM blocks. After carrying out
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Figure 4.13:The factor graph representation of non-systematic PANC.

all the affordable iterations, the soft COM block of Fig 4.12delivers its ultimate soft decisionLp
com

concerningsi, i ∈ [1, K].

The soft-information delivered along each of the edges shown in Fig 4.13 obeys the classic sum-

product algorithm [53], where variable nodes are denoted ascircles and check nodes are denoted

as squares. The message passed along edgej from a variable node to a check node is given by:

Le
j =

dv

∑
i=1,i 6=j

La
i , (4.30)

while that passed along edgej from a check node to a variable node is given by:

Le
j = 2 tanh−1

[
dc

∏
i=1,i 6=j

tanh(La
i /2)

]

, (4.31)

wheredc anddv denotes the check and variable degrees, respectively, i.e.the total number of edges

connected to a check node or variable node.

Remarks:The soft decoding of a PANC is similar to the conventional RA decoding [68], since

both of them employ the sum-product algorithm and inherit quasi-random LDPC code-like prop-

erties [149]. The difference is that in a PANC, a full decoding iteration comprises a three-stage

process, namely the soft-information exchange across the DET ⇋ ACC ⇋ COM decoding chain,

while conventional RA decoding [68] performs a two-stage iteration denoted as ACC⇋ COM.

Because of this similarity, we will employ a RA code, when theSPC scheme is used as the PANC

scheme’s benchmarker in our simulation. The main difference between employing a PANC and

a SPC scheme from a decoding point of view is that the PANC arrangement benefits from the

joint decoding of multiple information streams, while superposition coding performs single-stream

channel-decoding, as seen in Fig 4.12.
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SPC PANC

η N R1 R2 L ι Rc (κs, κns) ι

1/2 2 1/4 1/2 2 (1,5) x 20 1/4 (0,4) 20

1 4 1/4 1/4 4 (1,5,10) x 30 1/4 (0,4) 30

1/4 (1,3) 30

Table 4.3: Simulation parameters in Fig 4.14 and Fig 4.15.

4.2.4 Performance Evaluation

4.2.4.1 Assumptions and Parameters

Let us now quantify the achievable performance of the proposed coding schemes. We assume

error-freePhase-I cooperation, which is achieved with the aid of using CRC during each Phase-I

transmission and by ensuring that cooperation is only activated by a perfect CRC check. The flat

Rayleigh faded channelshn, n ∈ [1, N] between theN CSs and the destination are assumed to be

independent and are perfectly known at the destination. Block fading is used, where the fades are

kept constant during a SPC or PANC codeword, while changed independently between consecutive

codewords.

Before comparing these two coding schemes, we firstly define our performance metric setχ,

which consists of the achievable throughputη, the block error ratioPbl
e , the delayτ and the com-

plexity ι, i.e. we haveχ =
{

η, Pbl
e , τ, ι

}
. The system’s effective throughputη may be defined as

η = RcNLM, whereRc is the channel coding rate,N is the number of CSs,L is the number of

layers when the SPC scheme is employed, while we haveL = 1 when the PANC scheme is con-

sidered. Finally,M denotes the modulation scheme used, which is BPSK for both coding schemes.

For the SPC scheme, we employ a regular rateR1 systematic RA code as the outer channel code

in conjunction with a rateR2 repetition code in oder to facilitate the multiple layers’ superposition.

Thus the total code-rate becomesRc = R1R2. On the other hand, the code-rateRc of the PANC is

defined as the number of differently interleaved versionsκ, as introduced before.

Therefore, by setting the same system throughputη and the same source information segment

length of Ni = 512 symbols, resulting in a fixed delayτ, we compare the two coding schemes

in terms of their block error ratioPbl
e and associated complexityι. The complexityι is simply

quantified in terms of the number of iterations invoked. The total number of iterations of a SPC

aided MSC scheme is the product of the number of DET⇋ DEC iterations and the number of

iterations within the RA code, while that of a PANC aided system is deemed to be proportional

to the number of iterations invoked by the three-stage DET⇋ ACC ⇋ COM decoder chain. The

simulation parameters used are summarised in Table 4.3.
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g1 g2 gs

u.b. |h1|2 |h2|2 (|h1|2 + |h2|2)/2

l.b. |h12|2 + |h1|2 |h12|2 + |h2|2 (|h1|2 + |h2|2)/2

Table 4.4: Effective channel gain used in calculating the outage probability, where |h1| and|h2|
denote the source to destination channel gain, while|h1,2| = |h2,1| denotes the identical inter-

source channels.

4.2.4.2 Outage Bound Analysis

We now perform an outage bound analysis as a reference for thecooperative coding schemes.

Without loss of generality, we discuss theN = 2 MSC aided scenario. The maximum mutual

information I of an N = 2 MSC-aided multiple access channel is equal to the minimum amongst

the individual source’s mutual informationI1, I2 and the sum mutual informationIs, which is given

by [34]

I = min {I1(g1), I2(g2), Is(gs)} , (4.32)

whereIi(gi), i ∈ {1, 2, s} is written in the classic form as a function of the SNRγs and the effective

channel gaingi, more explicitly:

Ii(gi) = log2 (1 + giγs) i = 1, 2 (4.33)

Is(hs) = (1/2) log2 (1 + gsγs) . (4.34)

Table 4.4 collectsgi for different scenarios, where the upper bound (u.b.) corresponds to the no

cooperation scenario, while the lower bound (l.b.) corresponds to the cooperation bound [34],

which has a max-flow min-cut interpretation. The outage probability of a fading channel is defined

as the probability of having a mutual information between the received soft value and the decided

symbol, which is less than the system’s target effective throughputη, formulated as:

pout = Pr [I < η] . (4.35)

Finding the outage probabilitypout at the system’s target effective throughputη and a given SNR

per-bitγb is equivalent to finding

pout = Pr
[
g < gη

]
, (4.36)

wheregη = (2η − 1)/ηγb andg = min {g1, g2, gs}. The minimum outage probabilitypmin
out at a

givenγb value is achieved by lettingη → 0 and it is well known thatlimη→0(2η − 1)/η = ln 2.

4.2.4.3 Simulation Results

Fig 4.14 and Fig 4.15 suggest that both of our proposed codingschemes are capable of approach-

ing the outage probability bound at their corresponding system throughputη. WhenN = K = 2

sources cooperate in a cluster as characterised in Fig 4.14,the non-systematic PANC scheme em-

ploying ιPANC = 20 iterations performs within a small fraction of a dB from the SPC scheme,
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which requires a total ofιSPC = 5× 20 = 100 iterations, hence the former results in a significantly

lower complexity. The same trend was also confirmed, whenN = K = 4 sources cooperate in a

cluster, as characterised in Fig 4.15. However, since the effective system throughputη was doubled

from half to unity, both schemes exhibited a slightly higherdiscrepancy w.r.t. the outage probabil-

ity bound. Observe in Fig 4.15 that the systematic PANC performs better than its non-systematic

counterpart and its performance is close to that of the more complex SPC system. If the affordable

complexity is not an issue, then the SPC system may outperform the PANC system, as seen in Fig

4.15. Since the complexity imposed determines the total power consumption, the PANC scheme

may be considered as being more power-efficient.

It was found in Fig 4.15 that the non-systematic PANC is unable to fully exploit the spatial trans-

mit diversity gain provided byN = 4 CSs due to its randomly designed nature. This is particularly

true, when the effective throughput becomes unity, which may be referred to as a ’fully-loaded’

MSC-aided scenario. The systematic PANC, on the other hand,provides an additional diversity

gain, since the systematic information segment of a codeword facilitates direct communication

with the soft COM of Fig 4.12 at the cost of sacrificing some of the attainable coding gain. When

the effective throughput is less than unity, i.e. the systemis partially-loaded, the non-systematic

PANC performs sufficiently well, as seen in Fig. 4.14. From a classic coding point of view [149],

the systematic information segment provides a certain amount of directa priori information for the

soft COM of Fig 4.12, which becomes particularly crucial, when thea priori information gleaned

from the ACC block of Fig 4.12 is low, as in the fully-loaded scenario. This suggests that the

performance of the PANC scheme proposed may be subject to a coding-gain versus diversity-gain

tradeoff, which may be further investigated in our future work.

4.3 Conclusion

In this chapter, we applied the concept of non-orthogonal random waveform based multiuser com-

munications to cooperative multiple access scenarios. Specifically, in Section 4.1 we proposed the

so-called IR-STC scheme. First of all, the slot utilisationefficiency of our MSC compared to SSC

enables our cooperative mechanism to achieve both a high diversity gain and a high multiplexing

gain. With the aid of the matrix based representation, we compared our IR-STC to the traditional

G4 OSTBC, where the conclusion emerged that our IR-STC is capable of achieving a high through-

put, while maintaining a low BER with the aid of decentralised cooperation, where decentralisation

is achieved by the novel SE random interleaver generation method. All these properties render our

IR-STC design eminently applicable for employment in interference-limited high-user-densityad

hocnetworks, in conventional cellular networks assisted by mobile relays complemented by fixed

wireless relays and in other application-oriented scenarios.

Furthermore, we analysed the achievable performance of ourIR-STC aided MSC employing

various relaying techniques, where we found that when the SNR of the inter-source channel is
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Figure 4.14: BLER of the SPC and PANC scheme aided MSC against their upper and lower

bounds, where we haveK = N = 2 andη = 1/2. The simulation parameters are listed in Table

4.3.
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Figure 4.15: BLER of the SPC and PANC scheme aided MSC against their upper and lower

bounds, where we haveK = N = 4 andη = 1. The simulation parameters are listed in Table 4.3.
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better than that of the source to destination channel, DF is the best relaying strategy in the presence

of benign fading. The AF technique is only preferable at highSNRs, when Rayleigh fading is

encountered. The DDF technique performs consistently worse than DF, while surprisingly, when

the fading is benign, non-coherent DDF operating without the cost of estimating the inter-source

channels outperforms the coherent detection aided AF technique.

In order to improve the achievable performance of the uncoded scenario, we also proposed

two different coding schemes for energy efficient MSC, namely the SPC and PANC schemes of

Section 4.2. The powerful channel coded SPC scheme may be considered as a direct extension of

the uncoded system of Section 4.1, while the PANC scheme may be referred to as a joint network

coding and channel coding scheme, which inherits the benefits of multiplexed random codes in a

distributed communications scenario. The simulation results of Fig 4.14 and Fig 4.15 demonstrate

that both schemes are capable of performing close to the outage probability bound. When compared

to the SPC arrangement, the novel PANC scheme of Section 4.2 exhibits a lower complexity at the

cost of a slight performance degradation, while maintaining the same effective throughput and

delay.

4.4 Appendix - Nakagami-m Distribution and Simulator

The Nakagami-m distribution [62] is capable of modelling severe, moderate, light, or non-fading

environments by adjusting its parameter,m. In fact, the sum of the mutually exclusive Hoyt and Ri-

can models is the Nakagami-m fading distribution [62]. Consequently, Nakagami-m fading signals

have a better fit with empirical measurement-based data. In this appendix, we describe the method

of generating the Nakagami-m distribution with the aid of Gaussian distribution.

4.4.1 Nakagami-m Distribution

A non-negative real-valued random variablex ∈ R≥0 with its PDF:

pZ(x) =
2mm

Γ(m)Ωm
x2m−1exp

{

−mx2

Ω

}

, x ≥ 0 (4.37)

is referred to asNakagami-m distributed, wherem > 0.5 is the Nakagami-fading parameter,Ω =

E
{

x2
}

is the variance ofx and Γ(·) is the Gamma function. It describes the random channel

amplitude distribution of a rich-scattering fading environment having a uniformly distributed phase

in [0, 2π). It is capable of modelling both severe fading (m < 1) and moderate fading conditions

(m > 1) with typical m-values of:

• m = 0 one-side Gaussian distribution

• m = 1 Rayleigh distribution

• m → ∞ Gaussian distribution
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Moreover, form >> 1, the Nakagami-m distribution is well approximated by a Rican distribution

with a RicanK-factor of

K =

√
mm − m

m −√
mm − m

. (4.38)

The PDF of the corresponding instantaneous powerγ = x2 is given by

p(γ) =
1

Γ(m)(γ̄/m)m
γm−1exp

{

− γ

γ̄/m

}

, γ ≥ 0 (4.39)

where we havēγ = E {γ} = Ω.

4.4.2 Analysis of Nakagami-m Distribution

For the sake of generating Nakagami-m fading using Gaussiansource samples, we first underline

the associated probability fundamentals. The rationale ofemploying Gaussian source samples is

conditioned on the relationship of:

Z ⇐⇒ Γ ⇐⇒ χ2 ⇐⇒ N , (4.40)

which indicates that theNakagami-mdistributed variableZ , is the square root of theGammadistri-

bution, i.e. we haveZ =
√

Γ. In essence, the Gamma distribution is the sum of a set of statistically

independent and identically distributed (i.i.d)central chi-squaredistributionsχ2. Moreover, theχ2

distribution can be attained byχ2 = x2, wherex ∼ N (0, σ2) is the normal (Gaussian) distribu-

tion. Note that whenx ∼ N (x̄, σ2) with x̄ 6= 0, the resultantχ2 distribution is referred to as the

non-central chi-squaredistribution.

Let us now commence from the normal distributionN and generate the Nakagami-m distribu-

tion Z according to Eq. (4.40). The PDF ofχ2 is

pχ2(x) =
1√

2πxσ2
exp

{

− x

2σ2

}

, x ≥ 0. (4.41)

The PDF of theχ2
n distribution with n degrees of freedom, which is created fromn Gaussian

distributed variablesxi according toχ2
n = ∑

n
i=1 x2

i with i.i.d xi ∼ N (0, σ2), ∀i is

pχ2
n
(x) =

1

Γ( n
2 )(2σ2)

n
2

x
n
2 −1exp

{

− x

2σ2

}

, x ≥ 0. (4.42)

On the other hand, the PDF of the Gamma distribution with shape parameterk and scale parameter

θ is

pΓ(x) =
1

Γ(k)(θ)k
xk−1exp

{

− x

θ

}

, x ≥ 0, (4.43)

where we havek > 0 andθ > 0. Comparing Eq. (4.43) and Eq. (4.42), the gamma distribution

is equivalent toχ2
n if we havek = n/2 and θ = 2σ2. Furthermore, by lettingm = n/2 and

Ω = 2mσ2, Eq. (4.43) can be expressed as

pΓ(x) =
1

Γ(m)(Ω/m)m
xm−1exp

{

− x

Ω/m

}

, x ≥ 0. (4.44)
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It is widely exploited that ifx has a Nakagami-m distribution with parameters ofm andΩ, then

x2 has a Gamma distribution with a shape parameter ofm and scale parameter ofΩ/m. Thus Eq.

(4.44) is related to the Nakagami-m distribution

pZ(x) =
2

Γ(m)(Ω/m)m
x2m−1exp

{

− x2

Ω/m

}

, x ≥ 0. (4.45)

It is now clear that Eq. (4.44) and Eq. (4.45) are exactly the same as Eq. (4.39) and Eq. (4.37),

respectively.

From our previous discussions, we find that the Gamma distribution is equivalent toχ2
n with

n = 2m degrees of freedom, i.e. we have

Γ =
2m

∑
i=1

x2
i . (4.46)

To elaborate a little further, Eq. (4.46) can be extended as

Γ = α
µ

∑
i=1

x2
i + βx2

µ+1 (4.47)

whereµ = x2my is the integer part of2m andx2
µ+1 is the fractional part, respectively. The weights

α andβ are given by:

α =
2µm +

√

2µm (1 + µ − 2m)

µ (1 + µ)
, (4.48)

β = 2m − αµ. (4.49)

Hence, the resultant Nakagami-m distribution is:

Z =

√
√
√
√α

µ

∑
i=1

x2
i + βx2

µ+1. (4.50)

4.4.3 Nakagami-m Simulator

Based on Eq. (4.50), which essentially describes the relation between the Nakagami-m distribution

and the Gaussian distribution, we can generate Nakagami-m distributed complex random variables

r using existing Gaussian random samples based on the following steps:

1. Generate (correlated) Gaussian random variablesxi ∼ N (0, σ2), i = 1, . . . , µ + 1;

2. Generate the sumy = ∑
µ
i=1 x2

i ;

3. The real part (Re) of r is attained byRe {r} =
√

αy;

4. The imaginary part (Im) of r is attained byIm {r} =
√

βx2
µ+1;

5. Add a random phase rotationr = rexp {jφ}, whereφ is uniformly distributed in[0, 2π).
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Figure 4.16: The PDF and power envelope of Nakagami-m fading, wherem = 0.5, m = 1 and

m = 2.7 from top to bottom and normalised Doppler frequency is 0.1.

The resultant amplitude of the complex random variabler is Nakagami-m distributed, i.e. we have

|r| ∼ Z(m, Ω), whereΩ = 2mσ2. Some of our simulation results are shown in Fig. 4.16,

characterising the PDF as well as a time-domain segment of the Nakagami-m distribution form =

0.5, m = 1, m = 2.7.



Chapter5
Superposition Coding Aided

Multiplexed Hybrid ARQ

In Chapters 3 and 4, the concept of non-orthogonal random waveform based multiuser communi-

cations have been discussed, namely cellular systems and cooperative systems. In this chapter, we

propose a novel superposition coding aided multiplexed HARQ scheme for the sake of improving

both the link-layer and TCP layer efficiency. We present the detailed system design and discuss

the transmission efficiency metrics of both layers, namely the link-layer’s effective throughput and

the TCP layer’s mean frame arrival rate, where the latter is modelled by the classic Markov chain.

Furthermore, the achievable link-layer packet error rate is quantified. It is demonstrated that our

scheme substantially improves the attainable transmission efficiency of both layers and it is partic-

ularly suitable for delay-sensitive services. Hence, the proposed M-HARQ scheme constitutes a

practical application of our general concepts considered in this thesis.

5.1 Introduction

For the sake of further improving the robustness against link adaptation inaccuracy due to various

implementation impairments, such as channel estimation/prediction errors, feedback delay, unpre-

dictable co-channel interference etc, HARQ schemes have been proposed [2, 6], which combine

channel coding with the ARQ protocol. It has been consideredas one of the key link-layer tech-

niques in various standards, such as HSPA [2], the 3GPP LTE initiative [7] and in the WIMAX

system [8]. In HARQ, the receiver asks for a packet’s retransmission using the reverse-direction

channel with the aid of a single-bit Negative-ACKnowledgement (NACK) flag, whenever its cur-

rently decoded packet is deemed to be erroneous based on the decision of the CRC scheme. In

general, the retransmissions in ARQ-aided systems can be carried out in different manners, for ex-

ample using a Type-I packet combing scheme [6] and a Type-II incremental redundancy scheme [6].

The corresponding theoretical throughput, error rate and delay analysis of the classic HARQ
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scheme can be found in [150–152] and in references therein. Advanced MIMO-HARQ schemes

were discussed in [153]. As a virtual MIMO interpretation, the relation between relay-aided net-

works and HARQ schemes was revealed in [154]. Numerous efforts were also made to specif-

ically design channel codes for Type-II HARQ, using for example Rate Compatible Punctured

Codes (RCPC) [155], Raptor codes [156] and rateless codes [157]. Moreover, instead of employ-

ing the traditional CRC, the inherent error detection capability of the channel code was exploited in

the packet reliability estimation aided HARQ scheme of [158]. On the other hand, comprehensive

solutions were designed for HSPA in [159] and for DL Orthogonal Frequency Code Division Mul-

tiplexing (OFCDM) in [160]. Additionally, the modelling methodology of HARQ schemes used

for system-level simulations was developed in [161] and [162].

From a cross-layer point of view [163], HARQ also plays a crucial role in the overall sys-

tem’s transmission efficiency. Multiple retransmissions may occur at different layers of the seven-

layer Open Systems Interconnection (OSI) architecture, which have different functionalities. Higher-

layer retransmissions ensure reliable delivery of the packets over the entire radio access network,

which may requireend-to-endretransmission. By contrast, lower-layer retransmissionaims to

correct transmission errors inflicted by the physical channel based on ahop-by-hopper-packet re-

transmission. These two interacting retransmission functions jointly contribute towards the overall

efficiency of the system.

The TCP supports reliable end-to-end data transmission andfacilitates congestion control,

where the transmission frame loss due to link errors is oftenassumed to be negligible in wired

networks. However, directly transplanting the TCP into wireless applications suffers from link im-

pairments, such as radio link attenuation, fading, handover, mobility and co-channel interference.

For the sake of avoiding congestion due to physical retransmissions induced by channel errors, we

may either conceal the effects of the wireless link from the TCP-enabled transmitter by invoking

channel coding or we make it aware of the wireless channel effects. Various strategies have been

proposed in the literature for combating this retransmission-induced congestion problem, which

can be classified as: split-connection-based solutions [164], proxy-based solutions [165], link-

layer-based solutions and end-to-end solutions [166]. Forexample, link-layer approaches such as

HARQ attempt to conceal the channel-induced packet loss events from the TCP-enabled transmitter

by reducing the effects of wireless link errors with the aid of channel coding combined with retrans-

missions on a prompt packet-based timescale. This solutionis appealing as it does not incur the

typical overhead associated with TCP-awareness and yet obeys the TCP semantics. However, this

HARQ aided approach introduces extra delay due to local linklayer retransmissions, which may

potentially lead to a timeout and hence may trigger the slow-start phase of the TCP transmission.

Against this backdrop, in this chapter we aim at improving the overallend-to-endTCP trans-

mission efficiency by reducing the link layer’shop-by-hopHARQ retransmission delay with the aid

of our proposed superposition coding aided Multiplexed HARQ (M-HARQ) scheme, which jointly

encodes the current new packet to be transmitted and any packets that are about to be retransmitted.
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Figure 5.1: Cross-layer interactions of the HARQ scheme.

In other words, the link-layer retransmissions are embedded in the next new packet’s transmission,

which avoids any potential throughput reduction imposed byretransmissions although naturally,

they do impose additional interference. A similar idea was proposed in [167], which requires a

specifically designed channel code and its application is limited to twin-packet joint transmissions.

As a benefit, our proposed scheme is capable of jointly and simultaneously transmitting multiple

packets and it is equally applicable to both Type I and II HARQtechniques. In addition, our pro-

posed scheme may even be combined with other TCP-related cross-layer designs, such as the Ex-

plicit Loss Notification (ELN) scheme of [168]. Hence, the advocated technique can be seamlessly

integrated with diverse existing and future systems.

In a nutshell, the contribution of this chapter is thatwe propose a novel M-HARQ scheme, which

improves both the link layer as well as the end-to-end TCP layer transmission efficiency at the cost

of a marginal link layer Packet-Error-Ratio (PER) performance degradation, which is imposed by

the associated slight interference degradation.

The rest of the chapter is organised as follows. In Section 5.2, we provide a general description

of the HARQ scheme proposed and contrast it to the classic HARQ approach. Furthermore, the

structure of our proposed M-HARQ arrangement is described,followed by the associated encoding

and iterative decoding algorithms. In Section 5.3, the linklayer and TCP layer transmission effi-

ciency metrics used are introduced. In Section 5.4, both thelink layer PER performance and the

transmission efficiency of both the conventional HARQ and the proposed M-HARQ scheme are

evaluated and discussed. Finally, we conclude our discourse in Section 5.5.
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5.2 Multiplexed Hybrid ARQ

5.2.1 Conventional Approach

Fig. 5.1 provides a simplified model of the classic HARQ scheme along with its interactions be-

tween different layers. The information to be passed from the Radio Link Control (RLC) layer to

the physical layer for transmission over the wireless channel is segmented into a number of packets

having the appropriate size, which are then extended by the classic CRC. These packets are then

subjected to channel coding, link adaptation as well as bit-to-symbol mapping based on the Chan-

nel Quality Indicator (CQI) and further processed for multicarrier transmission, beamforming etc.

The HARQ scheme is only activated, when an NACK signal is fed back by the receiver to the trans-

mitter through the feedback channel, which typically occurs owing to inaccurate link adaptation.

This model suggests that the proposed bit-based M-HARQ scheme is transparent to both the actual

link adaptation procedure considered as well as to the specific physical layer processing employed.

Being a physical-layer-aware ARQ scheme, HARQ combines theCRC encoding function of

the link layer with channel coding in the physical layer. Thefamily of HARQ schemes has two sub-

classes. In Type-I HARQ, the same coded packet is used in consecutive retransmissions, allowing

the receiver having a sufficiently large memory to perform soft combining of the various replicas

of the packets before decoding. Naturally, each packet is also individually decodable for a receiver

without sufficient memory to decode each replica of retransmitted packets, although typically this

results in a residual PER penalty or in an increased number ofretransmissions. By contrast, in

Type-II HARQ, only additional parity is conveyed in consecutive retransmission attempts and the

receiver carries out joint decoding of all collected information as a new reduced-rate code. In or-

der to facilitate decoding with the aid of a single decoder regardless of the code-rate, typically

the family of nested codes is used, where the higher-rate codes are typically punctured versions of

the lower-rate mother-code. Finally, Type-I HARQ may also be viewed as self-decodable Type-II

HARQ using a repetition code.

Following the above conceptual introduction of the two basic types of HARQ schemes, let us

now describe them mathematically. The information arriving from the TCP layer, which is referred

to here as aframe, is partitioned intoM packetsof equal lengthNi, um ∈ {0, 1}Ni , m ∈ [1, M].

These packets are protected by the channel coding functionfc,v ∈ Ω = { f1, . . . , fV} of rate

rc,v ∈ R = {r1, . . . , rV}, whereΩ and R represent a set of predefined discrete rate-compatible

codes and their corresponding rates. The selection of a particular code-rate is based on the CQI

controlling the link adaptation procedure [5]. The maximumnumber of retransmissions isL < M,

i.e. had a total of(L + 1) transmission attempts.

For Type-I HARQ, the same coded packet is repeatedL times, i.e. we havef 0
c,v(um) =

f l
v(um), l ∈ [1, L], where the superscript′0′ stands for the initial transmission. However, for Type-

II HARQ, additional parity is transmitted during consecutive retransmissions without retransmitting
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Figure 5.2: Classic HARQ and the proposed multiplexed HARQ in conjunction with L = 2.

the original information, i.e. we havef i
c,v(um) 6= f

j
c,v(um), i, j ∈ [0, L]. These additional parities

were obtained by either reinserting the previously punctured bits or by further reducing the rate of

the mother code employed, thus the size of retransmitted packets f i
c,v(um), i ∈ [1, L] may not be

identical to that of the original onef 0
c,v(um). After successfully decoding themth packet during the

(L + 1)st transmission attempt, the transmission of the(m + 1)st packet is activated. The whole

process is illustrated in Fig. 5.2.

5.2.2 Proposed Approach

The strategy of transmitting the next new packet only when the successful reception of the current

one was confirmed is highly inefficient, which is analogous tothe widely recognised drawback of

conventional Stop-and-Wait ARQ [6]. However, if the receiver is capable of tolerating a modest

amount of additional interference, the next new packet can be simultaneously transmitted with the

retransmissions of the previousK ∈ [1, L] erroneous packets, as seen in Fig. 5.2. In other words,

M new packets are continuously transmitted, while theK erroneous packets are transmitted on a

virtual channel, appropriately combined with the new packets.

5.2.2.1 Structure

In general, different packets require different number of retransmissions, depending on the instan-

taneous channel conditions. We consider the worst-case scenario, where each packet exploited the

maximum number of retransmissionsL, so that we can evaluate the maximum of the PER after

L retransmissions. In the worst-case scenario considered and when employing the superposition

coding scheme to be introduced shortly, the resultant interference of our M-HARQ arrangement
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becomes similar to that of the ISI effects experienced for transmission over a dispersive channel

in the absence of HARQ transmissions. Analogously, our scheme may be interpreted as generat-

ing Inter-Packet-Interference (IPI) and hence can be represented with the aid of a Toeplitz-matrix

in the form of:

GM−HARQ =













1 1 1

1 1 1

1 1 1

1 1 1

1 1 1













. (5.1)

This band-structured matrix describes the proposed M-HARQscheme for the specific example of

L = 2 andM = 5, where a total ofM + L = 7 packet transmissions are required. More generally,

it may be inferred from Fig. 5.2 that the conventional schemerequires a total ofMr = M(L + 1)

packet transmissions, while our scheme necessitates onlyMr = M + L transmissions.

Remarks:The structure of our M-HARQ scheme may also be related to the relaying scenario,

where the continuously transmittedM packets are oriented from the direct source-to-destination

link while the maximum ofL retransmissions of a specific packet are activated during the consecu-

tive original packet transmissions from a set ofL relay-to-destination links. Hence, the rate-loss of

the consecutive retransmissions of a packet due to orthogonal time diversity achieved by the con-

ventional HARQ scheme is mitigated by the proposed non-orthogonal spatial diversity approach

facilitated by the relaying scenario considered. Relayingscenario was also referred to as a so-

called ’opportunistic multipath scenario’ [169], which more explicitly justifies the efficiency of our

proposed M-HARQ scheme.

5.2.2.2 Encoding

Generally speaking, the joint encoding functionF of the mth transmission can be represented as

F(ua1
, . . . , ua2), where we have:







(a1, a2) = (m, 1) 1 ≤ m ≤ L,

(a1, a2) = (m, m − L) L < m ≤ M,

(a1, a2) = (M, m − L) M < m ≤ M + L.

(5.2)

Although in principle specifically designed coding functions may be created, we opt for the power-

ful superposition coding concept in this chapter:

F(·) =
a1

∑
i=a2

ρie
jθi f
[

f m−i
c,v (ui)

]

, (5.3)

where each superimposed packet is referred to as a layer, while ρi andθi ∈ [0, π) denote the layer-

specific amplitude- and phase-rotation, respectively. Thebenefit of choosing this particular super-

position coding technique is that by opting for this simple linear operation, the specific modulation
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function f (·) and channel coding functionfc,v(·) of the individual layers may be retained. Impos-

ing the associated phase rotationθi has two benefits, namely that of reducing the Peak-to-Average

Power Ratio (PAPR) of the transmitted signal and making the multiple layers more distinguishable.

In this chapter, an identical amplitude allocation and uniform phase rotations are employed for the

individual superimposed layers.

5.2.2.3 Decoding

Our M-HARQ scheme employs iterative Multiple Packets Detection (MPD) and DEC exchanging

extrinsic information between these two receiver components, as seen in Fig. 5.3. We focus our

attention on the MPD algorithm, since the choice of the DEC algorithm depends on the specific

channel code employed. A host of MPD schemes may be invoked, including the powerful but

high-complexity ML detection scheme, sphere decoding [115] etc. Here we opt for employing a

low-complexity soft interference cancellation scheme.

The signal received after themth packet’s transmission may be represented as:

y =
a1

∑
i=a2

hb
mρie

jθi f
[

f m−i
c,v (ui)

]

+ n, (5.4)

wherehb
m is the block-fading channel’s impulse response andhi = hmρie

jθi denotes theith layer’s

equivalent channel gain, whilen ∼ CN (0, N0) is the additive circulant complex Gaussian noise

process having a variance ofσ2 = N0/2 per dimension. When denoting the modulated packet as

xi = f
[

f m−i
c,v (ui)

]
, we consider thenth symbol of themth transmission packet and aim for the

detection of thejth layer’s symbolxj = xj(n), then Eq. 5.4 may be written as

y = hjxj + ξ, (5.5)

where ξ denotes the residual interference plus noise. By approximating ξ as a joint Gaussian

random vector, which can be justified by the central limit theorem, we can model the extrinsic

symbol probability as:

Pe(xj = x) ∝ exp
[
−|y − ξ̂ − hjx|2/2Vξ

]
, (5.6)

wherex ∈ A is the particular realization drawn from the modulation alphabetA. The estimated

value ofξ and its variance may be expressed as

ξ̂ =
a1

∑
i=a2

hi x̂i − hj x̂j, (5.7)

Vξ =
a1

∑
i=a2

vi|hi|2 + σ2 − vj|hj|2, (5.8)
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Figure 5.3: Iterative receiver architecture of themth packet’s reception.

where the soft symbol̂xi and the ’instantaneous’ variancevi are given by:

x̂i = E[xi] (5.9)

= ∑
x∈A

xPa(xj = x), (5.10)

vi = Cov[xi, xi] (5.11)

= ∑
x∈A

|x|2Pa(xj = x) − |x̂i|2. (5.12)

For the decoder of a binary code, the extrinsic non-binary symbol probabilityPe(xj) may be con-

verted to the bit-based extrinsic LLRLe
mpd(d

q
j ), q ∈ [1, Q], where we haveQ = log2 |A| and|A|

is the cardinality, i.e. the number of phases in the modulation alphabetA. The extrinsic LLR of the

qth bit is thus given by:

Le
mpd(d

q
j ) = log2

∑x∈A+
q

Pe(xj = x)Pa(xj = x)

∑x∈A−
q

Pe(xj = x)Pa(xj = x)
, (5.13)

whereA+
q andA−

q denotes the two subsets ofA hosting symbols with theirqth bit being +1 and

-1, respectively. It can be seen from Eq. (5.13) that in the derivation of the extrinsic information

Le
mpd(d

q
j ), only thea priori symbol probabilityPa(xj = x) is needed, which is given by:

Pa(xj = x) = ∏
q∈[1,Q]

1

2

{

1 + dq tanh
[

La
mpd(d

q
j )/2

]}

, (5.14)

wheredq ∈ {±1} is theqth bit’s polarity in symbolx. This corresponds to a bit-LLR to symbol-

probability conversion, where the bit LLRLa
mpd(d

q
j ) is gleaned from the output of the DEC block

of Fig. 5.3.

The jth layer’s extrinsic LLRLe
mpd(d

q
j ) for the mth packet’s transmission is then maximum-

ratio-combined with the corresponding previously detected LLRs stored in the receiver’s buffer,

when Type-I HARQ is employed before soft decoding. When Type-II HARQ is used, the ap-

propriately concatenated detected LLRs of all the pastK ∈ [1, L] retransmission attempts jointly

constitute a codeword, which is then subjected to rate-compatible soft decoding.

Remarks:Instead of superposition coding, multiple packets may be orthogonally multiplexed

within a specific transmission attempt without imposing anyIPI. However, maintaining orthogo-

nality amongst the packets requires additional DS-spreading of the original channel coded packet,
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hence resulting in a rate-loss. Since orthogonal channel codes are hard to design, we may exploit

the multiplexing capability inherently provided by channel codes having a rate less than unity [79]

by differentiating the layers with the aid of their unique, layer-specific channel codes. Naturally,

this is achieved at the cost of an increased complexity and marginal PER performance degradation.

5.3 Transmission Efficiency Metric

A general packet-based wireless network is constituted by awired link spanning from a server to

an Access Point (AP) and a wireless link from the AP to the Mobile Terminal (MT). In this section,

we discuss the transmission efficiency metrics to be appliedfor the link layer and for the TCP layer,

respectively, which are the effective throughputη and the mean frame arrival rateλ.

The following simplifying assumptions are stipulated. Firstly, when considering the TCP

layer’s transmission efficiency, we ignore any propagationdelay over the wireless channel and the

feedback delay encountered during the transmission of the link layer’s error-free ACK and NACK

indication. Furthermore, for transmission over the block fading channel considered in this chap-

ter, the packet error events are independently and identically distributed (i.i.d.), resulting in a low

probability of TCP timeouts due to consecutive packet loss events. Hence, we ignore the so-called

slow-start TCP phase and only consider the congestion-avoidance phase of the widely used TCP

Reno [170]. We also assume that the M/G/1 queue [170] has a Poissonian arrival process having

an arrival rate ofλ, a general i.i.d. service time durationT and a single server.

TCP Reno is one of the protocol variants that is used in order to achieve congestion avoidance.

It uses a mechanism ironically referred to asslow startin order to increase the congestion window

duration after a connection is initialised and after a timeout. When the congestion window duration

exceeds a thresholdTss, the algorithm enters a new state, termed ascongestion avoidance. For

every successful transmission, the congestion window is doubled for each RTT. If a frame loss

occurred, Reno will halve the congestion window duration and enters a phase calledFast Recovery.

On the other hand, if a timeout occurs, slow start procedure is activated.

5.3.1 Effective Throughputη

Let us define the normalised effective throughputη as the product of the throughput per packet

η0 and the total number of packetsM divided by the total numberMr of transmissions required,

yielding η = η0M/Mr, where the per-packet throughput is given by:

η0(γb) = r · b [1 − pe(γb)] , (5.15)

wherer andb are the channel coding rate and the number of bits per symbol determined by the

modulation scheme employed. Furthermore,pe denotes the link layer’s PER as a function of the
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τ the average Round Trip Time (RTT)

D propagation delay in wired link from the server to AP

T expected duration per TCP frame

Dq expected queueing delay

w The congestion window size

B Buffer-size

N the average number of TCP frames transmitted every RTTτ

λ mean transmission frame arrival rate

Table 5.1: Notations used in subsection 5.3.2.

SNR per-bit denoted byγb. This metric assumes that each packet exhausts all theL retransmissions

for the sake of simplified comparisons.

5.3.2 Mean Frame Arrival Rate λ

Before continuing our discussions, the terminology used issummarised in Table 5.1. Our objective

in this subsection is to quantify the TCP layer’s effective throughput for both the conventional and

for the proposed HARQ schemes.

The normalised effective throughput achieved at the TCP layer may be measured by the so-

called mean transmission frame arrival rateλ encountered, which is determined by the average

number of TCP framesN successfully transmitted within the average Round Trip Time (RTT)

τ [171]. In other words, the mean transmission frame arrival rate reflects the average number

of TCP frames successfully served within a unit time, i.e. normalised to the average RTT. More

explicitly, we haveλ = N/τ, whereN = 3w/4 for the Stop-and Wait ARQ regime assumed

in the TCP layer [171]. Below, we will elaborate on the effects of two parameters used in the

calculation ofλ, namely those of the congestion window sizew and of the average RTTτ.

5.3.2.1 Average Round Trip Time

The average RTT is given by

τ = 2D + Dq + E[T], (5.16)

whereD is the propagation delay in the wired link spanning from the server to the AP,E[T] is the

expected transmission duration of a TCP frame andDq is the expected queueing delay, which is

given by the Pollaczek-Khinchine formula of [171]:

Dq = λE
[
T2
]

/ [2(1 − λE [T])] . (5.17)

Let us now derive the first and second moments of the transmission durationT of a TCP frame, i.e.

E [T] andE
[
T2
]

in order to get the average RTTτ.
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Figure 5.4: The Markov model of both the conventional scheme (top) and ofthe M-HARQ scheme

(bottom).

A TCP frame is deemed to be successfully received only when all of its M link-layer packets

are correctly received. If any packet of a TCP frame fails theCRC-test after(L + 1) transmissions,

this frame will be dropped and the next frame queueing in the buffer of sizeB frames is to be sent.

This procedure may be modelled with the aid of a Markov chain as follows [171–173].

Markov chain model Denote the set of states in the Markov chain byS , where|S| = Mr

stands for the maximum number of link layer packet transmissions within a single TCP frame. Let

us consider the conventional HARQ first as seen in the upper part of Fig. 5.4. There are a total of

Mr = M(L + 1) transmission states and each link layer packet of a TCP framehas a maximum of

(L + 1) transmissions. Every erroneous packet transmission occurring with a probability ofej, j ∈
[1, L] leads from the current state represented by a circle to a state transition within the current

packet. Following the final erroneous transmission of the link layer, the entire current TCP frame

is dropped and the corresponding state transition leads directly to the next TCP frame represented

by s1 with a probability ofeL+1. By contrast, a successful transmission having a probability of

ēj, j ∈ [1, L + 1] leads to a state transition by-passing the retransmissionsand initiating a new

packet’s transmission.

However, the proposed M-HARQ scheme exhibits different characteristics, as seen in the lower

part of Fig. 5.4. There are a total ofMr = (M + L) transmission states and each packet has

a maximum of(L + 1) transmissions. The firstL states are associated with a unity transmission

probability, since the maximum number of(L + 1) transmissions of the first packet has not been

exhausted. Once the(L + 1) packet transmissions of the first packet have been exhausted, the

state transmission diagram of Fig. 5.4 traverses to the nextstate corresponding to the next new

packet’s transmission in the current TCP frame with a probability of ē. By contrast, if none of the

(L + 1) transmissions were successful, then the state transition evolves to the next new frame with

a probability ofe.

Transition probability The transition probabilitypc(s, s′) of the conventional HARQ scheme’s

Markov chain from states ∈ S to s′ ∈ S and that of the proposed M-HARQ scheme denoted by

pp(s, s′) are given in Table 5.2, whereej andēj = 1 − ej denotes the probability of erroneous and
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correct link layer packet reception during thejth transmission, respectively. Likewise,e = ∏
L+1
j=1 ej

and ē = 1 − e denotes the probability of erroneous and correct link layerpacket reception after

(L + 1) transmissions, respectively. These transition probabilities are then incorporated in the

transition probability matrixP of size|S| × |S|.

State probability The state probability vectorp hosts the probability of each states ∈ S.

The initial state probabilityp0 is modelled by the entriesp0(s = 1) = 1 and p0(s > 1) = 0.

The transition state probabilitypq at theqth transition phase is given bypq = p0P̂, where we

haveq ∈ [min(L + 1, M), |S|] andP̂ equals to the transition probability matrixP, except that the

transition to states = 1 corresponding to the first column ofP, namely toz = P(:, 1) is omitted

from P to arrive atP̂. Finally, the steady state probabilityps is obtained by solving the linear

equationsps(s) = ∑s′∈S ps(s′)p(s′, s) subject to the constraint∑s∈S ps(s) = 1, wherep(s′ , s) is

given in Table 5.2.

Hence, the first and second moments ofT are expressed as

E [T] =
a1

∑
q=a2

pqztq (5.18)

E
[
T2
]

=
a1

∑
q=a2

pqzt2
q, (5.19)

where we havea1 = |S| anda2 = min(L + 1, M). Furthermore,tq = qt0 stands for the time

required for the transmission ofq link-layer packets with each packet’s transmission duration t0 set

to unity in this chapter.

5.3.2.2 Congestion Window Size

The congestion window sizew in the TCP mechanism is employed to control the frame flow by

additively increasing its window size every RTT, until either the maximum allowable buffer-size is

reached or the congestion is resolved. If so, then the windowsize is halved. Hence the maximum

congestion window size is determined by two design parameters, namely the affordable buffer-size

and the acceptable Frame Error Rate (FER).

We refer to a buffer-size limited scenario, when potentially no frame error events are expe-

rienced, because the window size ofwB is increased until the buffer is filled. The subsequently

arriving TCP frames are then dropped and the window size ofwB is halved in the interest of get-

ting ready for future window expansion to prevent future frame dropping events. The window size

wB is given bywB = B + τ/E[T] + 1 [170], where1/E[T] represents the average TCP frame

transmission rate.

On the other hand, if residual frame error events persist after link layer HARQ retransmissions,

the window sizewe is determined by the residual FERp f
e experienced andwe is halved for the same

reason as argued above. The FERp
f
e corresponds to the maximum of(L + 1) link layer HARQ

transmissions, which is given byp f
e = psze/psz, whereze equals to the vector ofz hosting
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pc(s, s′) {s, s′}
ej S1 = {ij, 1}

i ∈ [1, M − 1], j = L + 1

ej S2 = {(i − 1)(L + 1) + j, s + 1}
i ∈ [1, M], j ∈ [1, L]

ēj S3 = {(M − 1)(L + 1) + j, 1}
j ∈ [1, L]

ēj S4 = {(i − 1)(L + 1) + j, i(L + 1) + 1}
i ∈ [1, M − 1], j ∈ [1, L + 1]

1 S5 = {M(L + 1), 1}
0 s, s′ ∈ S − {Si}5

i=1

pp(s, s′) {s, s′}
e S1 = {i, 1}

i ∈ [L + 1, M + L − 1]

ē S2 = {i, i + 1}
i ∈ [L + 1, M + L − 1]

1 S3 = {M + L, 1}; S4 = {i, i + 1}
i ∈ [1, L]

0 s, s′ ∈ S − {Si}4
i=1

Table 5.2: The transition probability of the conventional schemepc(s, s′) from states ∈ S to

s′ ∈ S and of the proposed schemepp(s, s′).

the transition probabilities leading to states = 1 due to failure. Hence the average number of

TCP frames transmitted between two consecutive frame loss events is roughly1/p
f
e , which is also

approximately given by3we(we/2 + 1)/4, hence we arrive at the window size ofwe ≈
√

8/3p
f
e .

When considering both the buffer-size limited and the FER limited behaviour, the ultimate

window sizew is recommended to be set tow = min(wB, we):

w = min(

√

8/3p
f
e , B + τ/E[T] + 1). (5.20)

Based on the value of both the average RTTτ and the congestion window sizew, the mean frame

arrival rate may be calculated asλ = 3w/4τ, where we obtain the value ofλ by fixed point

iterations.

5.4 Performance Evaluation

5.4.1 PER Investigations

Let us now evaluate the link layer PER performance of our proposed M-HARQ scheme. Fig. 5.5

shows the PER performance of the proposed arrangement against that of the conventional scheme
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Figure 5.5: The PER performance of allL + 1 = 3 transmissions for both the conventional HARQ

and for the firstL + 1 = 3 packets of the proposed M-HARQ scheme.

for a total ofL + 1 = 3 transmissions employing Type-I HARQ. In practice, a total of two or three

transmissions are sufficient, since the HARQ scheme acts like a ’safety net’ in support of the link

adaptation procedure, which is capable of preventing most of the potential packet loss events. In

our simulations, each packet of lengthNi = 256 bits is QPSK modulated and channel coded by

a rate-1/3 irregular systematic RA code [68]. A Rayleigh distributed block-fading channel is used

and the feedback channel conveying the NACK indicator is assumed to be error-free. Again, we

consider the worst case scenario, where each of theM packets employs the maximum affordable

number ofL = 2 retransmissions.

In general, according to the Toeplitz-matrix-like arrangement havingL number of retransmis-

sions, we may investigate the PER of all the(L + 1) transmissions for each of the first(L + 1)

packets, since they correspond to different typical interference patternsΩ. For instance, when

L = 2 is considered, the number of layers for each of theL + 1 = 3 transmissions of theL + 1 = 3

first packets is given byΩpck1 = [1, 2, 3], Ωpck2 = [2, 3, 3] andΩpck3 = [3, 3, 3]. Fig. 5.5 suggests

that during the first transmission the PER performance of ourproposed scheme is the same as that

of the conventional scheme. By contrast, for two and three transmissions, there is an observable

but marginal PER degradation for our proposed scheme compared to that of the conventional one.

Apart from this slight difference, all packets experience anear-identical PER performance.
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5.4.2 Efficiency Evaluation

Let us now investigate the link layer’s effective throughput η for both our proposed M-HARQ

scheme and for the conventional scheme. The PERpe versus the SNRγb per bit of both schemes

was approximated by a 6th-order polynomial fitted to the simulated curves shown in Fig. 5.5.

Then, the normalised effective throughput was calculated and plotted in Fig. 5.6. Observe in

Fig. 5.6 the significantly improved effective throughput ofour proposed M-HARQ arrangement as

compared to that of the conventional one for bothM = 4 and M = 12. When the total number

of transmitted packetsM is significantly higher thanL, the effective throughputη of our proposed

scheme approaches that of the single-transmission scenario, which can be verified by comparing

the results of both theL = 1 and L = 2 scenarios corresponding toM = 4 and M = 12 in

Fig. 5.6, where theL = 0 curve is printed using the continuous line. This implies that there is

only a marginal retransmission delay penalty for our proposed M-HARQ scheme forM → ∞.

More explicitly, the delay penalty may be related to the reduction of the effective throughput by a

factor of M/Mr, which is1/(L + 1) for the conventional scheme andM/(M + L) ≈ 1 for our

proposed scheme forM → ∞.

For example, as illustrated in Fig. 5.6, where point A related to our M-HARQ scheme is

calculated asηA(pe ≈ 0) = r · b[1 − pe(γb)]M/(M + L) = 0.44 and point B related to the

conventional scheme is calculated asηB(pe ≈ 0) = r · b[1 − pe(γb)]/(L + 1) = 0.22, where we

haveM = 4, L = 2 andr = 1/3 is the channel code rate, whileb = 2 for the QPSK scheme

employed andpe(γb = 20) ≈ 0 for both scenarios. This is also true when considering a PER

of pe = 10−1, which is of practical relevance, where the effective throughput of both schemes

in the above example are weighted by1 − pe = 0.9, which areηA(pe = 10−1) = 0.396 and

ηB(pe = 10−1) = 0.198 respectively, although the proposed M-HARQ arrangement has a slightly

higher requiredγb value due to the superimposed interference, as characterised in Fig. 5.5. Thus,

for M = 4 and a total ofL = 2 retransmissions, we have a throughput penalty of 1/3, whilea

throughput penalty of 2/3 for our proposed M-HARQ scheme.

Fig. 5.7 compares the mean successful frame arrival rateλ recorded for a Poissonian source

frame generation process for both the conventional HARQ scheme and for our proposed arrange-

ment at the TCP layer. Two different phenomena may be observed in Fig. 5.7, namely the ’buffer-

size limited’ and the ’FER limited’ situations seen at the right and left of the figure. More explicitly,

at low Eb/N0 values,λ is limited by the high FER imposed by the channel, which activates more

retransmissions. On the other hand,λ is limited by the finite buffer-size ofB TCP frames, when

the FER is low, such aspe ≤ 0.02 for our proposed scheme andpe ≤ 0.003 for the conventional

one. This is clearly seen in Fig. 5.7 upon increasing the buffer-size fromB = 1 to 20 TCP frames.

It can also be seen in Fig. 5.7 that our proposed scheme substantially improves the mean successful

TCP frame arrival rate at lowγb values, before the conventional scheme reaches its buffer-limited

maximum. Although both schemes reach the same maximum valueof λ bounded by the buffer-size
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Figure 5.6: The effective throughput of the first and second retransmissions for both the conven-

tional HARQ and the proposed M-HARQ scheme.

B, the proposed M-HARQ arrangement requires lowerEb/N0 values than the conventional HARQ,

when comparing points A and C in Fig. 5.7. This clearly implies that our scheme is more tolerant

to frame error events and hence has a higher end-to-end throughput as a benefit of employing the

proposed M-HARQ scheme.

5.4.3 Discussion

Let us now discuss both the limitations and the beneficial applications of the M-HARQ arrange-

ment. Our proposed scheme is based on the superposition coding approach and hence the resul-

tant composite packet of multiple superimposed layers becomes effectively ’interference-limited’.

Therefore, the per-layer throughput rate should not be excessive in order to ensure that the decoded

PER remains low and approaches the single-layer best-case performance, as illustrated in Fig. 5.5.

More explicitly, this requirement discourages the employment of high-throughput, but interference-

sensitive high-PER, high-order modulation schemes, although sophisticated MPD algorithms may

be employed to relax this requirement, provided that the complexity imposed remains affordable.

Furthermore, relatively low-rate channel codes are preferred for the sake of supporting the low

PER transmission of multiple superimposed layers at a near-single-layer PER performance. Since

the number of retransmissionsL is typically low in practice, so is the number of superimposed

layers. Hence for example different channel codes and/or interleavers may be used to separate

the layers using the principles of channel code aided [37] orinterleave division multiplexing [31].
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scheme.

Alternatively, orthogonal spreading sequences can be employed for separating the layers at the cost

of reducing their effective throughput proportionately tothe spreading factor. Furthermore, in our

investigations, only a Type-I HARQ scheme was employed based on the argument that Type-II

HARQ provides a limited extra gain over Type-I HARQ for low-order modulation and low-rate

channel coding [159], although the employment of Type-II HARQ is also straightforward.

Remarks: According to Fig. 5.6 and Fig. 5.7, our scheme achieves a significantly higher

effective link layer throughputη and TCP layer mean frame arrival rateλ than the conventional

scheme, which makes our scheme particularly suitable for delay-sensitive low-rate applications,

while providing cell-edge users with an improved end-to-end throughput and transmission integrity.

5.5 Conclusion

In this chapter, as a practical application of the concept ofnon-orthogonal random waveform based

multiuser communications, a novel superposition-aided multiplexed HARQ scheme was proposed,

which jointly encodes the current new packet to be transmitted and any packets that are about to be

retransmitted. The proposed scheme is capable of substantially improving the link layer’s effective

throughput for all transmitted packets at a marginal PER performance degradation. As a result, this

improved link layer transmission efficiency also contributed towards an improved overall end-to-

end TCP transmission efficiency.
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Furthermore, our superposition coding aided arrangement may be readily integrated with ex-

isting systems without substantially modifying the current design. Although only Type-I HARQ

was employed, the extension to Type-II HARQ is also straightforward. However, the proposed

scheme discourages the employment of high-order modulation schemes and favours relatively low-

rate channel codes. Hence, the proposed scheme is particularly suitable for delay-sensitive, low-rate

services and for providing cell-edge users with an improvedend-to-end throughput and/or trans-

mission integrity.

5.6 Appendix - Pollaczek-Khintchine Formula

Let us assume that the packets arrive at an AP according to a Poissonian packet arrival process with

a rate ofλ. The service timeT of packets are i.i.d. random variables having a common PDF and

first as well as second moments ofE[T] andET2]. There is a single server and sufficient storage

for packets to be queued, when finding the server busy. Each packet waits, until it can be processed.

The server can handle only one customer at a time. This particular queueing model is referred to

as the M/G/1 queue in the form of Kendall notation, which is used to describe and classify the

queueing model, where ’M’ represents the Poissonian packetarrival process, ’G’ represents the

i.i.d. service time distribution and ’1’ stands for one service channel (server) [171].

We define theservice loadasρ = λE[T] and assume that we haveρ < 1. Alternatively, we

define theaverage service rateasλs = 1/E[T] and thus, the service load is given byρ = λ/λs.

For a stable system the average packet arrival rateλ should be lower than the average service rate

λs, namelyρ < 1. Hence, the service load can be interpreted as the long-termfraction of time that

the server is busy.

The Pollaczek-Khintchine formula states that the long-term average delayDq per packet spent

in the queue is given by [171]:

Dq = λE[T2]/[2(1 − ρ)]. (5.21)

This formula quantifiesDq and more importantly, it provides further useful insights.Denoting the

squared normalised variance of the service time byc2
s = σ2(T)/(E[T])2, we can formulate a more

insightful expression for the Pollaczek-Khintchine formula as:

Dq = (1 + c2
s )ρE[T]/[2(1 − ρ)]. (5.22)

The above formula shows that the average delay per packet is proportional to the factor(1 + c2
s )/2,

when the average packet arrival rateλ and the mean service timeE[T] are kept fixed.

Differentiation ofDq as a function ofρ shows that the slope of increase ofDq as a function of

ρ is proportional to(1 − ρ)−2. Hence, a small increase in the average packet arrival rate at a load

of ρ = 0.9 causes an increase in the average delay, which is about 25 times higher than it would

be for a load ofρ = 0.5. This demonstrates the danger of designing a stochastic system with too
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high a utilisation level, since a small increase in the service load will in general cause a dramatic

degradation in the system’s performance.



Chapter6
Harmony Search Aided Iterative Joint

Channel Estimation, Multiuser

Detection and Channel Decoding for

DS-CDMA

All the detection algorithms employed in our previous chapters are low-complexity IC schemes.

However, when a large search space is encountered for example in case of multiple antennas,

high order modulation schemes or heavily-loaded multiusersystems, more sophisticated, yet low-

complexity detection algorithm will be required.

In this chapter, a novel MUD scheme is proposed for DS-CDMA systems employing the so-

called HS algorithm, which is a novel meta-heuristic optimisation method. We specifically de-

sign the HS aided MUD for the communications problem considered and apply it in an iterative

joint Channel Estimation (CE), MUD and channel decoding framework. The simulation results

demonstrate that a near-single-user performance can be achieved by the proposed algorithm while

avoiding the excessive-complexity full-search-based optimum detector even in the context of DS-

CDMA systems supporting more users than the number of chips per sequence. Moreover, the HS

algorithm can be efficiently incorporated in an EM based CE framework. As an example, our can-

didate system usingNc = 7-chip random sequences is capable of supporting six times more users

than the number of chips per spreading code at a BER of10−5, while approaching the single-user

performance within about 1dB.

6.1 Introduction

Coded MIMO multiuser systems are typical scenarios in the context of next generation wireless

communications employed for the sake of achieving a high spectral efficiency, which led to high-
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dimensional adaptive modulation and coding in the HSPA system [2]. Near-single-user detection

in such a high-dimensional and highly-correlated space is anon-trivial task. Inspired by the turbo

principle [64], optimum MAP based Joint Detection and Decoding (JDD) scheme can be achieved

by reduced-complexity Iterative Detection and Decoding (IDD) upon exchanging extrinsic informa-

tion between the receiver components without a significant performance compromise [116]. The as-

sociated decoupling of the excessive-complexity joint MAPreceiver into components is facilitated

by the inclusion of an interleaver employed between the detector and decoder, which randomises

and decorrelates the soft information exchanged between them during the iterations. Furthermore,

the interleavers are expected to have a high depth [64] and bedata-specific [31]. Early work on

IDD can be found for example in [74, 75, 116, 117]. Similar to the analysis of LDPC codes [17]

and serial concatenated codes [18], the convergence of IDD schemes is typically investigated by

semi-analytical methods, such as the DE charts [117,174] and EXIT charts [36,112].

In the context of the MUD scheme proposed in this chapter, theoptimum Bayesian MAP detec-

tor has an excessive computational complexity. One may either use the classic MMSE detector [75]

or develop reduced complexity detection algorithms, such as the well-known Sphere Decoding (SD)

aided detector [175] and the Markov Chain Monte Carlo (MCMC)aided detector [176, 177]. Al-

ternatively, stochastic global optimisation techniques may be pursued in order to reduce the com-

plexity, while still capturing the MAP solution with a high probability using for example the class

of Evolutionary Algorithms (EAs) [28], such as the well-known Genetic Algorithms (GA) [178].

Another class of algorithms, which also captured substantial research attention is constituted by

the Swarm Intelligence (SI) algorithms, such as Particle Swarm Optimisation (PSO) [179] and Ant

Colony Optimisation (ACO) [180, 181]. Apart from these algorithms, imitating the improvisation

process of musicians, a new naturally-inspired meta-heuristic optimisation method was proposed

recently, leading to the so-called HS algorithm [47].

In addition to detection and decoding, the receiver also hasto acquire sufficiently accurate

CE [178,182]. Conventional pilot-aided CE suffers from an extra overhead in terms of an increased

bandwidth and power. Furthermore, stand-alone ML suffers from the lack of extrinsic information,

which would be readily available from the outer channel decoder. Hence, the data-aided CE may

be incorporated in the aforementioned IDD framework, so that the estimated channel parameters

can be iteratively improved by the error correction decoder. In particular, the well-established EM

algorithm [183] provides a general framework for solving such problems. In this chapter, the key

idea of our HS aided EM algorithm is that instead of using the truea posterioridistribution of the

transmitted data, given the observation and the current channel estimate, we use thea posteriori

distribution based on the data estimates provided by the HS algorithm.

The novel contribution of this chapter is thatwe design a HS based global optimisation method

for iterative joint CE, MUD and channel decoding. The simulation results demonstrate that the

single-user performance can be approached by our specifically designed HS algorithm without the

excessive complexity of the MAP based MUD even in the challenging scenario of supporting more
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users than the number of chips per sequence. Furthermore, the HS-aided MUD is amalgamated

with the EM based CE framework.Finally, the proposed algorithm is sufficiently general to be

applicable to the linear Gaussian vector model employed forMIMO detection.

The remainder of this chapter is organised as follows. In Section 6.2, we highlight the general

approach of EA and review the original HS algorithm. In Section 6.3 we specifically design the HS

algorithm for our uncoded DS-CDMA MUD problem and develop itin the context of iterative joint

CE, MUD and channel decoding in Section 6.4. We then characterise its performance in Section 6.5

and conclude in Section 6.6.

6.2 Preliminaries of Harmony Search Algorithm

6.2.1 Problem Formulation and the Routine of EAs

Consider the optimisation off (x) subject toxk ∈ Ak, k ∈ [1, K], where f (·) is theFitness Func-

tion (FF),x = [x1, . . . , xK]T is the set ofcandidatescontainingK legitimate variables chosen from

a discrete or continuous alphabetAk, k ∈ [1, K], where the superscript(·)T denotes transpose. In

our MUD problem,K is the number of users andx hosts one of the2K possible legitimateK-user

BPSK modulated candidate vector.

The general routine of employing EAs may be summarised as follows. A population ofK-user

candidates is randomly initialised, where each one represents a potentialK-user MUD solution.

The ’quality’ of eachK-user candidate is evaluated using the FF. Then a selection process is ap-

plied during each iteration in order to form a new population, where the selection process tends to

favour high-qualityK-user candidate. Two tasks are distinguished in this selection process. The

exploitationstep provides the algorithm with the capability of improving and combining the traits

of the currentK-user candidate, while theexplorationstep prevents the candidates from prema-

ture convergence to a potentially local rather than global optimum, without exploring sufficiently

diverse regions of the entire search area, i.e. differentK-user vectors. These two steps jointly main-

tain a sufficiently diverseK-user candidate population to avoid getting trapped in local optima. This

procedure is repeated, until the affordable complexity-budget is exhausted.

6.2.2 The Harmony Search Algorithm

We now briefly review the HS algorithm introduced in [47] and relate it to ourK-user MUD context

in Section 6.3. When a musician improvises, the aesthetic quantification (FF) results from a set of

pitches produced by the music instruments (variables) involved. The musician seeks to produce

aesthetically pleasing harmony (the optimumK-user vector) as determined by his/her aesthetic

perception (FF) inferred from rehearsals (iterations).

There is a range of parameters associated with the HS algorithm. The harmony memory sizeM
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specifies the number of initialK-user harmony candidates stored in the Harmony Memory Matrix

(HMM), which represents the initial population size. The harmony memory activation probability

Pma specifies the typically less than unity probability of a newK-user candidate being selected

from the HMM rather than randomly, where the latter has a probability of (1 − Pma). The pitch

adjustment probabilityPpa specifies the chance of changing the pitch, i.e. that of opting for a newly

generatedK-user candidate from the HMM, rather than using variants of the previous one from the

HMM. Finally, Q represents the total number of iterations or improvisations carried out throughout

the HS algorithm. More specifically, the HS algorithm can be summarised as follows:

6.2.2.1 Step 1 - Initialisation

A set ofM initial K-user harmony candidates is generated and stored in the HMM.More explicitly,

to initialise the HMMX0 = [x0
1, . . . x0

M], each variablex0
m,k, m ∈ [1, M], k ∈ [1, K] is generated

either randomly from a uniform distribution based on its legitimate alphabetAk or from a mutated

version of a rough initial value, such as the MMSE estimate, wherex0
m,k denotes thekth variable of

themth K-user harmony candidate vectorx0
m in the HMM.

6.2.2.2 Step 2 - Improvisation

At iteration q ∈ [1, Q], the newK-user harmony candidatexnew is generated using an appropriate

combination of the following HS operations:memory activation, pitch adjustmentand random

selection. More particularly, the newK-user harmony candidate of theqth iteration is either selected

from the HMM Xq−1 of the previous iteration with a probability ofPma or chosen randomly from

the legitimate alphabet with a probability of(1 − Pma).

Once aK-user candidate was selected fromXq−1, then according to [47] a further pitch adjust-

ment characterised by a step of∆ may be applied with a pitch adjustment probability ofPpa, where

the specific value of each variablexnew
k , k ∈ [1, K] of the newK-user harmony candidate is tuned to

match the neighbouring values in its legitimate candidate solution alphabetAk. We emphasise in

advance that this is a challenging task, when incorporatingthe HS algorithm into the MUD problem

having a binary alphabet, since the original fine-tuning technique of [47] would entail binary tog-

gling of the related bit and hence lead to a dramatically differentK-user counterpart. Our solution

to this problem will be proposed in the next section.

Again, the probabilitiesPma andPpa control the exploration and exploitation phase of the op-

timisation algorithm, respectively and the correspondingpseudo-code of this procedure is seen in

Table 6.1.
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Table 6.1: Pseudo-code of the improvisation step

for k = 1, . . . , K do

if U(0, 1) ≤ Pma do

xnew
k = x

q−1
mi,k

, mi ∼ U [1, M]

if U(0, 1) ≤ Ppa do

xnew
k = xnew

k ± ∆ ∈ Ak

end if

elsexnew
k ∈ Ak

end if

end for

6.2.2.3 Step 3 - Updating

The new harmony candidatexnew generated replaces the worst harmony of the HMMXq−1, pro-

vided that its score measured in terms of the FF is better thanthat of the worst harmony inXq−1.

Otherwise, no changes are made in the HMM, namely we haveXq = Xq−1.

6.3 Harmony Search Aided Multiuser Detection of Uncoded DS-CDMA

6.3.1 System Model and the Fitness Function

Let us now first apply the HS algorithm in our MUD problem of an uncoded DS-CDMA system.

Consider an uncoded BPSK modulatedK-user DS-CDMA system employing user-specificNc-chip

spreading sequences. The canonical linear Gaussian systemmodel of thenth symbol can be written

as:

y = Cx + n, (6.1)

wherey ∈ RNc×1, x ∈ RK×1 andC ∈ RNc×K are theNc-chip received sample vector where

each chip-value is constituted by the superposition of theK users’ chips, theK-user transmitted

symbol vector and the DS-CDMA spreading matrix, respectively as visualised in Fig 9.9 of [28].

Furthermore,n ∈ RNc×1, ni ∼ N (0, σ2) is the AWGN vector.

Given the knowledge of the spreading matrixC at the receiver, the objective of the receiver is

to maximise the joint APPP(x|y), which is given by:

P(x|y) = p(y|x)P(x)/p(y)

∝ p(y|x). (6.2)

This is proportional to the likelihood functionp(y|x), where we ignored the irrelevant part ofp(y)

and assumed having an identicala priori probability P(x) for each legitimate transmitted symbol
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as far as the uncoded system is considered. The likelihood function p(y|x) may then be expressed

as:

p(y|x) ∝ exp
{
−||y − Cx||2/2σ2

}
. (6.3)

In this case, the MAP criterion reduces to the ML criterion. Hence, the FF equals to the likelihood

function and we aim at finding the solution:

x∗ = arg min
x∈A

||y − Cx||2, (6.4)

where the cardinality of the set is given byA = ∏
K
k=1 Ak, which is 2K for the BPSK scheme

employed. Hence the complexity imposed by the ML detector isexponentially increased withK.

Therefore, we resort to an alternative near-ML optimisation method, namely to the HS aided MUD,

which evaluates Eq. (6.4) only for a fraction of the2K candidates and yet captures the ML solution

with a high probability.

6.3.2 Harmony Search Aided Multiuser Detection

6.3.2.1 Naive Transplanting

We initialise our specific HS algorithm by randomly generating M number ofK-user candidate

harmony vectorsX0 = [x0
1, . . . x0

M] from the set of2K legitimate solutions. At each iterationq, a

newK-user harmony vectorxnew is generated either from the HMMXq−1 with a probability ofPma

according toxnew
k = x

q−1
mi,k

, mi ∼ U [1, M], k ∈ [1, K], which implies inheriting thekth bit of one

of the M candidate vectors in the(q − 1)th iteration,k ∈ [1, K] or randomly from the alphabet

xnew
k ∈ Ak = {±1} with a probability of(1 − Pma). The newly generatedK-user harmony

vector replaces the harmony vector of the worst FF inXq−1, provided it is fitter than the worst one,

otherwise it will be dropped. Then we continue by settingXq = Xq−1 for the next iteration.

However, the above direct employment of the HS aided MUD results in a poor performance,

since in the particular MUD problem only binary data of{±1} are considered, which is incompat-

ible with the pitch adjustment step of the original HS proposal. Thus, instead of ’tuning’ thekth

binary value ofxnew
k to its opposite based on the predefined pitch adjustment probability of Ppa in

an binary manner, we propose to take the soft information associated withxnew
k into consideration

for determiningPpa. As a result, the specific value ofxnew
k will be toggled to the opposite binary

value during each pitch adjustment step based on the probability containing its soft information.

6.3.2.2 Pitch Adjustment

More explicitly, after randomly selecting aK-user base harmony vectorxb at iterationq from the

HMM Xq−1 with a probability ofPma, the pitch adjustment is carried out by generating thekth

variable xnew
k based on the marginal APPP(xb

k |y, xb
−k) of the base harmony vector, wherexb

−k

denotes theK-user base vector with thekth elementxb
k excluded. This marginal APP represents
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the soft information ofxnew
k and acts as the replacement ofPpa in the original HS proposal [47].

An additional benefit of this is that the marginal APP is automatically updated after each iteration,

rather than being used unaltered throughout the MUD process, as it originally set before the opti-

misation. The Log-Likelihood Ratio (LLR) of this marginal APP may be conveniently evaluated in

the following way:

Lpa = ln
P(xb

k = +1|y, xb
−k)

P(xb
k = −1|y, xb

−k)

∝ ln
p(y|xb

k = +1, xb
−k)

p(y|xb
k = −1, xb

−k)

= (||y − Cxb
k−||2 − ||y − Cxb

k+||2)/2σ2, (6.5)

where the subscript+/− indicates the sign of thekth elementxb
k of theK-user base vector. Note

that in Eq. (6.5) we dropped the identicala priori probability ofP(xb
k). Then we have:

Ppa(xnew
k = +1) =

1

1 + e−Lpa
. (6.6)

In this case, thePma-basedmemory activationand thePpa-basedpitch adjustmentmerge into a

single joint step and the exploration of a sufficiently diverse range of solutions is ensured by using

both arandom selectionof the K-user harmony candidate vector with a probability of(1 − Pma)

and by a randomly selectedK-user base vector from the HMM at each iteration. The remainder of

the algorithm follows the same procedure as discussed in Section 6.2 and the pseudo-code of our

HS-aided MUD algorithm may be seen in Table 6.2.

6.4 Harmony Search Aided Iterative Receiver

6.4.1 System Model and Optimum Soft Multiuser Detection

We now proceed to extend our HS-aided MUD in the context of theentire iterative receiver, leading

to the soft HS-aided MUD. In addition to Eq. (6.1), the systemmodel becomes:

Y = CHX + N, (6.7)

whereY ∈ CNc×N, X ∈ RK×N andN ∈ CNc×N denotes the matrix of received signal samples,

transmitted symbols and noise samples of a given transmission frame having a block length of

N bits. Furthermore,H = diag [h1, . . . , hk] contains the block-invariant complex channel to be

estimated. Furthermore,R and Ni represent the channel code rate and information frame length,

hence we haveN = Ni/R.

Turbo-style iterative CE, MUD and channel decoding is employed as seen in Fig. 6.1, where

each CE update will be based on the soft output of the IDD scheme and the new CE results will

again be used by the IDD. We will first design the Soft-HS (SHS)aided MUD algorithm assum-

ing perfect channel knowledge and then demonstrate that ourSHS-aided MUD algorithm can be

efficiently applied in the EM based channel estimation framework.
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Figure 6.1: Iterative channel estimation, multiuser detection and channel decoding.

Assuming that a long interleaver is employed between the MUDand channel decoder, which

decorrelates the soft information exchanged during the consecutive iterations, we focus on thenth

symbol intervalyn = CHxn + n and drop the symbol indexn. In the BPSK modulated system, the

MUD delivers soft information in terms ofextrinsicLLRs denoted byLe(x) to the outer channel

decoder based on the observation of the inputa priori LLRs denoted byLa(x). Since all users’

information is independent of each other, theextrinsicLLR of the kth user is given by:

Le(xk) = L(xk) −La(xk), (6.8)

where thea posterioriLLR L(xk) is given by:

L(xk) = ln
P [xk = +1|y,La(x)]

P [xk = −1|y,La(x)]

= ln
∑∀x−k

P [xk = +1, x−k|y,La(x)]

∑∀x−k
P [xk = −1, x−k|y,La(x)]

, (6.9)

noting that the optimum Bayesian approach aided summation leads to the consideration of all pos-

sible 2K−1 such vectors. Obviously, this potentially prohibitive complexity should be avoided.

In the following, we will show that the SHS algorithm is capable of providing a low-complexity

alternative.

6.4.2 Soft Harmony Search Aided Multiuser Detection

The idea of the SHS algorithm is that we gather a sufficient number of K-user candidate vectors

afterQ iterations in the final HMM, each contributing significantly(in enchanting harmony) to the

evaluation of the overall summation, where the significanceis quantified by the FF. This in principle

approximates the summation of all legitimateK-user vectors in terms of the Bayesian optimum of

Eq. (6.9). Compared to the hard HS-aided MUD of Section 6.3, the following three aspects have

to be modified in order to formulate the SHS algorithm.

6.4.2.1 Fitness Function

The FF to be evaluated in the SHS is defined as the joint APP of the K-user transmitted vectorx

based on the observationy and thea priori LLRs La(x) provided by the channel decoder, which
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may be expressed as:

f (x) = P [x|y,La(x)]

∝ p(y|x)P [x|La(x)]

∝ exp
{
−||y − CHx||2/2σ2

}

∏
∀k

P [xk|La(xk)]

= −||y − CHx||2/2σ2 + ∑
∀k

ln Pa(xk), (6.10)

where in the third line, we exploited the fact that each user’s bits are independent of each other,

leading toP(x|La(x)) = ∏∀k P [xk|La(xk)], while in the last line, we exploited the monotonic

nature of the FF, leading to a numerically efficient log-domain expression. Moreover,Pa(xk) of

Eq. (6.10) denoting thea priori probability of each userxk may be expressed as:

Pa(xk = +1) =
1

1 + e−La(xk)
. (6.11)

6.4.2.2 Pitch Adjustment

The relation between the LLRLpa of the marginal APP and thea priori informationLa(xk) is

revealed upon expanding Eq. (6.5) by taking into account thea priori informationLa(xk):

Lpa = ln
P
[
xb

k = +1|y, xb
−k,La(xk)

]

P
[
xb

k = −1|y, xb
−k,La(xk)

]

= ln
p(y|xb

k = +1, xb
−k)

p(y|xb
k = −1, xb

−k)
+ La(xk). (6.12)

This value is then used in Eq. (6.6).

6.4.2.3 Soft Output

After Q iterations, a list ofK-user candidate vectors with reasonably good fitness was generated.

Then Eq. (6.9) is evaluated based on theK-user candidate vectors in the final HMMXQ, which can

be expressed as:

L(xk) = ln
∑x−k∈XQ P [xk = +1, x−k|y,La(x)]

∑x−k∈XQ P [xk = −1, x−k|y,La(x)]

= ln ∑
x−k∈XQ

exp { f (xk = +1, x−k)} −

ln ∑
x−k∈XQ

exp { f (xk = −1, x−k)} (6.13)

≈ max
x−k∈XQ

f (xk = +1, x−k)−

max
x−k∈XQ

f (xk = −1, x−k), (6.14)

where the above approximation exploited the Jacobian logarithm ln(ea + eb) = max(a, b) +

ln(1 + e−|a−b|). Eq. (6.14) represents the LLRs of the soft APP output of considering all the
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K-user candidate vectors in the final HMM. When considering the extrinsic LLR Le(xk), the

correspondingextrinsic FF value f e(x) is substituted in Eq. (6.14), which may be given by

f e(x) = f (x) − ln Pa(xk).

We may seek a further reduced-complexity sub-optimum output by considering only the best

harmony vectorx∗ = maxx∈XQ f (x) of theQth iteration. In this case, Eq. (6.9) becomes:

L(xk) = ln
P
[
xk = +1, x∗−k|y,La(x)

]

P
[
xk = −1, x∗−k|y,La(x)

] , (6.15)

and we will use Eq. (6.15) as the soft APP output of our SHS-aided MUD.

6.4.3 Soft Harmony Search Aided Channel Estimation

Let us now demonstrate that our SHS-aided MUD algorithm can be efficiently applied in the EM

based CE framework, leading to the new joint iterative CE, MUD and channel decoding. In this

case, the entire observation frame of received samplesY is considered rather than just a single

symbol intervalyn, n ∈ [1, N]. Let us now introduce the notationh = [h1, . . . , hk]
T and recall

from Eq. (6.7) that the ML estimate of the channel conditioned on the observation ofY is given by:

h∗ = arg max
h

p(Y|h). (6.16)

However, the explicit expression of the likelihood function p(Y|h) is unknown, since the transmit-

ted dataX is unknown. We thus resort to the so-called EM algorithm [183], which iteratively finds

the ML solution forh.

Since we do not know the transmitted dataX, we cannot evaluate the exact value of the like-

lihood function p(Y|h). However, given the channel-contaminated received dataY that we do

know, we can finda posterioriestimates of the probabilities for the transmitted dataX, given the

previously estimated value ofhq−1. Then, for each detected set ofX, we can thus calculate an

expected value of the likelihood function with the aid of thechannel-contaminated received dataY

and the previous channel estimate. In the language of EM, we may refer toY andZ = {Y, X} as

the incomplete dataand thecomplete data, respectively, whileX is referred to as themissing data.

6.4.3.1 The Expectation Step

More formally, we commence from the following expectation calculation:

Ω(h, hq−1) = E

[

ln p(X, Y|h)|Y, hq−1
]

= ∑
∀X

P(X|Y, hq−1) ln p(X, Y|h), (6.17)

where the log-domain likelihood function of the complete data p(X, Y|h) averaged over all possible

2KN number of transmitted data setsX, which is written asln p(X̃, Y|h) can be further reformulated
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as:

ln p(X̃, Y|h) ∝ ln p(Y|X̃, h)P(X̃|h)

∝ −
N

∑
n=1

||yn − CØnh||2/2σ2

∝
(

2Re
{

rHh
}

− hHRh
)

/2σ2, (6.18)

whereyn andØn = diag[x̃1,n, . . . , x̃K,n] denote the received signal vector and the expected value

of the transmitted vector during thenth symbol interval, respectively. We also removed the contri-

bution of P(X̃|h) in the second line based on the fact that the estimated transmitted symbolX̃ is

independent of the channelh. Furthermore,r ∈ CK×1 andR ∈ CK×K can be expressed as [184]:

r =
N

∑
n=1

ØnCTyn, (6.19)

R =
N

∑
n=1

ØnCTCØn, (6.20)

where the entries̃xk,n of Øn are given by the soft output values of the SHS MUD:

x̃k,n = ∑
∀X

xk,nP(X|Y, hq−1)

= ∑
∀xn

xk,nP(xn|yn, hq−1)Σc

∝ ∑
∀x−k,n

P(xk,n = +1, x−k,n|yn, hq−1)

−P(xk,n = −1, x−k,n|yn, hq−1). (6.21)

Noting thatΣc = ∑∀X−n
P(X−n|Y−n, hq−1) is a constant and hence was cancelled out, where

X−n andY−n represents the transmitted data frame and received signal frame with thenth symbol

interval excluded, respectively.

The key idea of our HS aided EM algorithm is that instead of using the truea posterioridis-

tribution of the transmitted dataX, given both the observation constituted byY and the parameter

estimate constituted by the channelh, we use the approximateda posterioridistribution based on

the K-user harmony vectors in the final HMM, which are believed to contribute significantly to

the truea posterioridistribution. We may now utilise the set of significantly contributing K-user

vectors stored in the final HMM instead of summing them over all possible2K−1 number of values

x−k,n. Hence, Eq. (6.14) or Eq. (6.15) may now be directly applied for the calculation of the soft

value x̃k,n, hence we arrive at̃xk,n = tanh [L(xk,n)].

6.4.3.2 The Maximisation Step

We may now maximise the expected value of Eq. (6.17) in the sense of the MMSE, which is

explicitly given by [184]:

hq = arg max
h

Ω(h, hq−1) = R−1r. (6.22)
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However, the EM based blind-type CE suffers from the classicphase ambiguity ofπ in the BPSK

modulated system considered. Hence, a few initial trainingsymbols are required to remove the

phase ambiguity ofπ before activating the blind EM algorithm, leading to a semi-blind CE. Since

the EM algorithm is a data-aided scheme, the length of the initial training sequence is typically

short compared to a pilot-aided CE. In this case, we may use the rough initial CEs based on the

training symbols to initialise the receiver, while the subsequent channel updates of Eq. (6.22) can

be generated by combining the data-aided and pilot-aided channel estimates. More explicitly, we

have:

hq = [R + Rp]−1 (r + rp) , (6.23)

where the calculation ofRp andrp is based on the true value of the pilot symbols.

6.5 Performance Evaluation

6.5.1 Complexity

Let us now discuss the complexity of our HS-aided MUD in termsof the required FF evaluations.

In the uncoded DS-CDMA case, the ML detector requiresQML = 2K evaluations, while the HM

algorithm requires a total of

QHS = Q × 2 × K × Pma + Q + M (6.24)

evaluations of the FF of Eq. (6.4). In detail, it includesM FF evaluations of the initial HMM, an

evaluation at the end of each of theQ improvisations and2 × K evaluations, when generating the

marginal APP for the pitch adjustment of each of theQ improvisations.

On the other hand, when the SHS aided MUD is considered, generating thea posterioriLLRs

given by Eq. (6.9) for theK users requiresQMAP = K × 2K evaluations of Eq. (6.10), while the

SHS algorithm requires a total of

QSHS = QHS + 2 × K (6.25)

evaluations of the FF of Eq. (6.10), where in addition to theQHS FF evaluations according to Eq.

(6.10), the soft output generation requires a further2 × K evaluations of Eq. (6.15).

6.5.2 Uncoded DS-CDMA

6.5.2.1 Effects of the Number of Improvisations

Fig. 6.2 and Fig. 6.3 show the achievable performance of the HS-aided MUD for aK = 15-user

uncoded BPSK modulated fully-loaded DS-CDMA system using both Nc = 15-chip m-sequences
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Figure 6.2: BER performance of HS-aided MUD of aK = 15-user uncoded BPSK modulated

fully-loaded DS-CDMA system usingN = 15-chip m-sequences, when transmitting over an

AWGN channel. Furthermore, we haveM = 10, Pma = 1. The number of FF evaluation was

QHS = 630 for Q = 20, whileQML = 32768.

and random sequences, respectively, when transmitting over an AWGN channel. The information

frame length wasNi = 512. In our simulations, we varied the value ofQ andM and setPma = 1.

Fig. 6.2 demonstrates that a near-single-user performancecan be achieved by the HS MUD at a

significantly reduced complexity compared to the ML detector. Quantitatively speaking, according

to Eq. (6.24) forQ = 20 and M = 10 the FF is evaluatedQHS = 630 times using the HS-

aided MUD, while the ML requiresQML = 215 = 32768 evaluations. On the other hand, when

employing random sequences, the performance of the HS aidedMUD failed to reach near-single-

user performance even forM = 20 andQ = 50, as shown in Fig. 6.3. This was the consequence of

the potentially high cross-correlation of the randomly chosen sequences, which imposed substantial

interference. However, we will demonstrate that this detrimental effect can be compensated, when

a channel-coded iterative receiver is employed, where the soft decoding is capable of removing the

interference imposed.

6.5.2.2 Effects of Other Parameters

Fig 6.4 shows the effects of varying the HMM sizeM and the harmony memory activation proba-

bility Pma, while fixing Q = 20. The other simulation parameters remain the same. The HMM size

M represents the initial population size and predetermines the solution-space exploration capability

of the EA algorithm, where a largeM ensures a sufficiently diverse population. As demonstratedin
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Figure 6.3: BER performance of HS-aided MUD of aK = 15-user uncoded BPSK modulated

fully-loaded DS-CDMA system usingN = 15-chip random sequences, when transmitting over an

AWGN channel. Furthermore, we havePma = 1. For the best BER performance simulated, the

number of FF evaluation wasQHS = 1570 for Q = 50 andM = 20, whileQML = 32768.

Fig. 6.4, the achievable performance is improved substantially upon increasingM = 2, 5, 10, 20,

yielding small incremental evaluations of the FF of Eq. (6.4) i.e. QHS = 622, 625, 630, 640 ac-

cording to Eq. (6.24).

Furthermore, the probability ofPma = 1 was favoured. The reason for this choice is that

the marginal APP based pitch adjustment of Eq. (6.6) is capable of providing sufficient decision

reliability, hence the magnitude of the LLRs is improved during the successive iterations or im-

provisations. This suggests that the selection of a newK-user harmony vector should be biased

towards the HMM rather than towards a random choice from the legitimate alphabet. Hence, ar-

tificially enforcing a random selection with a probability of (1 − Pma) is not recommended and

hence the improvisations based on this selection may be wasted. Importantly, ignoring the associ-

ated random selection owing toPma = 1 does not limit the exploration capability of the HS-aided

MUD, because if we have a sufficiently highM, randomly selected base vectors have already been

generated for inclusion in the HMM before fine-tuning the pitch adjustment.

6.5.3 Coded DS-CDMA

Let us now investigate the SHS-aided MUD in the context of a channel-coded DS-CDMA system

using an iterative receiver. Each user employed a random spreading sequence of lengthNc = 7 and

an outer repetition code of rate ofR = 1/3, where the information frame length wasNi = 512
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Figure 6.4: The effect of the harmony memory sizeM and the harmony memory considering

probabilityPma on the BER performance of the HS-aided MUD of aK = 15-user uncoded BPSK

modulated fully-loaded DS-CDMA system usingN = 15-chip random sequences, when trans-

mitting over an AWGN channel. Furthermore, we haveQ = 20. According to Eq. (6.24) we had

QHS = 622, 625, 630, 640 for M = 2, 5, 10, 20, respectively, whileQML = 32768.

and the number of iterations between the SHS-aided MUD and the soft decoder was set toI = 10.

The resultant channel coded transmission frame length wasN = Ni/R = 1536 bits. We set the

HS parameters asM = 10 andPma = 1. Furthermore, we define the so-called normalised system-

load β as the ratio of the number of users supported to the spreadingsequence length employed.

Hence we haveβ = K/Nc. An AWGN channel was assumed and additionally we modelled

the false-locking imposed by blind EM-based CE by a uniformly distributed channel phase noise,

namely when we hadhk = ejθk , θk ∈ [−π, π), where the phase noise remained constant over a

transmission block ofN = 1536 bits. Apart from employing the EM based CE algorithm using

the above-mentioned random phase-noise based false-locking model, we will also use an idealised

benchmarker, where we assume perfect knowledge of the channel’s phase noise.

6.5.3.1 Effects of the Number of Improvisations

Fig 6.5 shows the effects of varying the number of improvisations fromQ = 2, 5, 8, 10, 20, when

the normalised system load wasβ = 4 and we hadQSHS = 180, 351, 522, 636, 1206, while

QMAP = 28 × 228. Compared to Fig 6.3 recorded for uncoded DS-CDMA, the effect of inter-

ference due to the high cross-correlation of the random sequences employed is compensated by

the rateR = 1/3 outer repetition code and iterative receiver. The outer repetition code employed

is known as being capable of providing the best multiple access capability [35], since it gener-
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ates the highest extrinsic information in interference-limited, i.e. low Signal-to-Interference-Noise

Ratio (SINR) scenarios compared to other channel codes [35]. Fig 6.5 demonstrated furthermore

that even in this overloaded scenario, the SHS-aided MUD remained capable of attaining a perfor-

mance, which was withinEb/N0 = 0.5dB from the single-user performance measured at the BER

of Pe = 10−5.

6.5.3.2 Effects of System Load

Fig 6.6 shows the effects of varying the normalised system load β, when we haveQ = 20 impro-

visations. As shown in this figure, having an almost unprecedented system load as high asβ = 6 is

possible for the SHS aided MUD. More specifically, when the normalised system load isβ = 6, and

QSHS = 1794 FF evaluations are used instead ofQMAP = 42 × 242 the performance is only about

Eb/N0 = 1dB away from the single user performance measured at the BER of Pe ≈ 2× 10−5. We

note furthermore that the normalised system load ofβ = 6 is supported using the same parameter,

as employed when we have a normalised system load ofβ = 3. In fact, none of the HS parameters

were changed during these simulations. This implies that within certain limits the SHS-aided MUD

is capable of maintaining a near-single-user performance at a fixed complexity region for a high

normalised system loadβ.

However, although it was not explicitly shown here, we foundthat further increasing the num-

ber M or Q of improvisations does not necessarily improve the achievable performance. This

implies that the SHS-aided MUD may suffer from an irreducible BER owing to getting trapped in

a local optimum [12], when the normalised system load is high. An intuitive argument for this is

that the APP-based pitch adjustment may fail to function reliably since there are cases, where the

probability of a specific bit is near-unity despite being erroneous, which prevents the MUD from

exploring other regions of the search space. This problem becomes more prominent, when the

search space is large.

6.5.3.3 SHS Assisted EM Based CE

Fig 6.7 shows the achievable performance of our SHS assistedEM based CE for a DS-CDMA

system having a normalised system load ofβ = 4, when the channel’s phase noise was unknown

to the receiver. The number of iterations between the CE and IDD was set toIEM = 5. Fig 6.7

demonstrates that employing training sequences alone, i.e. without a data-aided mode, failed to

generate sufficiently accurate phase estimates. On the other hand, the semi-blind data-aided EM

approach, which jointly considered the pilot- and data-aided channel estimates become capable of

acquiring accurate phase noise estimates. Furthermore, the longer the training sequences employed,

the faster the convergence to the best possible performanceassociated with perfect knowledge of

the channel’s phase noise, when modelling the effects of false-locking. Furthermore,T = 16 pilots

are required in the data-aided EM based CE to achieving convergence, while employingT = 64
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Figure 6.5: BER performance of SHS-aided MUD of aK = 28-user R = 1/3-repetition

coded BPSK modulated DS-CDMA system usingNc = 7-chip random sequences andI = 10

iterations. Furthermore, we haveM = 10, Pma = 1. According to Eq. (6.25), we have

QSHS = 180, 351, 522, 636, 1206 for Q = 2, 5, 8, 10, 20, respectively, whileQMAP = 28 × 228.
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Figure 6.6: BER performance of SHS-aided MUD of aR = 1/3-repetition coded BPSK modu-

lated DS-CDMA system usingNc = 7-chip random sequences for supporting the system load of

β = 3, 4, 5, 6, 7. Furthermore, we haveQ = 20, M = 10, Pma = 1. According to Eq. (6.25), we

haveQSHS = 1794 for β = 6, whileQMAP = 42 × 242.
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Figure 6.7: BER performance of SHS-assisted EM based CE algorithm of aR = 1/3-repetition

coded BPSK modulated DS-CDMA system usingNc = 7-chip random sequences for supporting

a system load ofβ = 4. Furthermore, we haveQ = 20, M = 10, Pma = 1. According to Eq.

(6.25), we haveQSHS = 1206, whileQMAP = 28 × 228.

pilot-aided CE can not lead to convergence.

6.5.4 Discussion

Based on the above investigations, we may conclude that the proposed HS-aided algorithm is capa-

ble of achieving a near-single-user performance without the excessive complexity of the optimum

detector and that within limits, the complexity of the algorithm is reasonably independent ofβ. In

comparison to other EAs, which require the tuning of a range of parameters, as long as the initial

HMM size of M is sufficiently large, the HS-aided algorithm requires the tuning of a single pa-

rameter, namely of the number of improvisationsQ. This property is acquired as a benefit of the

marginal APP-based pitch adjustment step, which equips it with the capability of attaining conver-

gence from a Bayesian inference point of view. At the same time, the entire search space is visited

by the HS MUD with the aid of the randomly generated base vector from the set ofM rather diverse

candidate vectors at each improvisation.

The generation of the pitch adjustment probability based onthe marginal APP may be com-

pared to the so-called Metropolis-Hastings (MH) method [12], which is also known as the MCMC

technique [12]. In contrast to the conventional MH method, which generates successive sample

vectors that are correlated, our proposed HS algorithm doesnot form a correlated Markov chain, in

other words, the resultant harmony vectors are independent. This is because in the HS algorithm
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each new harmony vector may be accepted or rejected based on the value of the FF. As a result,

after each improvisation, the newly generated HMM will havean identical, or a higher score than

the previous HMM. Together with a sufficiently highM value, the random-walk behaviour of the

conventional MH method may be avoided. On the other hand, ourHS algorithm is also different

from the traditional importance sampling or rejection sampling technique [12], which requires a

so-calledproposal distributionand is only effective in low-dimensional problems.

Unfortunately, the HS aided algorithm employing the marginal APPPpa suffers from two prob-

lems similar to those of the conventional Monte Carlo algorithm, which are the potential occurrence

of local optima and that the exact proof of convergence is notavailable at the time writing.

6.6 Conclusion

Stimulated by the random guided HS algorithm of applied mathematics, in this chapter, we pro-

posed a novel HS-aided MUD for DS-CDMA systems and developedit into a joint iterative CE,

MUD and channel decoding framework. We used the APP based soft information as a variant of the

pitch adjustment probability in the original HS-aided algorithm. As a result, the harmony memory

activation step and the pitch adjustment step were jointly considered, while the random selection

step was removed, since the APP based pitch adjustment probability provides sufficiently accurate

guideline during the optimisation process. Hence, by adjusting a single parameter, namely the im-

provisation number, the HS-aided MUD was shown to be capableof approaching the single-user

performance even for DS-CDMA systems supporting an extremely high normalised system load

of β = 6 at a low complexity. As a further benefit, the soft HS-aided MUD can be efficiently

combined with the EM based CE framework, when communicatingover a block-invariant channel,

where the EM algorithm is recognised as optimum from a Bayesian inference point of view. Our

future work will involve comparions to other optimisation algorithms.

6.7 Appendix - Example of Harmony Search Algorithm

We now provide a simple example to augment the explanation ofour HS-aided MUD for uncoded

DS-CDMA. Consider aK = 7 user BPSK modulated DS-CDMA system employingNc = 7-chip

random spreading codes, when transmitting over the AWGN channel atEb/N0 = 6dB, and using

M = 5, Pma = 1.

Assume that we have the transmitted vector of

x = [+1, +1,−1, +1, +1, +1,−1]T
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for theK = 7 users and the spreading matrix of

C =


















+1 +1 +1 +1 +1 +1 −1

−1 +1 +1 −1 −1 −1 −1

+1 +1 +1 −1 +1 −1 −1

+1 −1 −1 −1 −1 −1 −1

−1 −1 −1 +1 +1 +1 −1

+1 −1 −1 +1 −1 +1 +1

+1 +1 +1 −1 +1 +1 +1


















,

where each column of the spreading matrix represents each user’s spreading code. The received

vector at the output of the AWGN channel was:

y =


















+4.0686

−3.1287

+2.5033

−2.0255

+1.9452

−0.6461

+1.1707


















.

According to Eq. (6.4) the minimum value of the FF may be calculated as

f (x)min = ||y − Cx|| = 2.8368.

Let us now track the operation of the HS process during the first improvisation step by step as

follows:

6.7.1 Generation of the Initial HMM

We randomly generate the initial HMMX0 having M = 5 independent initial harmony candidate

vectors:

X0 =













−1 −1 −1 +1 −1 +1 −1

+1 +1 +1 +1 −1 +1 −1

−1 −1 −1 +1 +1 +1 −1

−1 +1 −1 −1 −1 +1 +1

+1 −1 +1 +1 +1 −1 −1













.

Their corresponding FF values are calculated from Eq. (6.4)as:

f (X0) =













f (x0
1) = 12.5052

f (x0
2) = 5.7130

f (x0
3) = 9.2966

f (x0
4) = 10.4767

f (x0
5) = 4.5612













.



6.7.2. Generation of New Harmony Candidate 166

6.7.2 Generation of New Harmony Candidate

Base VectorWhen generating a new harmony candidate, the HS-aided MUD firstly selects a base

vector from the above initial HMM, sincePma = 1 was set. The base harmony vectorxb is selected

asxb
k = x0

mi,k
, mi ∼ U [1, M], k ∈ [1, K], whereU represents the random uniform distribution. In

this example, we have generated the index randomly asmi = [1, 3, 3, 2, 2, 2, 1], the base harmony

vector becomes:

xb = [x0
1,1, x0

3,2, x0
3,3, x0

2,4, x0
2,5, x0

2,6, x0
1,7]

= [−1,−1,−1, +1,−1, +1,−1].

Pitch Adjustment The algorithm then generates the pitch adjustment probability Ppa according

to Eq (6.5) and Eq (6.6), yieldingPpa(xnew
1 = +1) = 0.9975, which implies that the first bit of the

base harmony vector should be ”+1” with a probability of0.9975, given the values of other bits in

the base harmony vector remain unchanged. In this example, we generated a uniformly distributed

random value ofU(0, 1) ≤ Ppa(xnew
1 = +1), thus the updated base harmony vector becomes

xb = [+1,−1,−1, +1,−1, +1,−1].

This process continues, until allK bits of the base vector become updated with the aid of Eq

(6.5) and Eq (6.6) in a similar manner. The pitch adjustment probabilities of allK bits calculated

are:

Ppa = [0.9975, 0.9975, 0.9975, 0.9975, 0.9975, 0.0025].

and their corresponding base harmony vectors updated during each pitch adjustment are:

Xb =


















+1 −1 −1 +1 −1 +1 −1

+1 +1 −1 +1 −1 +1 −1

+1 +1 +1 +1 −1 +1 −1

+1 +1 +1 +1 −1 +1 −1

+1 +1 +1 +1 +1 +1 −1

+1 +1 +1 +1 +1 +1 −1

+1 +1 +1 +1 +1 +1 −1


















.

As a result, the last row of the matrixXb is the newly generated harmony vector, namely:

xnew = [+1, +1, +1, +1, +1, +1,−1].

6.7.3 Generation of New HMM

Since the FF value of the new harmony vector becomesf (xnew) = 4.3227, which is less than the

worst one in the initial HMMf (x0
1) = 12.5052, this new harmony vector will replace the lowest

fitness harmony vector, i.e.x0
1 for the generation of the new HMM, where we havex1

1 = xnew.
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Although we have not as yet found the optimumK-bit vector associated withf (x)min, the newly

generated HMM excludes the low-fitness and hence unlikely candidatex0
1. The above procedure

continues until the affordable complexity is exhausted. Observe that at this stage, there is only

a single bit difference between the new harmony vectorxnew and the true transmitted vectorx,

the correctK-bit vector is likely to be found with a high probability during the forthcoming HS

improvisations.
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Table 6.2: Pseudo-code of the HS-aided MUD

/* Initial HMM Generation */

Initialise X0 Define f (·) = ||y − Cx|| Computef (x0
m), m ∈ [1, M]

/* Improvisation Loop */

for q = 1, . . . , Q do

/* New Harmony Candidate Generation */

if U(0, 1) ≤ Pma do

/* Base Vector Generation */

for k = 1, . . . , K do

xb
k = x

q−1
mi,k

, mi ∼ U [1, M]

end for

/* Pitch Adjustment */

for k = 1, . . . , K do

Compute pitch adjustment probability based on Eq (6.6)

if U(0, 1) ≤ Ppa(xnew
k = +1) do xnew

k = +1

elsexnew
k = −1

end if

Setxb = [xnew
1 , . . . , xnew

k , xb
k+1, . . . , xb

K]

end for

Setxnew = xb

else

/* Random Selection */

for k = 1, . . . , K do

xnew
k ∈ {+1,−1}

end for

end if

/* New HMM Generation */

Find ǫ = arg max f (x0
ǫ), ǫ ∈ [1, M]

if f (xnew) < f (x
q−1
ǫ ) and f (xnew) 6= f (x

q−1
m ), ∀m do

x
q
ǫ = xnew, x

q
m = x

q−1
m , ∀m 6= ǫ

elseXq = Xq−1

end if

end for



Chapter7
Conclusion

In this concluding chapter, the main findings of our investigations presented in this treatise are sum-

marised in Section 7.1. Additionally, a range of ideas concerning our future research is presented

in Section 7.2.

7.1 Summary of Findings

7.1.1 Chapter One

In this introduction chapter, we outlined the objective of this thesis, namely the aim of providing

an unified treatment of near-capacity non-orthogonal random waveform based multiuser commu-

nications. The specific techniques proposed in this thesis were discussed in more detail in Chapter

2, where we considered the SPC concept aiming for achieving ahigh data rate, the random coding

principle aiming for maintaining a low error ratio, both of which benefit from the iterative receiver

architecture presented in Section 1.1. The brief history ofmultiuser communications was reviewed

in Section 1.2. These considerations assisted us in formulating the motivation of employing non-

orthogonal random waveform based multiuser communications.

7.1.2 Chapter Two

We elaborated further in Chapter 2, where we focused our attention on three key topics, namely, on

the attainable maximal mutual information of multiuser communications in Section 2.2, on an ideal

as well as a practical random coding scheme in Section 2.3 andon an advanced iterative receiver

architecture in Section 2.4.

We constructed a generalised linear system model, which is capable of describing a wide range

of systems, including multiuser systems, MIMO systems and circulant systems. The fundamental

information theoretic analysis of Section 2.2.1.3 suggested that non-orthogonal multiuser commu-
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nications is superior in comparison to the traditional orthogonal approach, as illustrated in Fig 2.4

and Fig 2.5. The achievable capacity improvement can be attained by invoking SIC as well as

SPC. For a real system having a discrete channel input in Section 2.2.2, our discussion on the

constellation-constrained capacity resulted in the derivation of EXIT curve. Furthermore, we re-

vealed that the conventional multilayer mapping suffered from two undesired properties, namely,

from having a reduced cardinality and a non-equiprobable signalling constellation, as shown in Fig

2.6. For the sake of eliminating the capacity penalty due to the above-mentioned drawbacks as well

as for retaining the benefit of having a Gaussian-like channel input constellation for the multilayer

mapping, simple layer-specific phase rotations and power allocation can be applied. The resultant

system subsumes the classic multilevel coding and bit-interleaved coded modulation architectures,

as discussed in Section 2.2.2.4.

The artificially imposed phase rotation and the layer-specific power allocation underlined the

importance of combining the concept of channel division with that of code division. On the other

hand, the code division principle is also crucial. The random coding principle had been widely used,

both explicitly and implicitly in various designs. With theaid of a comprehensive introduction to

factor graph and the sum-product algorithm of Section 2.3.1, we discussed two practical quasi-

random coding approaches, namely, LDPC codes and interleaved codes. It may be concluded that

interleaved codewords are essentially random codewords. In the context of non-orthogonal mul-

tiuser communications, differently interleaved codewords render the receiver’s factor graph fully

connected and prevent the graph from being decomposed into local subgraphs, as demonstrated in

Fig 2.16(a) and Fig 2.16(b).

Concerning the receiver architecture, the decomposition of a MAP based optimum receiver

leads to the so-called iterative data detection and channeldecoding principle, which was justified

by the positioning the interleavers between the channel decoder and the detector. Two primary

benefits of the interleavers were also emphasised in Section2.4.2. Firstly, the interleavers made

the consecutive coded bits uncorrelated. Secondly, the interleaved codewords may be considered

as codewords of a quasi-random coding scheme. In particular, we focused our attention on the data

detection algorithm, where both the optimum Bayesian detector and a low-complexity IC aided

detector algorithm were derived as detailed in Section 2.4.2.1 and Section 2.4.2.2, respectively.

7.1.3 Chapter Three

This chapter presented a specific instantiation of non-orthogonal random waveform based multiuser

communications in cellular applications, where interleaved quasi-random codes were employed as

a means of differentiating the users. More explicitly, the IDMA system was introduced, which may

be considered as a code-spread and chip-interleaved DS-CDMA system as seen in Fig 3.1. The

properties of IDMA, which are different from traditional DS-CDMA include the concept of near-

capacity random coding, an increased time diversity, flexible joint coding and spreading sequence
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design and the employment of a powerful chip-level iterative receiver, as detailed in Section 3.1.1.

We also proposed a generalised system model, which we referred to a MC-IDM-IDMA and

analysed its convergence behaviour with the aid of EXIT charts. We firstly highlighted in Section

3.2.3.1 that the employment of two-dimensional EXIT chartsin the analysis of MUD is appropriate,

when we study PIC and an equal received power system communicating over an AWGN channel

or over an uncorrelated fading channel. By observing the EXIT function Tmud seen in Fig 3.4, we

were able to distinguish two different MUD behaviours, namely the right-hand-side of the EXIT-

chart was the noise-limited region, while its left-hand-side was the interference-limited region.

Furthermore, as illustrated in Fig 3.5, the terminology of error-correction capability and multiple

access capability were introduced for characterising the outer channel code’s EXIT functionTdec.

The EXIT chart analysis facilitated our investigations of three design aspects, namely the cod-

ing versus spreading tradeoff, the multiplexing versus diversity tradeoff and the complexity versus

performance tradeoff. The associated coding versus DS-spreading tradeoffs were discussed and

our findings were compared to the characteristics of traditional DS-CDMA in Section 3.2.4.1. It

was found that in contrast to the separate DS-spreading and channel coding design of traditional

DS-CDMA systems, the DS-spreading operation should be replaced by a repetition code in the

context of IDMA type systems so as to be jointly designed withthe channel code in order to im-

prove the achievable bandwidth efficiency. A general designrule was also provided for invoking

low-rate codes in our system. More specifically, when designing MC-IDM and IDMA systems for

operating in various channel conditions at a givenEb/N0 constraint and at an affordable decod-

ing complexity, it is beneficial to employ a channel code having the highest possible rate, which

is ’just’ capable of meeting the specific target BER requirements and then dedicating the rest of

the affordable bandwidth expansion to DS-spreading, i.e. to DS repetition codes. Furthermore, in

Section 3.2.4.2, the differences between MC-IDM and MC-IDMA were investigated and the mul-

tiuser diversity benefits of MC-IDMA were revealed. The proposed MC-IDM-IDMA system is

thus flexible in terms of either assigning the total system throughput to a single user or providing

a multiple access capability for several users, as demonstrated in Fig 3.17. Finally, the associated

complexity versus performance tradeoffs were discussed byinvestigating two MUDs’ EXIT curves

and a reduced-complexity hybrid MUD concept was provided inthe context of Fig 3.22.

While the family of IDMA-type systems employ explicit interleavers, we proposed the so-

called IR-CDMA concept, where different users are distinguished by their quasi-random codes

having implicit interleavers, such as RA codes. We specially designed novel user-specific SE in-

terleaver aided RA codes for the sake of reducing the memory storage requirements in the context

of multiuser transceivers with no performance penalty, as seen in Fig 3.21. Quantatitively, our pro-

posed SE interleaver, which exhibits similar correlation properties to those of random interleavers

as illustrated in Fig 3.20, does not require the storage of all the K users’ interleavers. Onlym bits

have to be stored, wherem in our system is related to the lengthQ = 2m of the source information

packets. It was also demonstrated that low-rate RA code aided IR-CDMA systems using SE in-
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terleavers are capable of approaching the Gaussian channel’s capacity with the aid of the proposed

low-complexity unequal power allocation scheme discussedin Section 3.3.3.3. More explicitly, the

discrepancy between the true capacity and the achievable capacity of our IR-CDMA arrangement

is a function of both the block length as well as of the number of users. As a result, the IR-CDMA

system becomes more suitable for employment in moderate multiuser sum-rate scenarios.

7.1.4 Chapter Four

In Chapter 4, we introduced non-orthogonal random waveformbased multiuser communications

framework in the context of cooperative systems, where we specifically designed the so-called IR-

STC and outlined its benefits. More specifically, they are capable of maintaining a high throughput

with the aid of SPC, while maintaining a low bit-error-ratiowith the aid of the iterative detection.

After considering the family of both multiplexing-oriented and diversity-oriented configura-

tions in Section 4.1.3.2, we compared the performance of ourIR-STC scheme to the traditional

G4 OSTBC arrangement in Section 4.1.4.1. It was concluded thatthe maximum number of layers

supported by our IR-STC scheme wasL = 7, which is equivalent to aG4 OSTBC scheme using

a large and hence error-sensitive 128-QAM constellation. Moreover, our scheme required a lower

power than the lower-throughput 4 bit/symbolG4 OSTBC aided 16-QAM scheme, as observed at

BER ≤ 10−5, which can be seen in Fig. 4.5. Furthermore, the achievable gain of IR-STC was

summarised in Table 7.1.

In addition, we analysed in Section 4.1.4.2 the achievable performance of our IR-STC aided

MSC, when communicating over Nakagami faded inter-source channels employing various relay-

ing techniques, including AF, DF, SDF and DDF. We concluded that when the SNR of the inter-

source channel is better than that of the source to destination channel, DF is the best relaying

strategy in the presence of benign fading, provided that theNakagami fading parameterm value

larger than 1. The AF technique is only preferable at high SNRs, when severe inter-source channel

fading is encountered. DDF performs consistently worse than DF due to the doubled noise variance

of non-coherent detection. Surprisingly, when the fading is benign, non-coherent DDF outperforms

the coherent detected AF technique without the cost of estimating all inter-source channels.

In contrast to the above-mentioned uncoded system, we also designed a novel energy effi-

cient coding scheme in Section 4.2, namely the PANC scheme, which was inspired by the network

coding philosophy. It may be viewed as a technique of conveying a linear combination of multi-

ple sources’ information, rather than using conventional relaying for delivering these information

flows individually with the aid of classic resource allocation, such as time-multiplexing or code-

multiplexing. We also designed a code-multiplexing oriented SPC scheme, which was employed as

a benchmarker. In Section 4.2.2, we demonstrated that, intrinsicly, the PANC scheme may viewed

as a SPC scheme defined over the Galois Field (GF) 2, while the SPC may be considered as a NC

scheme defined over the complex-valued field. The simulationresults of Fig 4.14 and Fig 4.15
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Effective Throughput G4 IR-STC ∆1 ∆2

ηIR−STC = 2 M = 16 L = 4 6 -

ηIR−STC = 2.5 M = 32 L = 5 5 -

ηIR−STC = 3 M = 64 L = 6 4 9

ηIR−STC = 3.5 M = 128 L = 7 2 7

ηIR−STC = 4 M = 256 L = 8 -1 4

Table 7.1: Summary of the power gain∆ in dB of IR-STC compared toG4 OSTBC in MSC,

where∆1, ∆2 denotes the power gain corresponding to 16-QAM and 64-QAM inG4 OSTBC,

respectively.

demonstrate that both schemes are capable of performing close to the outage probability bound.

When compared to the SPC arrangement, the PANC scheme exhibits a lower complexity, requiring

about one-fifth of the total number of iterations, when compared to the SPC scheme. This was

achieved at the cost of a slight performance degradation, i.e. within 1dB measured at BLER of

10−3, while maintaining the same effective throughput and delay.

7.1.5 Chapter Five

This chapter considered a realistic scenario for wireless TCP packet based transmission employing

a HARQ scheme. HARQ schemes were widely used for reducing thechannel induced packet loss

events. Our proposed SPC aided multiplexed HARQ scheme was capable of reducing the link-

layer HARQ retransmission delay, so that the TCP layer’s end-to-end transmission efficiency was

substantially improved.

More specifically, as discussed in Section 5.2.2, our schemejointly encodes the current new

packet to be transmitted and any packets that are about to be retransmitted, as illustrated in Fig

5.2. We invoked our non-orthogonal random waveform based multiuser communications princi-

ple, where the SPC scheme may also be considered as an instantiation of network coding in the

complex-valued field. Two efficiency metrics were introduced, namely the link-layer effective

throughput and the TCP layer mean frame arrival rate, where the latter was analysed in more de-

tail. In particular, we assumed that the M/G/1 queue has a Poissonian arrival process associated

with an arrival rate ofλ, a general i.i.d. service time durationT and a single server, where the

propagation delay, feedback delay and the slow start phase were ignored. The analysis of Section

5.3.2 was based on a Markov chain model, as seen in Fig 5.4. Oursimulation results the achievable

performance in Fig 5.5, Fig 5.6 and Fig 5.7. Quantatively, asseen in Fig 5.7, at the same mean

frame arrival rate, the highestEb/N0 gain may be observed when the TCP buffer size wasB = 20,

which was approximately 5dB. Hence, it may be concluded thatour proposed scheme is capable

of substantially improving the TCP layer’s end-to-end transmission efficiency for all transmitted

packets at a marginal link-layer packet error ratio performance degradation.
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The benefits and limitations of our proposed scheme may be summarised as follows. The

scheme is more effective in the context of low-rate channel coded systems and discourages the em-

ployment of high-order modulation schemes. On the other hand, it achieves a significantly higher

TCP layer throughput and may be readily integrated with existing systems without substantially

modifying the current design. These properties make the proposed scheme particularly suitable for

delay-sensitive low-rate applications.

7.1.6 Chapter Six

This chapter presented a novel HS aided multiuser detectionalgorithm, which is particularly suit-

able for detection in MIMO systems employing high order modulation scheme and in high user-load

DS-CDMA systems. We commenced our algorithm development byintroducing the HS algorithm

in Section 6.2, where the general philosophy of EAs was summarised. Similarly to other EAs, the

original HS algorithm has a range of parameters and may be partitioned into three steps, namely

the initialisation step, improvisation step and the updating step. The improvisation step was sum-

marised in Table 6.1.

This algorithm was then incorporated into a multiuser detector designed for DS-CDMA sys-

tems, where in contrast to the naive transplanting based technique of Section 6.3.2.1, we specifi-

cally designed the marginal APP based pitch adjustment stepin Section 6.3.2.2, which effectively

combines the memory consideration activation and pitch adjustment functions. We found that this

novel modification efficiently guided the MUD’s search procedure and made the original random

selection redundant. Hence, compared to conventional EAs using a range of parameters based on

trial-and-error testing, our proposed algorithm requiresonly two tuning parameters, namely the

number of improvisations and the initial number of harmony candidates. The detailed pseudo-code

of our algorithm was given in Table 6.2. As a further step, we developed our algorithm in the

context of the entire iterative receiver, where the soft HS algorithm was proposed and integrated

with the classic EM based channel estimation algorithm. We proposed three different types of

soft outputs for our algorithm, namely the full soft-outputgeneration technique of Eq (6.13), the

approximate formula of Eq (6.14) and the expression of Eq (6.15).

Finally, various performance results were provided in Section 6.5. For an uncoded system, our

HS algorithm was capable of approaching the single-user performance without the employment

of full-search based optimum detector, as shown in Fig 6.2 and Fig 6.3. Moreover, the effect of

the various parameters was illustrated in Fig 6.4. On the other hand, for a coded system, the HS-

aided MUD was shown in Fig 6.6 to be capable of approaching thesingle-user performance even

for DS-CDMA systems supporting an extremely high normalised system load ofβ = 6 at a low

complexity. In this case, according to Eq. (6.25), the number of fitness function evaluations for

the HS-aided MUD wasQSHS = 1794 for K = 42 users, while that for the MAP MUD was

QMAP = 42 × 242. As a further benefit, the soft HS-aided MUD can be efficientlycombined with
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the EM based CE framework, when communicating over a block-invariant channel, as shown in

Fig 6.7.

7.2 Future Work

7.2.1 Issue of Power Allocation

The choice of the appropriate power allocation was shown to be important for IDMA systems [85],

where the reported maximum bandwidth efficiency was as high as 8 bits/symbol. An inherent

assumption was the availability of perfect knowledge of allmobile stations’ channel, both at the

receiver as well as at the mobile transmitter. In order to eliminate the idealised assumptions of [85],

the following research ideas maybe pursued:

1. Centralised and decentralised power allocation schemesmay be designed based on game-

theory. The decentralised power-allocation may be considered to be an instantiation of non-

cooperative game aiming at Nash Equilibrium, while the centralised power-allocation may

be viewed as cooperative game aiming for finding the Pareto Optimum (PO).

2. The investigation of non-cooperative game in the contextof iterative receivers is novel, since

all receiver algorithms considered in the open literature are simple linear receivers under

the so-called Large System Assumption (LSA) [185]. Importantly, the concept of utility is

exposed throughout the discussion of game-theory aided transceiver design as a result of its

economic nature, while this terminology may be potentiallyrelated to the overall efficiency

definition.

3. Concerning the power allocation scheme, apart from employing a HS-based new optimisation

algorithm, future research should be focused on the robustness of power allocation, where

a range of realistic impariments, such as the step-size, thedelay, etc has to be investigated.

This is expected to lead to practical power allocation schemes or discourage the employment

of power allocation all together.

7.2.2 Cross Layer Design

The benefits of cross-layer designs are multi-field. As an extension of our cross-layer oriented SPC

aided multiplexed HARQ scheme, we have the following further research ideas:

1. First and foremost, we will focus our attention on diversemodulation schemes. As an in-

teresting practical aspect, asynchronous HARQ schemes maybe designed. The concept of

our multiplexed HARQ scheme may be compared to that of the corresponding relay aided

system owing to their strong similarities [186,187].
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2. The cross-layer design of an adaptive modulation is also promising. Intuitively, delay-

constrained services require a low latency as well as high-order modulation schemes [188,

189]. The lower the tolerable delay, the higher number of bits per symbol to be used. How-

ever, it is well-known that high-order modulation scheme tend to have a high BER and low

power efficiency. Hence, keep the delay requirement constant, reducing the latency of TCP

and HARQ may ultimately relax the choice of modulation scheme, i.e. a low-order modula-

tion scheme may be selected. This leads to a joint design of many important aspects of the

physical layer transceiver.
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AS Active Sources
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Jé, C. [96] . . . . . . . . . . . . . . . . . . . . . . . . . 52, 53

Jego, C. [107] . . . . . . . . . . . . . . . . . . . . . . . . . 53

Jiang, M. [182] . . . . . . . . . . . . . . . . . . . . . . . 147

Jin, H. [124] . . . . . . . . . . . . . . . . . . . . 81, 84, 92

Jin, J. [68] . . . . . . . . . . . . 37, 60, 117, 118, 140

K

Kammeyer, K.D. [103] . . . . . . . . . . . . . . . . . 53

Karlsson, J. [7] . . . . . . . . . . . . . . . . . . . . . 1, 127

Karlsson, P.C. [163] . . . . . . . . . . . . . . . . . . . 128

Katz, R.H. [168] . . . . . . . . . . . . . . . . . . . . . . 129

Katz, R. [165] . . . . . . . . . . . . . . . . . . . . . . . . 128

Kavcic, A. [125] . . . . . . . . . . . . . . . . . . . . 84–86

Kavcic, A. [123] . . . . . . . . . . . . . . . . . . . . . . . 81

Keller, T. [115] . .55, 74, 81, 90, 95, 117, 133

Keller, T. [4] . . . . . . . . . . . . . . . . . . . . . . 1, 4, 53

Keller, T. [10] . . . . . . . . . . . . . . . . . . . . . . . . . . .3

Kempter, R. [101] . . . . . . . . . . . . . . . . . . . . . . 52

Kennedy, J. [179] . . . . . . . . . . . . . . . . . . . . . 147

Khandekar, A. [68] . . . . 37, 60, 117, 118, 140

Kim, J.H. [47] . . . . . . . . . . . . .7, 147–149, 152

Kishore, S. [143] . . . . . . . . . . . . . . . . . . . . . .113

Kleinrock, L. [171] . . . . . . . . . . 136, 137, 144

Kliewer, J. [147] . . . . . . . . . . . . . . . . . 113, 115

Ko, K.T. [94] . . . . . . . . . . . . . . . . . . . . . . . 52, 53

Kobayashi, M. [184] . . . . . . . . . . . . . . . . . . 156



AUTHOR INDEX 203

Kolding, T.E. [161] . . . . . . . . . . . . . . . . . . . 128

Kramer, G. [134] . . . . . . . . . . . . . . . . . . . . . . .95

Kramer, G. [149] . . . . . . . . . . . . . . . . . 118, 121

Kschischang, F. [53] . . . . . . . . . . . .11, 30, 118

Kuan, E.L. [28] . . 5, 50, 51, 53, 80, 147, 150

Kusume, K. [92] . . . . . . . . . . . . . . . . . . . .52, 53

Kusume, K. [106] . . . . . . . . . . . . . . . . . . . . . . 53

Kusume, K. [97] . . . . . . . . . . . . . . . . . . . .52, 53

L

Laird, N.M. [183] . . . . . . . . . . . . . . . . 147, 155

Laneman, J.N. [133] . . . . . . . . . . . . . . . . . . . .95

Langlais, C. [96]. . . . . . . . . . . . . . . . . . . .52, 53

Langlais, C. [107] . . . . . . . . . . . . . . . . . . . . . . 53

Larsson, E.G. [57] . . . . . . . . . . . . . . . . . . 27, 95

Lau, S.K. [104] . . . . . . . . . . . . . . . . . . . . . . . . 53

Leanderson, C.F. [152] . . . . . . . . . . . . . . . . 128

Leung, W.K. [31] . . 5, 51, 52, 56, 57, 80–82,

86, 142, 147

Leung, W.K. [88] . . . . . . . . . . . . . . . . . . . . . . 52

Leung, W.K. [122] . . . . . . . . . . . . . . . . . . . . . 81

Leveque, O. [132] . . . . . . . . . . . . . . . . . . . . . . 95

Li, C. [141] . . . . . . . . . . . . . . . . . . . . . . . . . . . .95

Li, J. [143] . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Li, K. [112]. . . . . . . . . . . . . . . . . . . .54, 57, 147

Li, K. [141] . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Li, K. [87] . . . . . . . . . . . . . . . . . . . . . . . . . . . . .52

Li, K. [102] . . . . . . . . . . . . . . . . . . . . . . . . 52, 53

Li, K. [98] . . . . . . . . . . . . . . . . . . . . . . . . . . . . .52

Li, P. [85] . . . . . . . . . . . 51, 52, 72, 74, 92, 175

Li, P. [95] . . . . . . . . . . . . . . . . . . . . . . . . . . 52, 53

Li, P. [141] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Li, P. [90] . . . . . . . . . . . . . . . . . . . . . . . . . . 52, 53

Li, P. [31] . 5, 51, 52, 56, 57, 80–82, 86, 142,

147

Li, P. [125] . . . . . . . . . . . . . . . . . . . . . . . . . 84–86

Li, P. [123] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Li, P. [140] . . . . . . . . . . . . . . 95, 101, 102, 117

Li, P. [24] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Li, P. [99] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Li, P. [110] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Li, P. [109] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Li, P. [94] . . . . . . . . . . . . . . . . . . . . . . . . . . 52, 53

Li, P. [58] . . . . . . . . . . . . . . . . . . . . . . . . . . 27, 95

Li, P. [172] . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Li, P. [88] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Li, P. [122] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Li, P. [102] . . . . . . . . . . . . . . . . . . . . . . . . . 52, 53

Li, P. [98] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Li, P. [89] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Li, S.Y.R. [42] . . . . . . . . . . . . . . . . . . . . . .6, 113

Li, Sh. [33] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Li, Y. [105] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Li , P. [87] . . . . . . . . . . . . . . . . . . . . . . . . . . . . .52

Liew, T.H. [72] . .43, 44, 56, 67, 96, 101, 115

Lin, S. [6] . . . . . . . . . . . . . . . 1, 3, 29, 127, 131

Liu, G.Y. [33] . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Liu, J.S. [176] . . . . . . . . . . . . . . . . . . . . . . . . 147

Liu, L.H. [85] . . . . . . . 51, 52, 72, 74, 92, 175

Liu, L.H. [95] . . . . . . . . . . . . . . . . . . . . . . 52, 53

Liu, L.H. [90] . . . . . . . . . . . . . . . . . . . . . . 52, 53

Liu, L.H. [31] . . 5, 51, 52, 56, 57, 80–82, 86,

142, 147

Liu, Q. [189] . . . . . . . . . . . . . . . . . . . . . . . . . 176

Liu, X.T. [33] . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Loeliger, H. [53] . . . . . . . . . . . . . . . 11, 30, 118

Loganathan, G.V. [47] . . . . . 7, 147–149, 152

Lott, M. [131] . . . . . . . . . . . . . . . . . . . . . . . . . 95

M

Ma, X. [123] . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Ma, X. [58] . . . . . . . . . . . . . . . . . . . . . . . . 27, 95

MacKay, J.C. [12] . . . . . . . . . 3, 161, 163, 164

Mahadevappa, R.H. [83] . . . . . . . . . . . . . . . . 51

Mahafeno, I.M. [96] . . . . . . . . . . . . . . . . 52, 53

Mahafeno, I. [107] . . . . . . . . . . . . . . . . . . . . . 53

Mantravadi, A. [118] . . . . . . . . . . . . . . . . . . . 67

McEliece, R.J. [68] . . . .37, 60, 117, 118, 140



AUTHOR INDEX 204

Mergen, B.S. [142] . . . . . . . . . . . . . . . . . . . .102

Meshkati, F. [188] . . . . . . . . . . . . . . . . . . . . 176

Meyer, M. [7] . . . . . . . . . . . . . . . . . . . . . . 1, 127

Miki, N. [160] . . . . . . . . . . . . . . . . . . . . . . . . 128

Moher, M. [73] . . . . . . . . . . . . . . . . . . . . . . . . 45

Montorsi, G. [18] . . . . . . . . . . . . . . . . . . . 4, 147

Montorsi, G. [69] . . . . . . . . . . . . . . . . . . . . . . 39

Moon, J.W. [158] . . . . . . . . . . . . . . . . . . . . . 128

Mukherjee, S. [131] . . . . . . . . . . . . . . . . . . . . 95

Munster, M. [4] . . . . . . . . . . . . . . . . . . . 1, 4, 53

N

Nagy, O. [100] . . . . . . . . . . . . . . . . . . . . . . . . . 52

Ng, S.X. [10] . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Ng, T.S. [84] . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Ni, S. [2] . . . . . . . . . . . . . . . . 1, 7, 95, 127, 147

O

Orten, P. [81] . . . . . . . . . . . . . . . . . . . . . . .50–52

Ottosson, T. [81] . . . . . . . . . . . . . . . . . . . .50–52

Ozarow, L.H. [11] . . . . . . . . . . . . . . . . . . . 3, 27

Ozgur, A. [132] . . . . . . . . . . . . . . . . . . . . . . . . 95

P

Pabst, R. [131] . . . . . . . . . . . . . . . . . . . . . . . . . 95

Padmanabhan, V.N. [168] . . . . . . . . . . . . . . 129

Parkvall, S. [159] . . . . . . . . . . . . . . . . . 128, 143

Parkvall, S. [7] . . . . . . . . . . . . . . . . . . . . . 1, 127

Perez, Lance C. [65] . . . . . . . . . . . . . . . . . . . .30

Peter Sweeney, [15] . . . . . . . . . . . . . . . . . . . . . 3

Phamdo, N. [89] . . . . . . . . . . . . . . . . . . . . . . . 52

Pollara, F. [18] . . . . . . . . . . . . . . . . . . . . . 4, 147

Poor, H.V. [185] . . . . . . . . . . . . . . . . . . . . . . 175

Poor, H.V. [75] . . . . . . . . . . . . . 45, 52, 96, 147

Poor, H.V. [188] . . . . . . . . . . . . . . . . . . . . . . 176

Poor, H.V. [70]. . . . . . . . . . . . . . . . . . . . . . . . .43

Proakis, J.G. [83] . . . . . . . . . . . . . . . . . . . . . . 51

Pupeza, I. [125] . . . . . . . . . . . . . . . . . . . . 84–86

Q

Qian Huang, Q. [172] . . . . . . . . . . . . . . . . . 137

R

Rappaport, T.S. [163] . . . . . . . . . . . . . . . . . 128

Rappaport, T.S. [23] . . . . . . . . . . . . . . . . . . . . . 5

Rasmussen, L.K. [29] . . . . . . . . . . . . . 5, 80, 81

Rasmussen, L.K. [30] . . . . . . . . . . . . . . . . . . . .5

Reed, M.C. [76] . . . . . . . . . . . . . . . . . . . . . . . 45

Reed, M.C. [74] . . . . . . . . . . . . . . . . . . . 45, 147

Reed, M.C. [101] . . . . . . . . . . . . . . . . . . . . . . 52

Reed, M.C. [100] . . . . . . . . . . . . . . . . . . . . . . 52

Ribeiro, A. [137] . . . . . . . . . . . . . . . . . . . . . . .95

Ribeiro, A. [169] . . . . . . . . . . . . . . . . . . . . . .132

Richardson, T.J. [174] . . . . . . . . . . . . . . . . . 147

Roongta, A. [158] . . . . . . . . . . . . . . . . . . . . .128

Rubin, D.B. [183] . . . . . . . . . . . . . . . . 147, 155

Ryan, W.E. [119] . . . . . . . . . . . . . . . . . . . . . . 67

S

Sawahashi, M. [160] . . . . . . . . . . . . . . . . . . 128

Scaglione, A. [142] . . . . . . . . . . . . . . . . . . . 102

Schervish, Mark J. [56] . . . . . . . . . . . . . . . . . 25

Schlegel, B. [65] . . . . . . . . . . . . . . . . . . . . . . . 30

Schlegel, C.B. [74] . . . . . . . . . . . . . . . . 45, 147

Schlegel, C.B. [101] . . . . . . . . . . . . . . . . . . . . 52

Schlegel, C.B. [117] . . . . . . . . . . . . . . . 57, 147

Schniter, P. [135] . . . . . . . . . . . . . . . . . . . 95, 96

Schoeneich, H. [32] . . . . . . . . . . . . . . 5, 51, 53

Schoeneich, H. [86] . . . . . . . . . . . . 51, 52, 106

Schoeneich, H. [91] . . . . . . . . . . . . . . . . . 52, 53

Schultz, D.C. [131] . . . . . . . . . . . . . . . . . . . . .95

Schwartz, S.C. [188] . . . . . . . . . . . . . . . . . . 176

Sellathurai, M. [139] . . . . . . . . . . . . . . . . . . . 95

Sendonaris, A. [128] . . . . . . . . . . . . . . . . . . . 95

Sendonaris, A. [129] . . . . . . . . . . . . . . . . . . . 95

Sendonaris, A. [130] . . . . . . . . . . . . . . . . . . . 95

Seshan, S. [168] . . . . . . . . . . . . . . . . . . . . . . 129

Seshan, S. [165] . . . . . . . . . . . . . . . . . . . . . . 128

Sesia, S. [151] . . . . . . . . . . . . . . . . . . . . . . . . 128

Shakkottai, S. [163] . . . . . . . . . . . . . . . . . . . 128

Shalvi, O. [136] . . . . . . . . . . . . . . . . . . . . . . . .95



AUTHOR INDEX 205

Shamai, S. [120] . . . . . . . . . . . . . . . . . . . . . . . 72

Shamai, S. [80] . . . . . . . . . . . . . . . . . 50, 54, 67

Shannon, C.E. [52] . . . . . . . . . . . . . . . . . . . . . 11

Shea, J.M. [158] . . . . . . . . . . . . . . . . . . . . . . 128

Shi, Z.N. [101]. . . . . . . . . . . . . . . . . . . . . . . . .52

Shi, Z.N. [100]. . . . . . . . . . . . . . . . . . . . . . . . .52

Shi, Z.N. [177] . . . . . . . . . . . . . . . . . . . . . . . 147

Shi, Z.N. [117] . . . . . . . . . . . . . . . . . . . . 57, 147

Shokrollahi, A. [156] . . . . . . . . . . . . . . . . . . 128

Shokrollahi, M.A. [174] . . . . . . . . . . . . . . . 147

Simeone, O. [187] . . . . . . . . . . . . . . . . . . . . 175

Sklar, B. [63] . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Soldani, D. [9] . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Stanojev, I. [187] . . . . . . . . . . . . . . . . . . . . . 175

Steele, R. [1] . . . . . . . . . . . . . . . . . . . . . . 1, 3, 97

Stevens, W.R. [170] . . . . . . . . . . . . . . 135, 138

Streit, J. [54] . . . . . . . . . . . . . . . . . . . . . . . . . . 15

T

Tang, Z.Q. [119] . . . . . . . . . . . . . . . . . . . . . . . 67

Tanner, R.M. [66] . . . . . . . . . . . . . . . . . . . . . . 32

Tarable, A. [69] . . . . . . . . . . . . . . . . . . . . . . . . 39

Taricco, G. [61] . . . . . . . . . . . . . . . . . . . . 27, 95

ten Brink, S. [36] . . .6, 23, 24, 54, 57, 58, 87,

99, 147

ten Brink, S. [149] . . . . . . . . . . . . . . . .118, 121

ten Brink, S. [175] . . . . . . . . . . . . . . . . . . . . 147

Thomas, J. [34] . . . .6, 11, 14, 15, 29, 90, 120

Tong, J. [85] . . . . . . . . .51, 52, 72, 74, 92, 175

Tong, J. [109] . . . . . . . . . . . . . . . . . . . . . . . . . .53

Torsner, J. [7] . . . . . . . . . . . . . . . . . . . . . . 1, 127

Tse, N.C. [133] . . . . . . . . . . . . . . . . . . . . . . . . 95

Tse, N.C. [132] . . . . . . . . . . . . . . . . . . . . . . . . 95

Tse, N.C. [138] . . . . . . . . . . . . . . . . . . . . . . . . 95

Tse, N.C. [20] . . . . . . . . . . . . . . 4, 5, 18, 19, 89

Tuninetti, D. [150] . . . . . . . . . . . . . . . . . . . . 128

U

Ungerboeck, G. [55]. . . . . . . . . . . . . . . . . . . .22

Urbanke, R.L. [174] . . . . . . . . . . . . . . . . . . . 147

Utschick, W. [97] . . . . . . . . . . . . . . . . . . . 52, 53

V

Valenti, M.C. [186] . . . . . . . . . . . . . . . . . . . 175

Valenti, M.C. [154] . . . . . . . . . . . . . . . . . . . 128

Varnica, N. [123] . . . . . . . . . . . . . . . . . . . . . . .81

Veeravalli, V.V. [118] . . . . . . . . . . . . . . . . . . . 67

Verdu, S. [120] . . . . . . . . . . . . . . . . . . . . . . . . 72

Verdu, S. [80] . . . . . . . . . . . . . . . . . . . 50, 54, 67

Viswanath, P. [138] . . . . . . . . . . . . . . . . . . . . .95

Viswanath , P. [20] . . . . . . . . . . 4, 5, 18, 19, 89

Viswanathan, H. [131] . . . . . . . . . . . . . . . . . . 95

Viterbi, A.J. [79] . . . . . . . . . . . . . . . . . . 50, 135

Viterbi, A.J. [78] . . . . . . . . . . . . . . . . . . . . . . . 50

Viterbi, A.J. [71] . . . . . . . . . . . . . . . . . . . . . . . 43

Vivier, G. [151] . . . . . . . . . . . . . . . . . . . . . . . 128

Vojcic, B.R. [57] . . . . . . . . . . . . . . . . . . . 27, 95

W

Wahlqvist, M. [7] . . . . . . . . . . . . . . . . . . . 1, 127

Walke, B.H. [131] . . . . . . . . . . . . . . . . . . . . . .95

Wang, J. [105] . . . . . . . . . . . . . . . . . . . . . . . . . 53

Wang, P. [90] . . . . . . . . . . . . . . . . . . . . . . .52, 53

Wang, P. [24] . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Wang, P. [94] . . . . . . . . . . . . . . . . . . . . . . .52, 53

Wang, R.Q. [137] . . . . . . . . . . . . . . . . . . . . . . 95

Wang, T.R. [148] . . . . . . . . . . . . . . . . . 113, 115

Wang, X.D. [141] . . . . . . . . . . . . . . . . . . . . . . 95

Wang, X.D. [87] . . . . . . . . . . . . . . . . . . . . . . . 52

Wang, X.D. [75] . . . . . . . . . . . . 45, 52, 96, 147

Wang, X.D. [176] . . . . . . . . . . . . . . . . . . . . . 147

Wang, X.D. [102] . . . . . . . . . . . . . . . . . . .52, 53

Wang, X.D. [98] . . . . . . . . . . . . . . . . . . . . . . . 52

Wang, X. [189] . . . . . . . . . . . . . . . . . . . . . . . 176

Wang, Y. [33] . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Wang , X.D. [112]. . . . . . . . . . . . . .54, 57, 147

Wang , X.D. [113] . . . . . . . . . . . . . . .54, 67, 73

Webb, W.T. [10] . . . . . . . . . . . . . . . . . . . . . . . . 3

Wei, H. [114] . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Weitkemper, P. [103] . . . . . . . . . . . . . . . . . . . 53



AUTHOR INDEX 206

Wiberg, N. [67] . . . . . . . . . . . . . . . . . . . . . . . . 32

Wolter, D.R. [8] . . . . . . . . . . . . . . . . . . . . 2, 127

Wong, C.H. [5] . . . . . . . . . . . . . . . . . . . . . 1, 130

Wornell, G.W. [133] . . . . . . . . . . . . . . . . . . . . 95

Wu, K.Y. [31] . . 5, 51, 52, 56, 57, 80–82, 86,

142, 147

Wu, K.Y. [140] . . . . . . . . . . . 95, 101, 102, 117

Wu, K.Y. [88] . . . . . . . . . . . . . . . . . . . . . . . . . .52

Wu, K.Y. [122] . . . . . . . . . . . . . . . . . . . . . . . . 81

Wu, N. [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

X

Xiao, J. [24] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Xiao, L. [147] . . . . . . . . . . . . . . . . . . . .113, 115

Xu, C. [181] . . . . . . . . . . . . . . . . . . . . . . . . . . 147

Xu, L. [121] . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Xu, W. [111] . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Xu, X. [105] . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Y

Yang, L.L. [181] . . . . . . . . . . . . . . . . . . . . . . 147

Yang, L.L. [28] . . .5, 50, 51, 53, 80, 147, 150

Yang, L.L. [27] . . . . . . . . . . . . . . . . . . . . . . . . . 5

Yang, L.L. [26] . . . . . . . . . . . . . . . . . . . . . . 5, 53

Yang, L.L. [25] . . . . . . . . . . . . . . . . . . . . . . . . . 5

Yanikomeroglu, H. [131] . . . . . . . . . . . . . . . 95

Yao, Y. [105] . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Yeap, B.L. [72]. .43, 44, 56, 67, 96, 101, 115

Yee, M.S. [5] . . . . . . . . . . . . . . . . . . . . . . . 1, 130

Yen, K. [178] . . . . . . . . . . . . . . . . . . . . . . . . . 147

Yen, K. [28] . . . . . 5, 50, 51, 53, 80, 147, 150

Yeung, R.W. [42] . . . . . . . . . . . . . . . . . . . 6, 113

You, C. [187] . . . . . . . . . . . . . . . . . . . . . . . . . 175

Yuan, X.J. [110] . . . . . . . . . . . . . . . . . . . . . . . 54

Yue, G.S. [113] . . . . . . . . . . . . . . . . . 54, 67, 73

Yue, G.S. [102] . . . . . . . . . . . . . . . . . . . . . 52, 53

Yue, W.Y. [104] . . . . . . . . . . . . . . . . . . . . . . . . 53

Z

Zehavi, E. [21] . . . . . . . . . . . . . . . . . . . 4, 27, 95

Zhang, J.H. [33]. . . . . . . . . . . . . . . . . . . . . . . . .5

Zhang, P. [33] . . . . . . . . . . . . . . . . . . . . . . . . . . .5

Zhang, R. [121] . . . . . . . . . . . . . . . . . . . . . . . . 78

Zhang, R. [108] . . . . . . . . . . . . . . . . . . . . 53, 54

Zhang, R. [45] . . . . . . . . . . . . . . . . . . . . . . . . 6, 9

Zhang, R. [46] . . . . . . . . . . . . . . . . . . . . . . . . 6, 9

Zhang, R. [49] . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Zhang, R. [51] . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Zhang, R. [50] . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Zhang, R. [35] . . . . . . . . . . . . . . . . . . . . . . . . 6, 8

Zhang, R. [43] . . . . . . . . . . . . . . . . . . . . . . . . 6, 8

Zhang, R. [44] . . . . . . . . . . . . . . . . . . . . . . . . 6, 8

Zhang, R. [157] . . . . . . . . . . . . . . . . . . . . . . . 128

Zhang, R. [41] . . . . . . . . . . . . . . . . . . . . . . . . 6, 8

Zhang, R. [48] . . . . . . . . . . . . . . . . . . . . . . .8, 52

Zhao, B. [186] . . . . . . . . . . . . . . . . . . . . . . . . 175

Zhao, B. [154] . . . . . . . . . . . . . . . . . . . . . . . . 128

Zhao, M. [105] . . . . . . . . . . . . . . . . . . . . . . . . 53

Zheng, L.Z. [138] . . . . . . . . . . . . . . . . . . . . . . 95

Zhou, S. [105] . . . . . . . . . . . . . . . . . . . . . . . . . 53

Zhu, H.D. [177] . . . . . . . . . . . . . . . . . . . . . . 147

Zirwas, W. [131] . . . . . . . . . . . . . . . . . . . . . . . 95

Zukerman, M. [172] . . . . . . . . . . . . . . . . . . .137


