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Abstract

The need for better understanding of the low-frequencyaauihess observed in shock wave/turbulent boundary layeraictions
has been driving research in this area for several decadespri#éent here a large-eddy simulation investigation ofintteraction
between an impinging oblique shock and a Mach 2.3 turbulenh@ary layer. Contrary to past large-eddy simulationstigations on
shock/turbulent boundary layer interactions, we have asethflow technique which does not introduce any energdyisanificant
low frequencies into the domain, hence avoiding possilirfierence with the shock/boundary layer interactionesystThe large-eddy
simulation has been run for much longer times than previampeaitational studies making a Fourier analysis of the lagdiency
possible. The broadband and energetic low-frequency coemidound in the interaction is in excellent agreement withexperimental
findings. Furthermore, a linear stability analysis of theam#@ow was performed and a stationary unstable global moddauend. The
long-run large-eddy simulation data were analyzed and agpbhange in the wall pressure fluctuations was found to icteineith the
global-mode structure, leading to a possible driving maidm for the observed low-frequency motions.

Keywords shock boundary layer interactieiglobal mode compressible turbulence ES - low-frequency unsteadinesseparation
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1 Introduction

Sixty years after the very first observations, shock-wawafiolary-layer interaction (SBLI) research is still anaetand challenging
field [9]. Such interactions are of practical interest in a numbesérnal and internal flow problems in aerospace such asuaief
design and turbomachinery. In some instances, the intenacan significantly alter the heat exchange and produceiitapt unsteady
pressure loads which can greatly shorten the structuedirie P]. The two-dimensional interactions most commonly studieslthe
interaction of a normal/oblique shock wave with a laminaidulent flat plate boundary layer and the case of a flow ovenapor over
a compression corner. A review of the aforementioned iotenas can be found in Adamson and Messitdr The case of an incident
oblique shock is historically the least well studied, anthis case on which we focus our attention. A sketch of such t@naation is
given in figurel. For a sufficiently large shock strength, the associate@m@évpressure gradient induces a separation of the boundary
layer. At the leading edge of the separation bubble, corspmesvaves form the reflected shock, which thus originatebéun upstream
than the idealized inviscid theory would predict. The flowid&on along the downside of the bubble produces an exparfan,
quickly followed by reattachment compression waves. Farttownstream, the boundary layer recovers to an equitibstate after a
long relaxation process. A snapshot from the present naadesimulation is provided in figur2to illustrate the main structures.
Despite the success of the free-interaction theory to desthe initial stage of the laminar interactictt| 2€], theoretical knowl-
edge of the transitional and turbulent cases is extremeligdd. In particular, the low-frequency unsteadiness efréflected shock,
although widely acknowledged, is not fully understood][ One peculiarity of the observed reflected-shock unstessdiis its relative
low-frequency compared to the characteristic frequencthefincoming turbulent boundary layet][ The mechanism causing the
low frequency is the focus of much of today’s research on SBbilfar, the published explanations are mainly of a speeelaature.
The most common approach is to try to relate upstream evertkgiincoming turbulent boundary layer with the shock matidhe
idea dates back at least to Plotkiit], who modeled the shock as being randomly perturbed by equstdisturbances but subject to a
linear restoring mechanism, forcing the shock to come badis tinitial position. Although this approach was succekaf predicting
some statistical quantities like the wall-pressure roeamsquare, it does not provide a physical explanation e@fidtv-frequency
mechanism and is a purely stochastic approach. Furthermomectly capturing the flow-variable standard deviatimes not imply
that the relevant time scales have been properly resolvetbdeled. That being said, there is undoubtedly a correldt@ween the
impact of an eddy into the shock and the shock displaceménid.l&d Andreopoulos and Muck]to suggest that the frequency of the
shock motion scales on the bursting frequency of the incgrbundary layer. Indeed, Erengil and Dollings] have shown that the
small-scale motions of the shock are caused by its resporike passage of turbulence fluctuations through the irtteradHowever,
such events occur at higher frequencies than the ones wetarested in and cannot be directly related to the largke4oa-frequency
motions of the reflected shock.
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Figure 1: Sketch of the oblique shock / boundary-layer adgon

Unalmis and Dolling §(] have investigated the correlations in a Mach 5 compressiner flow between an upstream Pitot
pressure and the shock-foot location, and found that arregrstshock position was correlated with higher upstrearaspre, and
vice versa. It was then argued that the shock position coeldriven by a low-frequency thickening and thinning of thestogam
boundary layer. Later, Beregt al.[5] looked at relatively low-frequency correlations in thersacompression-corner flow and found
significant correlations between upstream velocity flutitue and the shock motions at 4418z one order of magnitude smaller than
the characteristic frequency of the large-scale struatfiteeir incoming turbulent boundary layddg /& ~ 40 kHz whereU is the
upstream freestream velocity abglthe 99% upstream boundary-layer thickness). Note thatdrsttock-reflection case we consider
in this paper, the upstream boundary-layer charactefigtuency is about 5&Hz while the reported most energetic low-frequency
shock motions are at aboutdkHz[11].

However, Bereslet al. [5] observe that the “low-frequency thickening/thinning bétupstream boundary layer does not drive the

large-scale shock motion”. This seems to be in contradiatitih the earlier results offinalmis and Dolling (], but later Houet
al. [24] made a similar analysis as Bereshal. [5] in a Mach 2 compression-corner flow and showed, using cmdit averaging,
a clear correlation between the shock motion and a thickgihimning of the upstream boundary layer. It is logicalttaahange in
the upstream mean boundary-layer properties would affecshock position since a fuller velocity profile would beslggone to
separation under the same adverse pressure gradient.sTdosfirmed, for example, by Bereshal. [5] who find that their studied
correlations improve as they approach the wall.

The aforementioned studies provide clear evidence of aaximn between the shock position and the upstream condltje
averaged boundary-layer profile. However, the events wénielmesponsible for the substantial differences in the itiondlly-averaged
profiles had to be clarified, and more importantly, the tinadson which they occur considered with care. Indeed, to nepadible
with the shock-motion timescales, those events must best & order ten-boundary-layer-thicknesses long. Thegamee of time-
resolved particle image velocimetry (PIV) approaches nthdeabove considerations possible. For example, Ganapathimanet
al. [1¢] have recently reported very long coherent structures otiafifty boundary-thicknesses long (termed “superstmasy), using
PIV and Taylor’s hypothesis (note that the use of Taylorpdithesis may be valid as shown by Dennis and Nickd}s [n their paper,
one can find the scaling argument that the low frequency iediny the superstructure scalesldn/2A, whereU,, is the upstream
freestream velocity and the size of the superstructure. In the shock-reflection vasénvestigate in this paper, we know from
Dupontet al. [11] that the energetically significant low-frequency shockiltstions are at aboutl,, /1150, whered is the upstream
99% boundary-layer thickness. Using the above superstrisicaling argument, the energetically-significant loegtiencies seen in
the shock-reflection experiment of Dupaaital. [11] would be associated with structures of size in the order0df %ong, consistent
with the value quoted by Ganapathisubramnetral.[14].

Yet, it should be noted that it is uncertain whether such lemgnts are caused by an experimental artifact (such aseGhke
vortices formed in the expansion section of the wind-tumeazle []). Although numerical simulations could, in theory, ans\ureat
guestion, it is not yet possible to perform direct numersiadulations (DNS) which can allow the development of sugbesstructures
and at the same time cover long-enough time series to studipwirfrequency shock motions. The reader can refer to th& BN
Ringuetteet al.[39] where the authors find long coherent structures up to thémmar domain size tested (8§. However, it is also
unsure whether the recycling/rescaling technique usethidatithors could be forcing such structures. In this paperviN consider
the opposite numerical exercise, where we avoid forcingmaicular low-frequency/large-wavelength motions aed whether the
reflected-shock low-frequency motions can be observed.



Furthermore, the following two remarks should be considefgrst, it must be emphasized that the way the correlatioiction
are built will inevitably govern the level of understandiggined from the resulting correlation values. For example correlations
mentioned in the above paragraphs are built as follows: tbiéom of the shock or a predefined separation line is detesteidthen
correlated to an earlier event in the incoming boundaryrlagesuming that the upstream event has travelled the $epadistance
at a constant predefined velocity (usually the local meaacitgi). This approach will by construction remove the pb#isy that the
shock motion may be related to a downstream event. Seconl,aualgorithm always involves in one way or another the ahoi
of arbitrary threshold values, which directly influence theel of correlations seen. For example, Ganapathisubraataal. [18]
define as the separation front the spanwise line from whietvéocity is less than 25%-s 1 and 187m-s~1, due to the difficulty in
finding the zero-velocity contour line from the PIV, and thepiossibility of using a criterion based on the zero skiotioin contour.
With these assumptions, the authors find that the motionet#paration line is correlated to the presence of low- agl-tipeed
regions. The analysis of DNS data allows the study of difiepossible correlation approaches, which may be difficultrgpossible
to implement experimentally, and the resulting effect oa ititerpretation of such correlations. For example, Wu aradtid [55]
find that “the streamwise shock motion is not significantlfeetied by low-momentum structures in the incoming boundayer”.
However, using a similar criterion as the one used by Gahadiramanet al.[ 18], the authors found much higher correlation values,
similar to the ones found in the experiment. This demoretrélie sensitivity of the correlation techniques in the exftentioned
experimental compression-corner investigations. Of ssuthe ability of numerical simulations to perform timesalved high-spatial
numerical measurements greatly enhances the level of exihpthe data analysis can reach. For example, one can lopéssible
upstream-propagating mechanisms using frequency/wardsar analysis of the wall-pressure distribution (as shiater).

Thus, an alternative (more recent) approach has been tw trglate the low-frequency shock motions to a possiblensiti
mechanism. Recently, Pirozzoli and Grassd performed a DNS corresponding to experiments at Mach 2I3(fnentioned in more
detail later in the text), but at a significantly lower Reya®whumber than in the experiment. In their paper, the authigyse that
the low-frequency originates in an acoustic-feedbacllo®chanism. They suggest that the interaction of the dhgar-coherent
structures with the tip of the impinging shock produces atiowaves which can propagate upstream inside the subssgian and
in turn enhance the shedding of coherent structures at gagat#on line. This two-dimensional mechanism would theak litself into
a resonant mode and produce the low frequency. Howeverjntpsrtant to note that the integration time obtained by 2iodi and
Grasso’s $7] DNS was much too short to cover any low-frequency oscélatimaking the interpretation of their two-point corredati
plots subject to caution. The present LES will also addresgjuestion of whether or not such upstream propagatingsticovaves
can be detected.

The linear stability analysis performed by Robinéf][shows the existence of a stationary unstable global modéhé&laminar
interaction case at sufficiently large shock angle but thiability mechanism has not been directly linked to the-foeguency
oscillations of turbulent interactions. The present papi#rextend the linear stability analysis to the turbulemtieiraction case and the
results will be compared to the LES data, constituting, tokmowledge, the first published attempt of this kind.

Finally, one cannot yet rule out the possibility of expenrtad and numerical artifacts (like side-wall corner flowgtie wind tun-
nel [13), or the use of recycling/rescaling inflow generators inghmeulations []*) which could be at the origin of the low frequencies
seen in both numerical simulation and experimental reslritthe present LES approach, we try to make sure that thistithe case.
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Figure 2: Snapshot from the numerical simulation: shockesygmade visible by choosing a velocity-divergence-leaete), pressure
(black and white) and turbulent kinetic energy (color) fie{Hoth shown on a quadratic scale for highlighting purppséth sonic line
(thick black line) and mean-separation-bubble contourit@line)

The case of a shock-wave generated by a 8-degree wedgetitignaith a turbulent boundary-layer at Mach 2.3 ang Re2 x 10
has been experimentally investigated for several yearsdi{tSTI group in Marseille (France) §, 11], whered; is the boundary-layer
displacement thickness (in its compressible-flow formaigtupstream of the interaction. The flow conditions theg age within
reach for LES. Indeed, Garniet al. [19 were the first to perform an LES of that configuration. Thehaus$ report relatively
good agreement with the mean experimental fields, givindidence that LES is capable of reproducing the key physicshed
in such interactions. However, those authors did not inyat# the low-frequency unsteadiness since it would regouiuch longer
integration times to cover enough low-frequency oscitlagi. In fact, the experimental finding is that the period ighef order
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of 1150y/U. while the LES of Garnieet al. [19] covered only about 8% /U.. Similarly, the DNS of Pirozzoli and GrassG]
covered only 28y/U., despite the use of a Reynolds number about a third that abtheriment. This is again too short to properly
investigate the low frequencies. Although it is in prineigdossible to perform a DNS of the IUSTI experiment at the Regnolds
number, obtaining a signal at least several low-frequgrayed long is still too expensive. The relative successE$lapproaches to
predict the mean properties of SBLI in past publicatioris B2, 47] makes it the preferred candidate in order to achieve lang Series.

In this paper, we present an LES approach to cover abotd10. after the initial transient (corresponding to about 90
low-frequency cycles). First, we introduce our LES apploaith a particular focus on the inflow generation methodeblasn the
digital filter technique of Kleiret al. [30]. Indeed, as mentioned above, the rescaling/recyclinigrigce is believed to potentially
affect the SBLI dynamics by introducing a relatively lovefjuency tone into the computational box (directly relateithé length of the
recycling box) which could interfere with the SBLI dynamid$hen, we compare the obtained LES flow statistics agaiestthilable
PIV data [L7]. This is followed by a sensitivity study of the results teetbrid resolution, computational domain width and choice
of subgrid-scale model. We then present our linear stglalialysis approach, and finally analyze the long-run LE&,dahere we
compare our results with the unsteady experimental walbsure measurements.

2 Numerical approach

2.1 Governing equations

After some algebraic manipulation, the approximated fofrthe filtered dimensionless compressible Navier—Stokes&ons (ex-
pressed in conservative form) is composed of one contirgjtiation, three momentum equations and the energy equation
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wherep is the fluid densityy; the instantaneous velocity vectprthe pressurel the temperature aridhe time. The streamwise, wall-
normal and spanwise directions are denoted,lyyandz respectively. The resolved equation of state, the resdbtatlenergy/pressure
relation and the resolved viscous shear-stress relatiens a
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The resolved dynamic viscosifyis assumed to follow a power-law dependence with the tenyera
~ 1 Q
i = m (Q=0.67). 7)

The overbar and tilde notations were used to denote theasffiter and Favre-filter operators, respectively:

E(x):/@G(xfz;Z) a(z) d®z,  with: /@G(xfz;Z) dz=1; (8)
5 P&
= (9)

The functionG (x —-z; Z) is the filter function, with characteristic length scAleThe integration is performed on a compact subset of
RR3, denoted?. The usual indicial notation was used, amoddenotes the Kroneckerfunction, Re the Reynolds number, Pr the Prandtl
number (taken to be 0.72)] the Mach number ang the specific heat ratio (taken to be 1.4). The reference satuaormalize the
flow variables are taken in the potential flow, upstream ofitieraction. The reference length scale will vary during txt and will

be explicitly defined where it is used. The subgrid-scalegp§ress tensor on the right-hand side of equatignar(d @) is:

0 =P (Gl — Gd)), (10)
and the subgrid-scale Reynolds heat flux on the right-hatelafi equationd) is:

©; =Tu; - TU;. (11)



Note that the right-hand sides of equatioBsgnd @) are incomplete. The list of the neglected SGS terms canuoadf;n Touber and
Sandham49] together with the motivations which led to the above appr@te form of the filtered equations. The SGS stress tensor is
modeled via the classical eddy-viscosity approach:

1 L
agij — éﬁjakkz —2pvS;, (12)

wherev; is the eddy viscosity ana*; the deviatoric part of the strain-rate tensor computed filoerfiltered velocity field:
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The eddy viscosity is then obtained from the Mixed-Time{8¢®ITS) model by Inagakét al. [27] which is essentially based on
a dimensionally-consistent physical argument relatindpéoasymptotic behavior of the eddy viscosity as one appesthe wall and
the potential flow:

Vi = Cir skesTs, (14)
a1l =~ B A\t Cr - ~ PG
o= [o-0] [a -], 7= () +<@> T Y

where the constanByts andCr were originally set to 0.05 and 10 by Inagakial. [27], based ora priori tests in channel and
backward-facing step flow data. In the current implemeatedif the model, we used:

Cumrs=0.03, Cr =10, (16)

based on application of the SBLI code to compressible terfildhannel flow. In addition, the dynamic Smagorinsky m#il2?2, 36,
] was coded based on Vreman’s] implementation in order to quantify the model effects oa tasults.

The filter used in the code is a simple top-hat filter with chgdstic width equal to the grid spacing. The flow is filtemedy in the
streamwise and spanwise directions, avoiding issuesttatfiltering in the stretched-grid direction. When the ayric Smagorinsky
model is used, the test filter is also a top-hat filter with elageristic width two times the grid spacing. Finally, thefilsize was defined
as:

A = Ax-Dz (17)

Once the eddy viscosity is obtained (from either one of thevalSGS stress tensor models), the SGS heat flux is modeled as:

Vi oT
O = —pr 3% (18)
wherevy; is taken from the SGS stress tensor model. The SGS turbulentlf? number Rrshould, in theory, be computed dynamically
as in Moinet al.[36]. However, we consider it to be constant here (as in Gastial.[19]), with Pr, = 1.0.

The aforementioned governing equations are solved usifyarder central spatial differencing scheme for the spataivatives
and the $-order explicit Runge—Kutta scheme to integrate in timee Boundary treatment is also of 4rder []. The code makes
use of the entropy splitting of the Euler terms and the ldplaformulation of the viscous terms to enhance the stghilitthe non-
dissipative central scheme (see Sandkrmal. [47]). In addition, a variant of the standard total variatiomdiishing scheme is used
for shock capturing 7], coupled with the Ducros sensar(]]. Periodic boundary conditions are used in the spanwisection, while
the no-slip condition is enforced at the wall, which is seb&isothermal. The top (freestream) and outflow boundarasemse of
an integrated characteristic schemé,[44] in order to minimize unwanted reflections from the compotal-box boundaries. The
oblique shock is introduced at the top boundary using thekiRarAHugoniot relationships. The inflow condition is théogct of the
following section. Finally, the code was made parallel irttalee directions using MPI libraries.

2.2 Inflow boundary conditions

DNS and LES of turbulent boundary-layer flows suffer from treed to prescribe accurate three-dimensional and timerdigmt
inflow-boundary conditions. This is a rather important esslue to the sensitivity of the governing equations to theaehof boundary
conditions. Perhaps the most common approach is the negfaltycling technique proposed by Luatal. [33]. This is one of the
most accurate approaches since it only requires one emlgielation, introducing almost no inflow transient. Howewee argue that
this technique suffers from two important drawbacks forpghesent SBLI study. First, the extension of the method {joaify designed
for incompressible flows) to compressible flows raises thedof the rescaling of the thermodynamic variables andabmaled pres-
sure drift (see Sagaet al.[41] and references therein). Secondly, the recycling natttieeomethod will, by construction, introduce a
distinct low-frequency tone that can interfere with thedstof the low-frequency contentin SBLIJ. All the LES [19, 32, 47] and most
of the DNS |4, 1] results available so far on SBLI have used the recyclingrieque. However, for their DNS, Pirozzoli and Grassd|[
have chosen to use a long domain to simulate the transititurthalence (note that to achieve this, they forced the flothaivall over

a short streamwise distance). Similarly, for his compmssamp DNS, Adams?] used a precursor flat plate DNS where a bypass-
transition technique was used. Although very appealingptrerall computational cost of those approaches is priorebf we want to
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cover several low-frequency cycles. Alternative techegjare often referred to synthetic turbulence approaches.obthem was de-
veloped by Sandhaet al.[43] and extended to higher Mach numbers by &1]] In this approach, the inflow conditions are prescribed
analytically via the introduction of several modes aimedhanicking the main features of the turbulent flows such asrher-layer
near-wall streaks and their lift up. As with any synthetitbtllence approach, it suffers from the level of approxioraintroduced

at the inflow by producing a long transient during which thevfidowly recovers the modeling errors. Despite that majamdirack,
synthetic approaches are increasingly becoming populaeréas Sandhast al’s [43] method does not attempt to match the proper
statistical moments, other synthetic approaches like itfigatifilter (DF) approachi(] are designed to matchd-hocfirst and second
order statistical moments and spectra. In that case, thefgaroper phase information is responsible for the obskimvtow transient.

Table 1: Digital Filter coefficients

velocity component u % w
TBL SBLI TBL SBLI TBL SBLI
Iy in &9 units 10 10 4 4 4 4
. . a b a b a b a b a b a b
Nr, = 2ly/Ay (grid points)  35-65 20-35 45-85 25-45 30-40 15-20
Ng, = 2I;/Az(grid points) 15 20 15 20 30 30

2if y < Viim, whereyjim = 1 6y¢
b if y > yim, whereyjim = 1 6y

Before running the SBLI LES, we performed two LES of a flattpléurbulent boundary layer in order to compare Li%sl][
extension of the synthetic turbulence approach of Sanditaath [43] with a new modified version of Kleiet al's [30] digital filter
approach. The modifications introduced are originally dukie and Castro46] and greatly speed up the original version of Klein
al. [30] by applying the filtering operation only in 2D (rather than3D) and correlating the new 2D field with the previous one. In
addition, we propose here some modifications to Xie and €agtit] work in order to further speed up the technique and exteta it
compressible flows. The details of the new digital filter r@glie are given in appendix.

The digital-filter coefficients used in both the turbulewtibdary layer test simulation (denoted TBL) and the actuatk/boundary
layer interaction simulations (denoted SBLI) are givereiblé 1. Interestingly, the digital-filter technique was found ®nelatively ro-
bust to the choice of filter coefficients, which is a desirdbiture. However, this is only true as long as the presciiregth scales are
at least as large as the integral length scales of the real flaiing to meet that requirement can lead to laminariraeissues 9, 57
just as when only white noise is added to the flow. The presdnbean-velocity profile was obtained from the semi-anzdytnethod
described in Li 1] and the prescribed Reynolds stresses were obtained frararéiar simulation under similar flow conditions as the
one considered here.

Table 2: Numerical details for the turbulent-boundaryelegimulations
Streamwise dirx Wall-normal dir.y Spanwise dirz

Domain size Ly, Ly, L,in &9 400 50 20
Ly, Ly, Lyin & 28 3.5 1.7

Number of pointsi, Ny, N) 401 151 81

Grid resolution (wall units) Axt ~ 33 Ay~ 16 Azt~ 10

Both the digital-filter (DF) technique (described in append) and the synthetic turbulence (ST) technique of Sandeam
al. [43, 31] were compared on a Mach 2 andg%ex 2500 turbulent flat-plate boundary- Iayerflo@? is the displacement thickness

at the inlet computed from the van-Driest- transformed cieyoprofile using the incompressible-flow definition of thisglacement
thickness). The numerical details are given in tahleg=igure 3(a) compares the skin-friction evolution obtained for both thgital
filter and the synthetic inlet conditions. The two technigipeoduce a transient of about 20 boundary-layer thickisesseexpected for
such synthetic approachesd. Despite the fundamental differences in the formulatibeach technique, the skin friction appears to
converge to the expected levels at a similar streamwiseidocal his indicates that the near-wall region is not sérestb the prescribed
inlet method. This is probably because the near-wall t@rice structures recover the modeling errors fairly quiekiyg neither of
the two approaches perform better there. However, figliog compares the van Driest velocity profiles (expressed in thesical
inner-layer scaling, denoted by the exponent “+") obtaiaed & ~ 15 where some differences are found in the outer-regiomodigh
both approaches produce the expected near-wall asympé#diavior of a turbulent flow, the wake-region does not apfele realistic

in the case of the synthetic turbulence. This is further seahe turbulence statistics at the same streamwise sta®sghown in
figure 4. Figure4(a)is shown in inner-layer scaling where the compressibilayrection of Huanget al.[25] is used for comparison
with the DNS data of an incompressible turbulent boundaygid!5]. Figure4(b)is plotted using the displacement thickness. Both
figures exhibit the presence of a second spurious peak inotiterrean-square (RMS) profiles for the synthetic turbudemethod.
This unexpected distribution of the turbulence energy is ttuthe presence of a low-frequency, large-wavelength metich was
introduced at the inlet, and is found to survive for longatnavise distances, even up to the outflow boundary, but eatyptionverging

to the profile obtained with the digital filter. The ability tfe last outer mode to survive for such distances was notreddeén
Sandhanet al.[43]. We speculate that this is due to the higher Mach and Regnulthbers used here, potentially stabilizing this outer
mode, whereas the method was found to be successful in arsalewndary layer.



With respect to the SBLI simulations, we clearly do not wishfdrce a particular low-frequency/long-wavelength modetas
could directly impair the low-frequency study in the intetian. This is the main reason for choosing the digital fjlgénce it is able
to produce realistic inflow conditions with the guaranteavoid any cyclic pattern. In fact, the digital-filter fornation is convenient
since it provides a direct control on the size of the cohesemtctures introduced at the inlet. In the present SBLIsttlte integral
lengthscale used in the exponential correlation functi@e equation?g)) is set to be less than@®,. Of course, larger structures can

develop in the domain by the time the flow reaches the interacHowever, since the available domain before the interads an
order 1@ long, no structure longer that about ten boundary-layiekttesses long can form upstream of the interaction. Exidgion
the absence of any upstream low-frequency forcing are geaMater in the paper.
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Figure 3: Skin-friction evolution and reference velocitpfile: digital filter vs. synthetic turbulence. (The Reytd®humbers quoted
are based on the displacement thicknesses obtained frovantHeriest-transformed velocity profiles)
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2.3 Numerical details for the different simulations presered

For convenience, we provide here the numerical detailslféh@ simulations we will be referring to in the following&#ns. All of

the reported simulations concern the LES of an oblique shieke generated by a 8-degree wedge angle impinging on a Rl&ch
flat-plate-turbulent-boundary-layer at(g%@ 21x 103, consistent with the flow conditions of the IUSTI experimgrif]. Note the use

of the superscript “imp” on the dlsplacement thickness.sTihdlicates that the displacement thickness used to contipeiteeynolds



number was evaluated at the nominal impingement locatitimdrabsence of the shock during a precursor simulation.

Statistical results involve the grid, domain and subgddls model sensitivity studies. For the grid sensitivitydst we have
successively doubled the number of grid points in the thieections of the reference grid (see taBldor details). Note that the
reference grid is similar to the one used by Garmtal. [19 except in the wall-normal direction where we chose to tatache
problem closer to the wall, at about four boundary-layerkthésses, in order to reduce the number of grid points usedhWé rely on
the ability of the integrated characteristic boundary é¢tioid at the top boundary to significantly reduce most of unigd reflections
and preserve the quality of the simulation in the interactithe domain sensitivity study was performed only in thengyise direction
(see tablet) — this is believed to be the most sensitive domain lengttre Jiibgrid-scale model effect was investigated by comparing
the MTS model results against the results from the dynamiagamnsky model and an implicit LES (see tabBlfor details).

Table 3: Numerical details for the grid sensitivity study
Case Reference Grid Refinedxn Refined iny Refined inz
Domain size
Lx x Ly x Lzin 6i’d 450%x 70x 24 450x 70x 24 450x 70x 24 450x 70x 24
LuxLyxLzin 3™ 719x112x3.8 719x112x3.8 700x107x3.6 723x113x3.8
Ly x Ly x Lzin & 254x40x14 255x40x14 254x40x14 254x40x14
Number of points
N X Ny X< N, 451x 81x 73 901x 81x 73 451x 161x 73 451x 81x 145
Grid resolutior?
AX x Ayt xAzP 406x16x135 203x1.6x135 406x15x135 406x1.6x6.8

Grid stretchin§ By 5.50 550 A75° 5.50
Time stepAtU.,/5,® 0.025 Q045 Q045 Q045
Statistics acquisition

sampling rate 1 every 5 steps 1 every 5 steps 1levery5steps eni®esteps
number of FTP 9 6 11 7

SGS model MTS MTS MTS MTS

@ measured upstream of the interaction and at the wall for tievermal direction

b the stretching function used ig:= Lysinh(B,(j — 1)/(Ny — 1))/sinh(B,)

¢ note that we chose to keep the same near-wall resolutioreagfitrence grid and increase the outer-
layer resolution to better capture the shocks

d Flow-Through-Time: time it takes to go across the compateti domain at the upstream freestream
velocity

In the later sections of the paper, we consider the SBLI dycamThe integration times covered by the above simulations
were found to be insufficient to investigate the low-frequecontent, if any, of the interaction. To overcome this ésshe small-span
LES was continued for an extended amount of time as it is lgi¢lae cheapest case we could run. For that reason, our sesuthe
unsteady aspects of the interaction were obtained fromithe-integration of the small-span LES over 4 million itévas, after a
start-up transient of half a million iterations. This regeats about 408 flow-through-times. Using the experimemalak of 11%y/U..
for the period of the most energetic low-frequency osddlatthe current LES signal should cover about 90 cycles et stequency.
This makes a Fourier analysis possible at low-frequenaikgh was missing in previous studies of this kind.

Table 4: Numerical details for the domain and SGS model geitgistudy

Case Large spani5) Small spanl(;/2) Dyn. Smagorinsky Implicit
Domain size

Ly x Ly x L, in )¢ 450x 70x 120 450x 70x 12 450x 70x 24 450x 70x 24
Number of points

Nx x Ny x Nz 451x 81x 361 451x 81 x 37 451x 81x 73 451x 81x 73
Grid stretching By 5.50 550 550 550
Time stepAtU.,/6}° 0.045 Q045 Q045 Q045
Statistics acquisition

sampling rate 1 every 5 steps 1 every 5 steps 1 every 5 steps enliesteps
number of FTTP 9 73 16 8

SGS model MTS MTSP Dyn. Smagorinsky Noné

@ Flow-Through-Time: time it takes to go across the compateti domain at the upstream freestream
velocity

b a @"-order filter was applied every 5 iterations to remove spugioumerical oscillations



3 Time-averaged fields and flow statistics

3.1 Comparison with the PIV data

In this section, we compare the flow statistics obtained ftbenlarge-span LES run against the available PIV dath ¢f the same
flow. Figure5 gives the time-averaged streamwise-velocity field. ThieHahd side of the figure is a superposition of the PIV field (in
filled contours) and the LES field (thick solid lines). The tmurs were taken at exactly the same levels to allow a di@ttparison of
both the spatial structure and amplitude level of the v&yd@lds. The right-hand side of the figure provides a congmariof the PIV
and LES velocity profiles at four different streamwise lomas. Overall, the LES results are in good agreement wittiPthedata. One
noticeable difference is in the separation area (hightidlimi the contourmaps) where the PIV finds a taller mean sepataubble with

a slightly stronger reserved flow (about 5% of the upstre@mdiream velocity in the PIV against 3% in the LES). The banyhyer
thickening, however, is well captured.
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Figure 5: Mean streamwise velocity: PIV vs. LES. Two-dinmenal distribution showing the PIV in filled contours and thES in
solid lines at exactly the same contour levels (left). Pesfat different streamwise locations (right)

Figure 6 is a similar comparison as in the previous paragraph butherwall-normal velocity component. The initial part of
the interaction is in good agreement with the PIV. In the vecy the agreement near the wall is satisfactory, but tetdes in the
outer part of the boundary layer. Larger differences ara gethe separation bubble, as mentioned in the above paagitashould be
noted that the PIV is less converged for the wall-normal ei&ahan for the streamwise velocity and that near-wall Ri¥asurements
are usually less reliable. Furthermore, the flow inside thtebke is very unsteady and the bubble can be nonexistemias tind much
bigger than its mean size at other times. The velocity fltina inside the bubble can thus be large compared to the redacity
value, producing high Reynolds-stress values. Therefeealo not expect a very good agreement between the LES andMhieditie
the mean separation.

Figure7 gives the map of the root-mean-square (RMS) of the streaewekocity fluctuations. The LES results are seen to capture
a structure similar to the PIV one inside the interactionpanticular, the inclination angle of the high-intensitgige found inside the
interaction region is in good agreement with the PIV findingke ridge corresponds to the energetic shear layer forinide dubble
interface. It can be seen, however, that the shear layeeib S is slightly thinner than in the PIV. Also, it should beted that the
fluctuations in the LES upstream of interaction do not pertetas far into the flow as in the PIV. This is due to the digitsd+ settings,
which assigned too few energy in the outer part of the boynidaer. This was improved in a more recent simulation, whighdo
not report here. However, the lack of incoming outer-layectfiations does not seem to survive past the interactiothenprofiles at
x = 340mmare in good agreement.

In figure 8, we report the comparison of the wall-normal velocity fladtans. It can be seen that the comparison deteriorates
compared to the previous figures: the LES fluctuations aré stdoinger in the post-interaction region and the local maxh seems
to be closer to the wall than in the PIV. The shift in the heighthe ridge of maximum wall-normal velocity fluctuationseses to
correlate well with the taller PIV bubble. It is unclear whyetexperimental bubble is taller, but one can speculatadhie related to
the presence of the wind-tunnel side walls, which tend t@ené the size of the separation bubldowever, note that the contourmap
indicates a good match for the shock-system position, sigggthat the size of the interaction found by the LES is indjagreement
with the experiment.

Finally, figure9 gives the Reynolds shear-stress distributions. It mustnighasized that the shear stress is not easily obtained
using PIV. Nevertheless, despite the lack of convergentedPlV data, the qualitative and to some extent the quaimdtagreement
between the PIV and the LES is remarkably good. It is interg$b note the small but clear region of high positive shetegss values
(nearx = 320mmandy € [7 mm 10 mnj). This corresponds to the flapping motion of the inciderdesttip. Also, one can detect the

3Private communication with Dr. Jean-Paul Dussauge, IUST08)



LES
PIV

(v) field

same contour leveld “

Yy, mm
Yy, mm
n
T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T T T T

O T T ‘ T T ‘ 1T .‘
-30 -20 -10 0 10 20 30 40 50
<U>) m-s !
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mean position of the reflected shock, which is seen to be cityngredicted by the LES.

Generally speaking, the PIV and LES data agree sufficierglitavbelieve in the ability of LES to reproduce this compilexv field.
Also, the good agreement with the PIV data, taken from theiameplane of the wind tunnel, suggests that the 8-degreeyeradgle
experiment is close to being statistically two-dimenslpasa claimed by Dussauge and Piponniadj[and that the wind-tunnel-corner
flows are not too important in this case. However, it was ¢Jestnown in this section that the separation-bubble premistwere
good for the bubble length but that the bubble height was iprddicted by the LES. This is believed to be the sign of saewellof
three-dimensionality in the experiment but we emphasiaettie interaction-length prediction would not be in goodeagent if the
experiment had been strongly affected by the side wallshewrs for example in the .8-degree caself]. In the 95-degree case,
the success of a statistically two-dimensional LES wouldb®guaranteed and would probably have to account for thd-winnel
side-wall effects’

3.2 Sensitivity of the results to the grid resolution, domai width and choice of subgrid-scale model

In this section, we look at the sensitivity of the base flowhte thoice of grid, domain width and SGS model. FigLd€a)gives the
skin friction evolution inside the interaction for differegrid resolutions, as defined in taldleAlthough the statistics were not acquired
over the same amount of samples, the number of samples utigd study was large enough to consider the results to bistgtatly
converged. From figur&0(a) we do not find the tested grid resolution to produce sigmfickfferences in the size of the separation
bubble and skin-friction levels. Garniet al.[19] also looked at the sensitivity of their results to the gedalution and could not find

4Private communication with Dr. Eric Garnier, ONERA (2007)
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any significant differences at similar resolutions to thesgnt ones (note that they used the local boundary-layer-eohditions to
normalize the skin friction and Sutherland’s law for the dgmic viscosity while we use the upstream boundary-laygeednditions
and a power law). Thus, we are confident that the grid resolutsed is sufficiently fine to only have marginal effects andtatistical
results.

Figure 10(b) compares the skin-friction evolution for the different daimwidths considered (see tablg Contrary to the grid
sensitivity tests, we find the results to be very sensitivetheocomputational-box width. Previous simulations of t&TI 8-degree
shock-reflection case made use of spanwise widths4,lin Garnieret al[19 and 22d in Pirozzoli and Grasso3[/], while the
experimental separation-bubble lengtitOgldp)-long [11]. In this domain-size effect study, we have tested spanieisgths ranging
from 0.78y to 78&. The separation point is found to move upstream as we rechvesganwise extent of the domain while the
reattachment point moves further downstream, leadingrgetebubbles and slower recovery rates. Figutéa)further confirms the
changes by looking at the wall-pressure distribution (redized by the upstream pressure). The wall-pressure fliioh is seen to
develop a plateau as the domain width is reduced. This isnieognt of laminar interactions, but we are certain thafitve remained
fully turbulent in the small-span simulations. In fact, #mall-span LES was chosen such that despite the increaaedisge coherence
(forced by the periodic boundary conditions) we would stithintain a fully turbulent boundary layer. The existenceaqfressure
plateau is thus a direct consequence of the bubble exteds®to the high level of spanwise coherence. Finally, ittisresting to note
that the increased interaction length due to the reducedo$ithe domain width does not seem to affect the initial rdizhange of the
wall-pressure distribution. This is reminiscent of thesfiateraction theory in laminar interactionsy 24].

Table5 shows the bubble and interaction lengths for the differeittsgand domain sizes, compared with the values obtained by
Garnieret al.[19] (LES) and Dupontt al.[11] (experiment). This further quantifies the sensitivity loé toubble to the domain width,
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pressure before the incident shock wave

with an extension of the bubble of about 35% between the langlesmall-span cases. In addition, tableuggests that the simulated
normalized shock intensity is higher than in the experimprabably due to a slightly lower level in the incoming skircfion. In
the table,p; refers to the theoretical freestream pressure after thidant shock but before the reflected shock apds the wall
shear-stress before the interaction. Finally, tébdpiantifies the differences found between the interactingtlel. and the separation
lengthLsep The interaction length is defined as the distance betwestotation of the reflected-shock extension to the Waland
the inviscid-impingement location of the incident oblicgleckXmp while the separation length is the distance between the atpa
point Xsep and the reattachment poiktea. Experimentalists prefer to use the interaction lengthevbomputationalists favor the use
of the separation length, which is evaluated more preci$elthe remaining part of the paper, we will use the sepandéogth rather
than the interaction length. To allow a consistent comparigith the experiment, we have evaluated the experimeaparation length
(based on the LES results) to be aroundi®@ This will be important for the unsteady aspects.

The subgrid-scale-model effect was investigated by corsparof the MTS model with the dynamic Smagorinsky model and
an implicit LES approach. Figurgl(b)gives the wall-pressure rise in the interaction obtainedhfthe different models. We find
that the MTS and the dynamic Smagorinsky (DS) models givg samilar results, while the implicit LES stands out. The doo
agreement between the two models suggests that the grideifiough so that the particular choice of eddy-viscosity ehbds
little importance. However, the larger separation foundthy implicit LES, as shown in figur&2(a) and steeper increase in the
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Table 5: Interaction lengths and normalized shock intgnsit

Case Ref. Ry 2Ny 2N, L,/2 5, Garnieretal.[19] Dupontetal.[1]]
(p2 — p1)/2Tw 502 509 505 486 493 489 475 405

L/% 51 54 53 51 59 48 45 42

Lsep/ % 45 48 48 45 61 39 31 357
(Xsep— X0)/&,"™" 20 24 21 17 21 20 25 -

(Xrea— Ximp)/6;, © 02 07 07 00 27 -07 -18 -

& this value is not in the original paper of Dupcettal. [11] but was estimated based on the LES results
taking (Xsep— X0)/8; " ~ 2, giving an experimental value afep~ 39 mm

wall-pressure (figuré1(b) leads us to believe that simply neglecting the SGS termthdrparticular grid would not be correct.

In figure 12(b) we look at the SGS model effect on the incoming velocity peofirhe DS model gives a slightly lower friction
velocity than the MTS and implicit LES, as already noticethia upstream skin-friction values. The apparent overshitbie log-law
constant is not believed to be related to a resolution issinee the grid-refinement study did not show any strong dievia in the
results as the grid was refined. In fact, the overshoot is Ijndire to the choice of dynamic-viscosity law. In the preddas, we use
the power law with exponent 0.67. If instead, we use Suthditdaw (as in Garnieet al.[19)), it can easily be shown that the dynamic
viscosity at the wall would be about 13% greater. To estintateeffect of a 13% difference in the dynamic-viscosity eséu the wall,
the van Driest velocity profile from the MTS model was re-gssed using Sutherland’s law and the result is shown in figjafe)
The difference is clear and the agreement with the log-lawish better. Furthermore, it must be noted that there exises/ariations
on the value of the additive constant used in the literatvaa Driest p1] used 5.24).
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Figure 12: Subgrid-scale model effect on the upstream itgland the interaction region

Finally, figure 13 gives the eddy-viscosity field for the two SGS models testé€tle asymptotic behavior of the models in the
upstream boundary layer as we approach the wall differ, assin figure13(a) The eddy viscosity from the MTS model approaches
the wall asy*z, which is a factoly™ away from the expected asymptotic behavior, properly gaptby the DS model. This issue is
reported in Inagakeét al.[27]. Despite the wrong near-wall behavior of the MTS model, gk friction in the relaxation part of the
interaction (see figuré2(a) is close to the one from DS, suggesting that the incorrgehpsotic behavior of the MTS model has little
importance. Figurd3(b)confirms the overall similar eddy-viscosity distributioatveen the two models inside the interaction, with
some discrepancies near the shocks.

Since the DS model is significantly more computationallgirgive than the MTS model, for no obvious additional improgats
in the SBLI predictions, and that the implicit-LES resulifet from the ones with the SGS model on, the choice of the Mi&lel in
the present SBLI studies appears justified.

4 Linear stability study

Before presenting the unsteady aspects of the LES data,waidew in this section the stability properties of the timveraged flow. As
mentioned in the introduction, Robinet(] has recently performed a Bi-Global analysis of an obligueck impinging on a laminar
boundary layer, and found that for a sufficiently large wedgegle, the flow could become absolutely unstable to sparwaselengths
of the order of the separation-bubble length. The questierintend to answer here is whether or not the time-averageddidhe
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Figure 13: Subgrid-scale model effect on the eddy viscdsifginematic viscosity ratio

current turbulent interaction has a similar property. Tdrads this issue, we chose to use the SBLI code but modifiegtéattthe most
unstable or least damped mode of any given (3D) base flow.

4.1 Method

As mentioned earlier in the paper, the in-house code sohe8D compressible Navier—Stokes equations, which we ite-wr the

following generic way:
9q
2 _RH 19
i Sa), (19)
whereq is the conservative variable vectir, pu, pv, pw, pEt]T. Let us denote by, the time and span-averaged field from the LES
results. In this section, we will refer i, as the base flow. If we use this base flow as the initial condiicthe SBLI code, we can

obtain the rate of change gfneeded to satisfy the equilibrium. In other words:

7}
S = RHS(). (20)
If we now decompose the flogyinto the base-flow componeas and a perturbatioq (q= q,+ ¢'), we can write:
a /
ST = RHS(A) — RHS(b) 1)

where RH%q,) acts like a forcing term in the governing equations. Thisvad us to look at the time and spatial evolution of a presdribe
initial disturbance on the base flow while maintaining theebflow at its initial state. Thus, we can detect the most bhesi@r least
damped) mode. The above forcing was introduced in the SBié& aaith no inclusion of the SGS terms to run the stability gsial
as a DNS. However, the TVD-Ducros filter and the integrateatatieristic schemes were used and modified in a similar wéyet
governing equations given above.

The base flow is the time-averaged flowfield and is not a saiuticthe Navier-Stokes equations, overwise the left-hadd sf
equation 20) would strictly be zero. In fact, the forcing term introddoegan be thought of as the divergence of a Reynolds-stressrten
in the RANS equations. Thus, the above stability-analymistilation is similar to the linear-stability analysis bEtRANS equations,
if we consider small perturbations. It could then be argued such analysis corresponds to the initial stage of areadgtRANS
calculation started from the steady-RANS solution, bubhvwlite major difference that no modelling is applied to théwdtsances. There
are cases where the large-scale flow unsteadiness are folredrelatively well predicted by linear theory. For examgbasteret
al.[2(] compare their experimental measurements of a forced lembmixing layer with the results of classical linear-sliaptheory,
and report a good agreement between the two in both the ampland phase distribution. A more recent successful attentpe
application of the BiGlobal analysis to predict the shoc#lticed transonic-buffet onset by Crowethal. [7]. It can thus be argued that
the SBLI case may also be a candidate for the applicatiomeét-stability theory. Indeed, the low-frequency shockioms are known
to occur on timescales two orders of magnitude larger tharchiaracteristic timescale of the turbulence. The separafitimescales,
which appears to be needed for a successful extension afigtability theory, is clearly present in the SBLI casesuich a framework,
the turbulent nature of the flow is thus only needed to produe¢ime-averaged base flow.

4.2 Results

To first check the validity of the above modifications of thelepwe have run the stability simulation with no initial didiances
and could maintain the base flow for as long as we have perfbthetest for (about six flow-through-times, longer thanéeded
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for this study). We then introduced white noise disturbanegh maximum amplitude of 4, 6 or 8 orders of magnitude senghan
the free-stream quantities. The white noise was introdupstream of the interaction inside a square cylinder oficed by 5 grid
points spanning the entire box. Alternatively, we have afscited specific spanwise wavenumbers by using sine wavekdanitial
condition. The linear-stability simulations were perfaurfor various domain widths, ranging from 0 up to 8 sepanatiobble lengths.
The original LES grid resolution was kept in the streamwise wall-normal directions whereas the spanwise resolwtias set to 20
and 40 points per separation-bubble wavelength (two résokiwere tested to make sure that the results are grid @mtmt). The
base flows considered here were obtained by time and spaagavg the conservative variables during the refereneesithall, and the
large-span LES runs. To remove spurious oscillations irtithe and span-averaged data, the base flows were filteredrpnining the
stability simulations.

After a transient state, all the tested cases have showithghaisturbances end up picking up a globally unstable mimdlewing

an exponential growth in time), the structure of which isvghan figure14(a) The mode was found to be stationary until saturation of
the linear regime was reached.

\ \
—o— small span, L,/2

©
~

pu mode +1.2e-3

o

w

(&)
lo

—a— reference span, L,

= bg —A— large span, 5 x L,
3 ~. 0.3 —
! g
Sk O EEEEEEEe 020 S o
o % 0.25+ —
£ 3
E 02+ -
-02 0 02 0.4 06 08 1 12 4
streamwise direction, (z — Xgep)/Lsep o)
&
< 0.15— L
~
=
15 -
| B 01+ -
-
- &

o
ol
I
o
o
a1
o |
\

it

I z E— B —

\ \ \ \
0 2 4 6

8
wavenumber, § X Lg, (with § = 271/))

spanwise dir., z/Lgep
[

o
I
o

-0.2 0 0.2 0.4 0.6

0.8 10
streamwise direction, (z — Xgep)/Lsep

@ (b)

Figure 14: Existence of an absolutely unstable global m¢mjeAmplitude function (side and top views) of the streanavisomentum
disturbance gu-mode), where the white line indicates the base-flow zetoeity contour. The contours are equally spaced between
plus and minus the maximum amplitude (on a logarithmic $¢aleGrowth rates for different spanwise wavenumbers, ekpu}’ =
A(x,y)exp(iBz—iwt), with A(x,y) the amplitude function anicthe imaginary number ; for the different base flows tested

Contrary to Robinet's4(] results on a laminar interaction, we find the global mode géopbesent in 2D (i.e. at zero span-
wise wavenumber) for the present turbulent SBLI case. [eambre, when trying to enhance higher wavenumbers in thmlini
disturbance, we consistently found the smaller wave-nusioebe growing faster. Figurkd(b) provides the growth rates obtained at
different wavenumbers from the time evolution of the anuplé of different spanwise-Fourier modes. First, we find ther®de to be
the most unstable, although 3D modes with wavelengths obittier of, or larger than, the separation-bubble length kawe similar
growth rates. Second, we find that the growth rates are lowpeoed to the inverse time scales involved in the turbulehcéact, the
growth rates are found to be smaller than an inverse time $izded on the free-stream velocity and the separatiorhlehigiwever,
the values provided in figure4(b)should be considered with care as they are shown to be sersitihe base flow used. Nevertheless,

we can say that if the 2D global mode is active, the assocetaglification mechanism would scale on several bubble-fluwugh
times.

If we now consider the 2D structure of the global mode, it isrtwanoting that the sign of the amplitude function is arbi-
trary. In fact, changing the sign of the initial disturbaeads to the same picture as in figurga)with the difference that the sign of
the amplitude function is reversed. The effect of the glahabe structure on the skin friction is given in figurg Depending on the
sign of the amplitude function, one can show that the sejparahd reattachment points are either moved upstream onstosam (in
phase). Furthermore, as shown in figliegb), the bubble can either break up or the separation can befadpii the initial portion of
the separation under the influence of the global mode (natdttle disturbance amplitude levels were increased to dinear level to
make the global-mode effect visible). The relevance oftisark will be made clearer later in the discussion of the d&f.

We thus have found an unstable global mode in the span- amdaimraged flow field of the turbulent SBLI, the growth rate of
which is greatest at zero spanwise wavenumber. Going battletdiscussion in sectiof., it should be noted that the global-mode
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Figure 15: Global-mode effect on the separation bubble G{apal mode fingerprint on the skin friction (curves plotegddifferent
times). (b) Global change in the skin friction (amplified ta@n-linear level for demonstration purpose)

growth rates found in this analysis are at m@$0.5Lsep/U.), which converts tay ~ O(0.1d/U«) (assuming-sep~ O(5dy)). This
implies that if we consider the case where the initial distunce was 4 orders of magnitude smaller than the base flolinéa regime
will span a timeAt ~ In(10%)/w ~ O(70U./&). Therefore, the linear regime involves timescales aboattmlers of magnitude larger
than the characteristic timescale associated with themimagturbulence. This is consistent with the earlier argontieat the stability
analysis would be meaningful if it involved timescales &rthan the turbulence, so that the turbulence only actsadyme the base
flow but does not play a significant role in the developmenagjé-scale motions, just like in the investigations of @estal.[20]. Of
course, this does not constitute a proof, but the stabaityits are found to be consistent with the underlying astongpmade earlier.
Based on the results of Gastdral.[20] and Crouctet al.[7], one cannot rule out the possibility that the aforemergtbglobal mode
is meaningful and responsible for the observed low-frequshock motions in the IUSTI 8-degree shock-reflection case

5 Unsteady aspects from the analysis of the LES data

In this section, we look at unsteady aspects of the LES dasaméntioned earlier, the small-span LES is used for thisysasdt is

the least expensive case to run. The data were obtained kérecpin sectior?.3. Note that despite the larger bubble length found in
the small-span LES, we can still study the unsteady aspbtfact, Dussauget al. [13] have shown that the unsteady aspects of the
interaction scaled relatively well with the interactiomdgh, so that renormalizing the lengths by the separatiogtleought to remove
the issue related to the use of the small-span LES and itspreelicted separation bubble.

5.1 Comparison with experimental wall-pressure measurenés

Figure16 compares the experimental signal (Dupenal.[11]) with the equivalent LES pressure signal. Both signalsenesrmalized
with the upstream pressure and filtered with"&dder low-pass Butterworth filter with a cutoff Strouhalmiber of 2, where the
Strouhal number is defined d$sep/U with f the dimensional frequency. Note that we use the separhtibbie length and not the
interaction length. Then, the filtered LES pressure sigrad projected by linear interpolation onto the experimetita axis. This
allows a direct comparison of the two signals. One can thadlsst they share very similar properties, suggesting tteat ES must
be reproducing the dynamics reasonably well. A closer |dotha signals reveals that the experimental signal is sligither at
frequencies near cutoff, but overall, the resemblanceilsrsg.

Figure 17 compares the two signals in a more rigorous way, from a saleptrint of view. Figurel7(a) gives the power
spectral density (PSD) of the aforementioned two signatb, an additional LES wall-pressure signal taken upstreatineointeraction.
This time, the LES signals were not low-pass filtered so thahigh-frequency content is retained. However, all signare segmented
using Welch's method (with 50% overlaps and Hanning wingovnally, in order to obtain a smooth PSD at high frequesiciee
processed the LES signals several times with an increasimbar of segments and then reconstructed the entire freguange to
obtain the plots in figuré7. Figurel7(a)confirms the good agreement suggested in figlireetween the experiment and the LES at
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Figure 16: Wall-pressure time signals: experimental anchemical. (Both the LES and experimental data have beenditerith
a @"-order low-pass Butterworth filter with a cutoff Strouhalmioer of 2, and the LES signal has then been projected — viarline
interpolation — on the experimental time axis)

low-frequencies. Furthermore, the upstream probe fronh Bf& confirms that the energetic low-frequencies observadthe reflected
shock were not introduced by the inlet conditions and thasttie digital-filter approach met our expectations on tspeat.
Figurel7(b)gives the weighted PSD. It is obtained by multiplying the R§0he frequency (the Strouhal number in our case) and

normalizing by the integrated PSD over a given frequencyo(8tal number) range. This representation is conveniehigtaight the
frequencies which contribute most to the variance of theadigHowever, the normalization is arbitrary and one shbeldareful when
comparing the LES and the experiment as the available frexyranges of the two signals differ. In figut&(b), we provide an hybrid
normalization, labelled “hybrid norm.”, where one accauonly for the common frequency range covered between theriemental
and LES signals (i.e. between the lowest frequency coveyatid LES up to the cutoff frequency of the experimental signas
shown in figurel7(b), the agreement between the LES and the experiment usingliiglffrequency range is satisfactory.
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Figure 17: Spectral analysis of the wall-pressure sigredperiment vs. LES

These results imply the following. First, that the regiordenthe reflected shock exhibits significant low-frequensgyilia-
tions. These so-called low frequencies are broadband aret e least one frequency decade aro@ng 0.03, giving the reflected
shock a very random-like motion. Furthermore, these fraqi#s are two orders of magnitude smaller than the enerfyetjcencies
related to the turbulence. Since the fluctuations relatetheoturbulence contribute to the signal-variance nearlynash as the
low-frequencies, it makes the distinction between lovgfrency and turbulence-related events extremely diffichiénviooking at a
raw time-signal as in figur&6. Second, the good agreement of the LES with the experiméatalsuggests that the present LES does
capture the important dynamics of this interaction: namislg frequency of the most energetic low-frequency unstesd and the
bandwidth of the low-frequency content. However, the LE§hsly underestimates the amount of energy arofd 0.3. Nevertheless,
the overall good agreement is an indirect proof that the exyantal observations of the existence of a low-frequermytent are not
due to an artifact of the experimental arrangement.

However, it should be recalled that the present low-frequemalysis is obtained from the narrow-span LES, which viaasve to
produce a longer separation bubble than expected. One eaibnder why the agreement with the experiment is so goast, Hi
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must be recalled that Dussaugeal. [13] have shown that the low-frequency unsteadiness scalatvedly well with the interaction
length and it is possible that the narrow-span LES benefita this choice of lengthscale in the definition of the Strdutuember. In

fact, the agreement would be poor if we had used the bourdgey-thickness as the reference lengthscale. Secondnamssthat
the global mode found in the previous section is related ¢oldkv-frequency oscillations, and in light of the experiedsensitivity
of the growth rates to the amount of reversed flow, it would m®tsurprising that the low-frequency oscillations areteslao the
separation-bubble properties, and more precisely, toriuat of reversed flow, which is related to the bubble heif¢fhivas shown
earlier that the large-span LES underestimated the buldtghhand consequently the magnitude of the reversed flowceSihe
narrow-span bubble is longer and taller than the one fouriténarge-span case, it is likely that the amount of revefiedin the

narrow-span LES closely matches the experiment, artifidieéading to a good agreement for the low-frequency dynamic

5.2 Upstream influence and digital filter

Before investigating the wall-pressure fluctuations iadite interaction, we will briefly discuss the upstream inilteeand the use of
the digital-filter approach. Figure8 shows snapshots of the streamwise velocity-fluctuatiod fieh plane parallel to the wall at two
different altitudes: ay*™ ~ 12 andy/d ~ 0.2. The colormap highlights the region of the flow with a vetpdeficit. Aty™ ~ 12, we
see a very streaky structure. However, the timescalesiatsevith these near-wall turbulence structures are scaatipared to the
timescales associated with the low-frequency shock asiciils. Aty/d = 0.2 (figure 18(b) no obvious long-coherent structure is
seen. To be more convinced of the absence of such structthie present LES investigations, one can develop the timerkisf the
velocity fluctuations seen along a numerical wire just betbe interaction (correspondingte= 260mn) and aty/d = 0.2, as shown
in figure 19, where time is converted into space assuming the fluctumtiom convected at the local mean velotlty as in figure 4 in
Ganapathisubramast al.[17] (Taylor's hypothesis). The colormap was designed to hdgttlany large-scale velocity deficit in the
reconstructed flow field. The longest structures one canrseef arder 1@, long.

L. /U, at y/dp ~ 0.01

-0.1 -0.05 0 0.05 0.1

(a) aty" ~ 12

-0.1 -0.05 0 0.05 0.1

u'/Us at y/dp = 0.2

(L‘/(SO

(b) aty/d ~ 0.2

Figure 18: Instantaneous snapshot/gtJ., from the large-span LES case at two different heights

An autocorrelation function (computed from the narrowssp&ES atx = 260 mm y/d = 0.2 and in the middle plane of the
computational box) is shown in figuigd, where the same time to space transform as in the previoagzgrh was applied. Note
that the space axis is given on a logarithmic scale to covey thstances. The correlation function is seen to drop to zeless than
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one boundary-layer thickness. Note that it drops fasten tha prescribed correlation in the digital filter. This igpegted since we
deliberately overestimate the correlation lengthscaleenture the simulated flow does not relaminarize. Also,ékjsected that the
correlation function in a turbulent boundary layer dropgtely faster than the prescribed exponential functiorhatinlet. What is
most important to the present study is that the correlatioction does remain at zero for large timescales. This wamthin objective
that motivated the choice of the digital-filter approacheweno cyclic patterns is enforced, as shown by the corogldtinction. In
contrast, the correlation function in Wu and Martin’s DNSy(fie 4 in p4]) does not drop to zero and does not extend to the period of
the recycling/rescaling technique used by the authors.

2/50

Figure 19: Reconstructed/U., field from a numerical transverse wire located at 260mmandy/ d = 0.2. U. is the mean streamwise
velocity atx = 260mmandy/ & = 0.2

From the point of view of the digital filter, we made sure that structure longer tha®(d) was introduced and this is con-
firmed by the observed correlation function. However, omsidie the computational domain, nothing can prevent lasgrectures
developing, and from figur&9 one can see that structures up taddfng may develop, corresponding to the size of the available
computational domain before interaction. As shown earliee narrow-span bubble is abouds6long, while the most energetic
low-frequency oscillations are &t = fLsep/U ~ 0.03. Using the boundary-layer thickness as the lengthstzéeenergetic low-
frequency oscillation converts tiy/U. = 0.005. The timescale associated with this frequency i$J20@,. SinceU./U. ~ 0.73, the
lengthscale covered during this time using Taylor’s hypstfisA /& ~ 150. Using the scaling argument of Ganapathisubramni
al. [18], one would thus need to have &blong superstructures in the narrow-span LES to explailmbserved energetic low-frequency
oscillations. This is nearly ten times the size of the long#sictures we may have, which makes the “superstructaretsie incoming
flow unlikely to be directly responsible for the low-frequgnshock motions observed in the present study. This is neayothat
upstream disturbances are not important when present atigahapplications. We now return to the analysis of thelypedssure
fluctuations inside the interaction.
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5.3 Analysis of a numerical wall-pressure-probe array

In this section, we further analyze the LES wall-pressuyaals from two sets of wall-pressure probes. The first seigiwive refer to
as the high-spatial/low-time resolution one, is made ofdh& available grid points in the streamwise direction, gltre median-line
of the computational-box floor, where the pressure was dezbevery one hundred iterations. The second set, whichfeeas the
low-spatial/high-time resolution one, is made of one pressneasurement every five grid points along the same lingtlzusampling
rate of one record every ten iterations.

Figure21(a)is obtained from the low-spatial/high-time resolutioregrand is simply an extension of figut&(b)to all the available
streamwise locations. The contours are isovalues of thghted PSD. This is similar to figure 5 in Dupaettal. [11], except that the
high-frequency end of the current figure is higher than in@ntpt al’s [11] paper, owing to the inclusion of the energetically sigrmifit
high-frequency oscillations related to the turbulenceguFé 21 (a)can be interpreted as the map of the most dominant wall-press
fluctuations as one moves along the streamwise directioomFhis point of view, the separation region clearly stands dvore
precisely, it is worth noticing that the energetic broadbkmv-frequency peak mentioned earlier is very localizedutlthe separation
point (x = Xsep. In the remaining part of the separation bubble, the enisrgell distributed over three decades of Strouhal numbers.
This is in good agreement with Dupoet al. [11]. After the interaction, a new ridge starts forming, simita the upstream ridge,
but at lower Strouhal numbers. This is due to the thicker-pustraction boundary layer, where similar turbulencectires to the
upstream boundary-layer ones are produced, but of laes, deaving a similar footprint in the spectrum but at log&ouhal numbers.
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Figure 21: Energetically significant frequencies as founthe wall-pressure signals. (a) Weighted-power-spedgasity map. (b)
Frequency/wave-number diagram (where the contour levet®wn on a logarithmic scale — are the premultiplied PSDi$enietained
from the two-dimensional Fourier transform of the spaoetcorrelation function of the wall-pressure probe arrdye fieference probe
to compute the space-time correlation function was locatéd— Xsep) /Lsep= 0.3). The PSDs are premultiplied by (a) the frequency
divided by the total resolved power (as in figurg(b) for each individual streamwise location, (b) the frequgnc

Figure21(b)was obtained from the high-spatial/low-time resolutioragr First, we chose a reference point@t- Xsep) /Lsep~ 0.3
and computed the two-point correlation function in spaattane. Then, the space-time correlation function was Fttransformed
in space, with a Hanning window to remove end-effects, W#ld by a Fourier transform in time to obtain the PSD at différe
streamwise wavenumbdsg using Welch’s method (with 50% overlaps and Hanning winsjowinally, the PSD was filtered to remove
spurious oscillations with a non-causal filter and weighigdhe frequency. This gives the frequency/wavenumberrdiagshown in
figure21(b)where the contours are the weighted PSD levels. In add#éibppssible acoustic dispersion relations are indicatethe
figure, wherel;, ¢, i € {1,2,3} refer to the theoretical potential freestream velocitied bcal speeds of sound, where region 1 is
upstream of interaction, 2 after the incident shock but teefoe reflected shock and 3 after the interactimpis the speed of sound at
the wall.

Several observations can be made from figetéb). First, on the positive wavenumber side, where a large atnafuenergy is
found for wave speeds ranging fraa — c; toU; +¢;. Looking more closely at this region, a ridge correspondiingaves propagating
at 0.65U; seems to emerge. This ridge is related to the shedding ofeohsructures in the shear-layer at the bubble interfaceust
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be recalled that the reference point to build the correfefimction was afx — Xsep) /Lsep~ 0.3 so that in this case, the shedding of the
shear-layer structures at the beginning of the interadtiors out to be the most important contributor of the waélgsure fluctuations.
However, if we had used as the reference point a positiorregust of the interaction, the downstream acoustic walies ¢; would
have been relatively more important than the shear-layectstres (this is not shown here). This remark is importarsttess that the
relative importance (amplitude level) of the structuresnsin figure21(b) depends on the choice of reference point and should thus
be considered carefully. However, the structure of theuesgy-wavenumber diagram itself does not depend on thdidocaf the
reference point within the region considered. In additiothe aforementioned distinct ridges on the positive-wawaner side, one
can see more spatially distributed structures such as tte labe for positive wavenumbers which is related to theuterce-induced
pressure fluctuations. The second set of observations mmtee negative-wavenumber side of the figure, where wgpstacoustic
waves are clearly detected, comforting the possibilityhef feedback-loop mechanism proposed by Pirozzoli and Gfask But of
greater interest to the present discussion is the ridgenafreguencies corresponding to upstream-propagatingieguency waves.
A best fit to the ridge gives a convection speed-@&05U;. Note that replacing the freestream velocity by this cotivacspeed in the
definition of the Strouhal number would make the energeticfi@gquency oscillations have a Strouhal number of the ooflanity.

5.4 Existence of a phase jump in the wall-pressure fluctuatits

One disadvantage of the frequency/wavenumber diagranmr€figfLi{b)) is that it cannot tell us where the aforementioned slowly-
upstream propagating waves come from. It could, if we wenmestrict the streamwise extent on which we perform the aisignd
successively move this frame downstream, since past threespoint of those waves, we would not find their presenceerdihgram
anymore. However, this is not a convenient approach. Idstea prefer to look at the phase evolution of the wall-pressiisturbances

at a given frequency. For this, we picked a reference poilit atXsep) /Lsep~ —0.2 and made use of the pressure probes from the
high-spatial/low-time resolution array. The results taree different frequencies are given in fig@2 Note that the phase data were
unwrapped so that jumps ofdvere removed. In addition, the phase evolution was filteoegnove the noise. One disadvantage of
this approach is of course that the obtained phase is comé@ai by all streamwise wavenumbers (note that the levedrbmination
can be estimated from the frequency-wavenumber map desdritihe previous paragraph).
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Figure 22: Phase evolution at different frequencies wisipeet to a reference probe(@t— Xsep) /Lsep~ —0.2

One can see in figurg2 that for the§ =~ 1 case, the phase increases nearly linearly. The conveatiocity U; can be de-
duced from the slope sindé;/U. = 211S/[d®/d€], whereé = (X — Xsep)/Lsep However, at lower Strouhal number, we observe
interesting changes in the phase evolution, which cannoéXpdained by the modulos2factor. In particular, we find that for
(x—Xsep)/Lsep€ [—0.3,0.3], the phase decreases linearly while it increases lineadyy@here else. Furthermore, the change of slope
around(X — Xsep)/Lsep~ 1/3 is abrupt where a phase-jump of abaubccurs. Before the jump, we find an upstream propagation
speed whereas after the jump, we have a downstream propagpted. This means that the source of the slow-upstregragating
wave discovered in the frequency/wavenumber diagram mtéacabout one third of the way down the bubble. Interestiribls is
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reminiscent of the global-mode effect on the initial parthe# bubble as described in sectib2.

Hudy et al. [26] have investigated the flow behind a fence by mean of walkfuree measurements and report the existence of a
phase jump oft in the middle of the separation bubble, similar to the oneeoled here. Moreover, the authors suggest that this jump
could be related to the presence of a globally unstable m@destability analysis results combined with the above ysialof the LES
data seem to argue in favor of such a connection.

6 Conclusion

In this paper, we have presented results from several kedgg-simulations of an oblique shock wave generated by agg8ee wedge
angle impinging on a Mach 2.3 turbulent boundary layer wiReynolds number of about210* (based on the displacement thick-
ness), consistent with the experiments performed at IUST1T1]. A modified version of the digital filter approach was implemted
to avoid any low-frequency forcing. It was demonstrated tha LES results are in good agreement with the PIV data.hEumore,
the LES grid resolution used (40x 1.6 x 13.5 in wall units) was shown to produce nearly grid-independesults and the choice of
eddy-viscosity model was found to have no noticeable infteem the interaction. The use of a subgrid-scale model, enweras seen
to be preferable to an implicit LES approach. By contrast,dhoice of domain width was found to strongly influence therimction
length.

Using the time and span-averaged LES data, we performee@aristability analysis of the obtained base flow and fouobajly
unstable modes (in the Bi-Global sense) with the most utestalode being the 2D one, contrary to the 3D global mode found b
Robinet [i(] in the case of a laminar interaction. In addition, it waswhdahat the global-mode growth rate are sensitive to the leubb
size. Furthermore, this global mode was seen to affect tharagon bubble by displacing the separation and reattanhpoints (in
phase) and potentially breaking it up or enhancing the lpbits upstream section. The timescales involved with sootions were
found to be in the order of 20 /d, supporting the idea that such a linear-stability analisiglevant only in the framework of a
multi-time scale approach where the globally unstable meabels to operate at much larger time scales than the unaghgundary-
layer turbulence.

A very-long LES run was used to demonstrate the existencearfjetic broadband low-frequency motions near the sdpanabint
with a peak neaf = fLsep/Us ~ 0.03, in excellent agreement with the experimental findingge Juccess of the digital-filter approach
to avoid any particular upstream low-frequency forcing wailenced and it was explicitly shown that the observed fimguency
shock oscillations were not connected with the inflow tuebige generation, ruling out the possibility of a numerictfact. This led
us to conclude that the low frequencies found in the experiraee also unlikely to be due to an experimental artifac}.

Upon investigation of the wall-pressure signals, it wastfer shown that the low frequencies are local to the initade of the in-
teraction. Interestingly, some long-wavelength/lowgirency waves propagating upstream were found in the first dithe separation
bubble. Upon inspection of the phase evolution at those feguencies in the LES data, a distinct phase-jump about one third
of the way down the bubble could be observed, reminiscerti@kffect the global mode was found to have on the bubble egostr
section. Although the relevance of the global mode is notgmoit can be argued that the initial shock displacemeniddoeithe result
of such a hydrodynamic instability, which would then be cetimpy with the need for momentum balance. The timescalesvied in
such a mechanism were shown to be about two orders of magn#rger than the timescales involved in the boundary-taybulence,
which is consistent with the observed low-frequency matidrurthermore, those timescales were shown to be strongiylated by
the amount of reversed flow inside the separation bubbles Fibture can in principle explain both the low-frequencgteadiness and
its broadband nature.

A The digital filter approach

Let {rx}1<k<p be a set o random numbers with zero-mean & Zlerk/p = 0) and unit-variancerfry = zlﬁ’:lrﬁ/p =1). LetN be
a positive integer. We define the discrete filter operkgor

N
u=Fnd = 5 bjfgj, (22)
=Y

where{b;}_n<j<n is a set of real numbers to be defined later. Noting that theeafiter operator is linear, making the averaging and
filtering operations commute, and that the §&f 1<x<p is composed of zero-mean and unit-variance random numiregs;an easily
show that:

N
Uk =0, and OyUx;q = % bibj_g. (23)
j="R+q
We now model the two-point-correlation function to be of them (in 1D for simplicity):
TIX
RO +X) = exp(— ﬁ) : (24)
X

wherex is a reference pointx some distance away from the reference point gna given integral length scale. Note that in the
original paper of Kleiret al.[30], the authors assume a Gaussian auto-correlation funcBgrcontrast, Xie and Castré{] argue
that auto-correlation functions have a form closer to exmbial than Gaussian, hence the current choice in equati®n This will
inevitably produce an energy-decay rate of -2 in place okttpected -5/3 law. However, one can argue that this choiéenction is

22



correct for the large-scale structures and that most of iderepancies will occur at the smallest scal&d,[which are found to recover
the modeling errors more rapidly than the large-scale &trac
On the computational grid, if we defimesuch thatyx = nAx andx = gAx, equation 24) becomes:

= Ukkia _ (™
R(xx + 0AX) = i exp( Zn) . (25)
Using equationZ3), one finds that the filter coefficients can be computed byiisglthe following system:
SI- niqbibi—q mq
= =expl—= ) - (26)
ZIJ\I:—N bJ2 ( 2n )
The solution is approximated by: .
by ~ b—k~1/2 with: by = exp(—%k) . (27)
(21 1)

Klein et al.[3(] find this to be a good approximationif > 2n (which is not thought to be a computationally expensive ieguent).

Upon application of thé&y-operator with the above definition for the convolution dméénts, the initial random field of zero-mean
and unit-variance has been given a coherence integralhesogdel. Note that the above 1D description can be extended to 2D by
simply defining the 2D convolution coefficients dg = bjbyx. This completes the main tools for the digital-filter approalet us now
describe the step-by-step procedure in order to produdalgtdlow-variable fluctuations.

First, we choose the integral length scalgsy, |, that we want to prescribe. Given the grid spacing, we cortege into an
equivalent number of grid points, i.ey, = Ix/Ax. This sets the filter sizeNg, = 2n,,. In the current implementation, we make use of
a zonal approach by defining a different set of filters in tharfveall region and the outer-region, as in Velouelisl. [57]. Then, we
prepare the convolution coefficienfc} —ng, <k<ng, USINg equationZ7) (in 1D).

Next, we generate a set of random numbers with a normalldisiton about zero and unit variance. Since we need to generat
a large number of these sets of random numbers, it is worihgtiie following improvement over the commonly used apphoi@
obtain a normal distribution. Most pseudo-random numbeegaors will generate uniformly distributed numbers ané asually
achieves a normal distribution simply by adding many (12 ie &hd Castroq€]) of those uniformly distributed sets. However, using
the Box—Muller theorem, one only needs two sets #ndb are two independent numbers uniformly distributed0nl], combining
them such that = /—2 In(a) cog2mb) andd = /—2 In(a) sin(2mb) will make c andd be two independent numbers from a normal
distribution of unit-standard deviation.

Once we have the normally distributed random numbers with-g@ean and unit-variance, we filter them using the coniatut

coefficients computed previouslyi = Fy, (k) = zlj\linx bjrisj (in 1D). The “velocity” field v, now has the prescribed length scale
Ix. Next we correlate the newly computed field with the previous oneuf("d. (Except of course when performing the very first time

step.) The following formula was suggested by Xie and Castth It avoids the filtering of a 3D field as originally proposed b
Klein et al.[30].

Ok = uf("dexp<—7;—ATt> + Uk 1—exp<—nTAt), (28)

whereAt is the time step and is the Lagrangian time scale & Ix/U in the present calculations, whddeandIy are the prescribed
inlet mean streamwise velocity profile and integral lengtales, respectively). The fields now contains all the enforced two-point
correlation functions as well as the prescribed streamugseelations thanks to equatio8). The single-point correlations can now
be specified, as originally proposed by Luetdal.[33]. In 3D, it can be written:

u(0,y,2.t) (u(0,,2)) VRu 0 0 pY(y.2)
{ v(0,y,zt) } = { (V(0,y,2)) }+ Re1/vRu1 \/Rzzf(Rﬂ/«/_Rll)z 0 { P'(y,2) } (29)
w(0,y,zt) (w(0,y,2)) 0 0 JRss | L PY(%:2)
N—————

Ui(0y,2) U(0y.zt)
where{Rij }(i.j)c{1,23) is the prescribed Reynolds-stress tensor.
We thus have built the inflow time-dependent velocity fielde @re left with the thermodynamic variables. To generatettibe
modynamic fluctuations, we make use of the previously deterdhvelocity perturbations!, invoking the Strong Reynolds Analogy
(SRA): ,

T U 2 LU

= (y 1)MaU,W|th Ma“ =M = (30)
whereT is the local mean temperature. The validity of the SRA is tile. In fact, from Guarineét al.s DNS [23], we know that the
above equation is wrong in general. However, equatith i€ also shown in Guarirét al’s DNS [23] to be correct in a weaker sense,
that it provides the correct RMS correlation. Recently, fitg34] obtained good results using the SRA as a mean to initidfizdlow
in a DNS. The use of the SRA is thus believed to be acceptaladiest approach.

OnceT’ is computed from the above equation, assuming that the yreess constant across the boundary layer (invoking the

boundary-layer approximation) and that the pressure fhiictos are negligible compared to the velocity, density serdperature
fluctuations (an hypothesis already used in the SRA), ons fimat:



All the variables are thus prescribed at the inflow and one glo®ugh the above procedure again at the following time. she
our simulations, we make use of the Mersenne Twisie} §ienerator to obtain the uniformly distributed random nensb Using the
Box—Muller theorem, each time step will thus require twessHt3x Ny x N, random numbers (3 components in the inflow plane with
Ny, N, in the order of 100 -N, andN, are the number of grid points in the wall-normal and spandisettions, respectively). Given the
Mersenne Twister generator period 27— 1, we are guaranteed not to introduce any cyclic behavidrércomputational domain.
In addition, the combined use of the Box—Muller theorem, Mersenne Twister generator and the 2D filtering approachiefaxXd
Castro p6] produce an efficient method which was not found to be slowan the analytical approach of Sandhetnal.[43].
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