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Abstract

Local bifurcation theory typically deals with the response of a degenerate but isolated equilibrium state or periodic orbit of a dynamical system to perturbations controlled by one or more independent parameters, and characteristically uses tools from singularity theory. There are many situations, however, in which the equilibrium state or periodic orbit is not isolated but belongs to a manifold $S$ of such states, typically as a result of continuous symmetries in the problem. In this case the bifurcation analysis requires a combination of local and global methods, and is most tractable in the case of normal nondegeneracy, that is when the degeneracy is only along $S$ itself and the system is nondegenerate in directions normal to $S$.

In this paper we consider the consequences of relaxing normal nondegeneracy, which can generically occur within 1-parameter families of such systems. We pay particular attention to the simplest but important case where $\dim S = 1$ and where the normal degeneracy occurs with corank 1. Our main focus is on uniform degeneracy along $S$, although we also consider aspects of the branching structure for solutions when the degeneracy varies at different places on $S$. The tools are those of singularity theory adapted to global topology of $S$, which allow us to explain the bifurcation geometry in natural way. In particular, we extend and give a clear geometric setting for earlier analytical results of Hale and Taboas.

1. The general problem

1.1. Introduction

Let $F_0 : M \to TM$ be a smooth vector field on a smooth (possibly infinite-dimensional) manifold $M$, with the property that the flow generated by $F_0$ has a smooth $d$-dimensional manifold $S$ of equilibria with finite $d > 0$. In other words, $F_0$ vanishes everywhere on $S$. We now perturb $F_0$ to

$$F_{\varepsilon} := F_0 + \varepsilon F + O(|\varepsilon|^2) \quad (1.1)$$

where $F$ is a smooth vector field on a neighbourhood of $S$ in $M$ and where $\varepsilon$ is a real parameter, and we ask what can be said about zeros of $F_{\varepsilon}$ close to $S$ in $M$ for $\varepsilon$ sufficiently small but nonzero. In particular, we ask which points $x_0 \in S$ are such that a branch of equilibria emanates from them as $\varepsilon$ varies away from zero.

More generally we may consider a multiparameter deformation $F_\varepsilon$ where $\varepsilon \in \mathbb{R}^q$, as in [31][42] or [11, 13] for example. In this case the term $\varepsilon F$ in (1.1) is interpreted as $\sum_{i=1}^q \varepsilon_i F_i$ for a collection $\{F_1, \ldots, F_q\}$ of smooth vector fields, and $O(|\varepsilon|^2)$ means terms of degree 2 or higher.
in the components of ε. Here it is useful to think in terms of equilibrium branches as ε moves away from the origin in a given direction in parameter space \( \mathbb{R}^3 \), and we discuss this more carefully below. Of course, it is not clear a priori that branching behaviour depends only on \( F \) and not on the \( O(|\varepsilon|^2) \) terms, although it is a key aspect of our results that often under suitable generic\(^\dagger\) assumptions on \( F \) this is indeed the case.

In many situations where bifurcation from a manifold arises in applications the manifold \( S \) is normally non-degenerate with respect to \( F_0 \), meaning that at each point \( x \in S \) the tangent space \( T_x S \) (which automatically lies in ker \( T_x F_0 \)) in fact coincides with ker \( T_x F_0 \), so that \( T_x F_0 \) is as non-degenerate as possible under the given geometric assumptions. Bifurcation under these conditions has been well studied: see [2],[13],[16],[19],[31],[42]. A standard technique is to show by a global Lyapunov-Schmidt reduction along \( S \) that for small \( \varepsilon \) there is a smooth manifold \( S_\varepsilon \) close to \( S \) (viewed as the image of a small section of the normal bundle \( NS \) of \( S \) in \( M \)) such that the 'normal' component of \( F_\varepsilon \) vanishes on \( S_\varepsilon \). This reduces the problem to a study of the 'tangential' component of \( F_\varepsilon \), which corresponds to a tangent vector field \( \tilde{F}_\varepsilon \) on \( S \) via the projection \( NS \to S \). The sought-for zeros of \( F_\varepsilon \) close to \( S \) then correspond to the zeros of the vector field \( \tilde{F}_\varepsilon \) on \( S \) itself.\(^\ddagger\)

In the absence of further information the number of zeros of \( \tilde{F}_\varepsilon \) can often be given a lower bound by topological means such as index theory: see the techniques of [19, 20] for example. In the variational case where \( F_\varepsilon \) is the gradient field of a real-valued function the same may be assumed for \( \tilde{F}_\varepsilon \) (see Section 2.1) and the usual tools are Ljusternik-Schnirelmann category theory in general or Morse theory if critical points are assumed to be nondegenerate; see for example [2],[9],[39],[20],[18] and [43],[3, 4] for applications to Hamiltonian systems. With further information on symmetries [21],[36],[7],[42] or on the actual perturbing field \( F \) more specific results can be obtained as in [10, 11, 12, 13] and [14, 15, 16].

The purpose of this paper is to investigate the consequences of relaxing the normal non-degeneracy condition by supposing that \( T_x S \) is a proper subspace of ker \( T_x F_0 \), that is

\[
\dim \ker T_x F_0 = k + d
\]

for all \( x \in S \), where \( k \geq 1 \) does not depend on \( x \). We call this normal degeneracy with constant corank \( k \). Our most detailed results are for the simplest (but important) case when \( k = 1 \), but some of the methods and observations are applicable also to the general case.

1.1.1. The group orbit case. There is a natural situation in which manifolds of equilibria arise automatically, namely where the manifold \( S \) is the orbit of the action of a Lie group \( \Gamma \) under which \( F_0 \) is equivariant. In particular this occurs when \( F_0 \) is the gradient of a \( \Gamma \)-invariant function \( f_0 : M \to \mathbb{R} \). Problems with \( \Gamma \)-symmetry arise naturally in classical mechanics [1] although \( \Gamma \)-orbits of relative equilibria (equilibria modulo the group action) play a more significant role there than do manifolds of equilibria themselves. The tools for handling bifurcations of equilibria in this setting, such as the local decomposition results of Krupa [33] or the extensive theory of branching patterns due to Field [25, 26], deal with spontaneous symmetry-breaking where the symmetry of the problem as a whole is preserved (although individual solutions may have less symmetry). This machinery

\(^\dagger\)In our context a generic condition or assumption is one which holds for an open dense set of the maps or objects under consideration. Making this precise requires formal machinery of transversality in jet spaces and technicalities which we mostly prefer to avoid; in our cases the interpretation of genericity is straightforward.

\(^\ddagger\)For a more careful description see Section 2.
is not applicable to the problems that we consider, however, as the perturbed system $F_\varepsilon$ does not share the symmetry ($\Gamma$-equivariance) of $F_0$; our problems go under the general heading of **forced symmetry-breaking**.

In problems formulated on function spaces of periodic functions, there is a natural circular symmetry defined by the phase-shift, and in mechanical systems natural symmetries arise from coordinate invariance. Translational symmetry can also play a key role in bifurcation theory of differential equations on the real line: see [34] for example.

For a typical group orbit we expect normal non-degeneracy, but if $F_0$ is a member of a smooth 1-parameter family of vector fields $F_\gamma^0$ each of which is $\Gamma$-equivariant then, since (for square matrices) dropping rank by 1 is a codimension-1 phenomenon, we would expect to find isolated values of the parameter $\gamma \in \mathbb{R}$ for which the corresponding equilibrium manifold $S^\gamma$ is normally degenerate with constant corank 1. The constancy of corank in this case is a consequence of the equivariance.

### 1.1.2. Non-constant corank.

In contrast with the above, non-degeneracy may fail in that $\dim \ker T_x F_0 > \dim S$ only at isolated points $x \in S$. This does not arise in the group orbit case, since the group action implies that the behaviour at all points of $S$ is ‘the same’. Analysis of this type of degeneracy requires different techniques, which we touch upon in Section 5. See also [38].

### 1.1.3. Sources of the problem.

The break-up of families of periodic orbits of Hamiltonian systems is a classical problem, first treated in a modern spirit in the fundamental papers of Weinstein [43] and Moser [36]. Abstract treatment of bifurcation from a manifold was pioneered by Hale [31], with applications to planar forced ordinary differential equations, and extended by Hale and Taboas [32] to the case of normal degeneracy. Further important techniques and results relating particularly to symmetries were set out by Dancer [19, 20, 21] and Vanderbauwhede [42], again supposing normal nondegeneracy. We mention also the results of Fiedler et al. [27] on the dynamics of a vector field in a neighbourhood of a line of equilibria: there, though, the equilibria are required to persist throughout. Applications of bifurcation from a manifold were exploited by Ambrosetti et al. [3, 4] in the context of Hamiltonian systems and also more generally [2].

Meanwhile, a general geometric framework for multiparameter bifurcation from a normally nondegenerate manifold was formulated by the first author [10, 11, 13], and customised tools adapted to families of periodic orbits of ordinary differential equations were systematically refined in a series of papers by Chicone [14, 15, 16]. It is the work of Hale et al. and Chicone that is the main inspiration for the current paper.

### 1.1.4. Relevance of the examples.

We illustrate our general technique through two main examples. The first one comes from Hamiltonian systems and is motivated by the search for periodic orbits in a fixed energy level. This problem is widely studied and has a vast literature. An outline of various possible approaches can be found in Sbano [41]. Our method is in the spirit of [3, 4], although for us the novel feature is the normal degeneracy of the initial rotationally symmetric periodic orbit.

Our second example originates from a typical class of equations employed to study chemical reaction networks. Usually these systems are formed by polynomial and rational vector fields, in the presence of degeneracies due to conservation relations. For this reason in the literature special techniques have been developed (see Domijan [23] for a recent review). We show that our method gives a general framework for studying these systems and can be successfully employed in perturbation problems.
1.2. Outline of the approach

An overview of our approach in this paper is as follows. First we apply Lyapunov-Schmidt reduction to enable us to focus on the core of the problem. As a consequence of normal degeneracy, the reduced problem still involves a \( k \)-dimensional normal component of the vector field, as well as the automatic \( d \)-dimensional tangential component. We would like to ‘unfold’ this degenerate \((k + d)\)-dimensional vector field, using \( \varepsilon \) as a multi-parameter, but we are unable to use standard tools of unfolding (deformation) theory directly as the degeneracy along \( S \) causes the local problem to have infinite codimension. Therefore we make appropriate generic assumptions about the behaviour of the deformation term \( \mathcal{F} \) along the manifold \( S \). With this, we can in principle describe generic geometry of such deformations, at least for small \( k \). In the fundamental case \( k = 1 \) we are able to give a rather complete picture.

In Section 2 we formulate the initial reduction process, and in Section 3 we show how to adapt the standard notion of versal deformation to our context, giving particular attention to the simplest nontrivial low-dimensional case. In Section 4 we combine global geometry with local algebra to describe generic branching structure, and in Section 5 we study local branching structure in closer detail. Finally, in Section 6 we discuss three areas of application of the methods set out in this paper.

2. Lyapunov-Schmidt reduction

Let \( NS \) be a normal bundle for \( S \) in \( M \), that is a vector sub-bundle of \( T_S M := TM|_S \) orthogonal to \( TS \) (using a Riemannian structure \( \nu \) on \( M \)). A neighbourhood of the zero section of \( NS \) can be taken to parametrise a tubular neighbourhood of \( S \) in \( M \) via the exponential map associated to \( \nu \), and so then we may without loss of generality regard the whole bifurcation problem as taking place on a neighbourhood \( W \) of the zero section of the bundle \( NS \).

Let \( H \) be a connection on \( NS \), that is a (smooth) sub-bundle of \( TNS \) orthogonal to \( \) (vectors tangent to) the fibres of \( NS \): thus

\[
T_w NS = H_w \oplus T_w N_x = H_w \oplus N_x
\]

for all \( w \) lying in the fibre \( N_x \) of \( NS \) over \( x \in S \). This enables us to define a linear bundle map \( \pi : TNS \to NS \) as projection onto the second factor in each tangent subspace \( T_w NS \).

Given a vector field \( F : W \subset NS \to TNS \) the composition \( \pi F : W \to NS \) satisfies \( \pi F(W \cap N_x) \subset N_x \) for each \( x \in S \). Thus \( \pi F \) is a ‘vertical’ vector field on \( W \) obtained by projecting \( F \) parallel to the ‘horizontal’ subspaces determined by \( H \). If \( w \in W \cap N_x \) we write \( DF(w) \in \text{Lin}(N_x, N_x) \) to denote the ‘vertical’ derivative of \( F \) (i.e. the derivative of \( F|N_x \) at \( w \)).

Let \( F_\varepsilon : M \to TM, \varepsilon \in \mathbb{R}^d \) be a vector field as in Section 1, with \( F_0(x) = 0 \) for all \( x \in S \). As above, we replace \( M \) by \( W \subset NS \). Since \( T_x S \subset \ker T_x F_0 \) for all \( x \in S \), the constant corank hypothesis (1.2) implies that at the origin \( 0_x \) of \( N_x \) the kernel \( K_x := \ker DF_0(0_x) \) is a \( k \)-dimensional linear subspace of \( N_x \) for every \( x \in S \). We now make the following assumptions:

(A1) The subspaces \( \{K_x\} \) together define a smooth \( k \)-dimensional vector sub-bundle \( K \) of \( NS \).

(A2) There is a smooth codimension-\( k \) vector sub-bundle \( L = \{L_x\} \) of \( NS \) complementary to \( K \) in \( NS \); thus \( N_x = K_x \oplus L_x \) for all \( x \in S \).
(A3) There is a smooth vector bundle decomposition $NS = P \oplus R$ such that $R_x$ is the range of $DF_0(0_x)$ and $\dim P_x = k$ for all $x \in S$.

Remark. In finite dimensions the smoothness of $K$ holds automatically, given the constant dimension $k$, since the kernel of a matrix is the orthogonal complement of the range of its transpose: thus if $\varepsilon DF_0(0_x)$ varies smoothly with $x$ then a basis for $\mathbb{R}^n$ orthogonal to the rows of $DF_0(0_x)$ can also be chosen to vary smoothly. The construction of $L$ and $P$ is straightforward.

Smoothness of $K$ also holds in many naturally-arising infinite-dimensional cases where $DF_0(0_x)$ is a differential operator, so that its kernel consists of the solutions $\xi(t)$ to a $k$-dimensional system of linear differential equations; construction of $L$ and $P$ is also often easy in such cases.

If $DF_0(0_x)$ is self-adjoint (as for a gradient vector field, for example) then we may take $L_x = R_x$ and $P_x = K_x$.

Let $S_0$ denote the (image of the) zero section of the bundle $K$. Of course $S_0 = S$, but the $S_0$ notation will focus attention on $S$ as a submanifold of $K$. Applying Lyapunov-Schmidt reduction globally along a neighbourhood of $S_0$ in $K$ we obtain the following result.

**Proposition 2.1.** There exists a neighbourhood $U$ of $S_0$ in $K$ with the property that for all sufficiently small $\varepsilon$ there is a unique smooth bundle map $\sigma^\varepsilon : U \to L$ such that

(i) $\sigma^0|S_0 = 0$ and

(ii) the $R$-component of $F_\varepsilon$ vanishes precisely at the points lying on the graph $U^\varepsilon \subset NS$ of $\sigma^\varepsilon$.

Proof. Let $r$ denote the bundle projection $NS = P \oplus R \to R$, and consider the composition $r \circ \pi F_\varepsilon : W \to R$. When $\varepsilon = 0$ the vertical derivative of this smooth map at $0_x \in N_x$ (identified with $x \in S_0$) is by definition of $R$ a linear surjection with finite-dimensional kernel $K_x$. Hence by the Implicit Function Theorem (IFT), given $x_0 \in S_0$ there is a neighbourhood $V$ of $x_0$ in $K$ and $\varepsilon_0 > 0$ such that for all $|\varepsilon| < \varepsilon_0$ and $x \in V \cap S_0$ the solution set to $r \circ \pi F_\varepsilon = 0$ in the fibre $N_x$ is the intersection with $N_x$ of the graph $V^\varepsilon$ of a unique smooth bundle map $\sigma^\varepsilon : V \to L$. See Figure 1. The construction of $\sigma^\varepsilon$ on a global neighbourhood $U$ of $S_0$ from local sections $\sigma^\varepsilon|_V$ then follows by uniqueness of $\sigma^\varepsilon|_V$ on $V$ and the local compactness of $S$. \hfill $\Box$

Since the $(d + k)$-dimensional manifold $U^\varepsilon$ is precisely where the vertical component of the vector field $F_\varepsilon$ has zero $R$-component, it follows that the zeros of $F_\varepsilon$ are the zeros of the vector field on $U^\varepsilon$ obtained by projecting $F_\varepsilon$ to $TS \oplus P$. (Note that this projected vector field is not necessarily tangent to $U^\varepsilon$.) The problem therefore distills to that of solving the reduced problem

$$\tilde{F}_\varepsilon(u) := (1 - r \circ \pi)F_\varepsilon(u, \sigma^\varepsilon(u)) = 0 \in TS \oplus P, \quad u \in U \subset K$$

(2.1)

where $1$ denotes the identity map on $TM = TNS$. Here if $w = (u, \sigma^\varepsilon(u)) \in N_x$ we identify $H_w$ with $T_x S$ through the natural bundle projection $TNS \to TS$, so that $1 - r \circ \pi$ is projection on $TS \oplus P$.

Remark. If $F$ is of class $C^p$ then $\tilde{F}$ is also $C^p$ for $1 \leq p \leq \infty, \omega$.

2.1. The gradient case

In the important special case when $F_\varepsilon$ is the gradient $\nabla f_\varepsilon$ of a real-valued function $f_\varepsilon$ (with respect to the Riemannian structure $\nu$) then the zeros of $\tilde{F}_\varepsilon$ correspond to the zeros of a gradient
field on $U$. To see this, take $R = L$ and $P = K$ (see earlier remark) and observe that if $u \in U$ and $\tilde{f}_\varepsilon(u) := f_\varepsilon(u, \sigma^\varepsilon(u))$ then

$$
\nabla \tilde{f}_\varepsilon(u) = (1 - r \circ \pi) \nabla f_\varepsilon(u, \sigma^\varepsilon(u)) = \tilde{F}_\varepsilon(u), (2.2)
$$

there being no contribution to $\nabla \tilde{f}_\varepsilon(u)$ from the second argument of $f_\varepsilon$ because $r \circ \pi \nabla f_\varepsilon$ vanishes identically on $U^\varepsilon$ by construction.

2.2. Interpretation of the reduced problem

The reduced vector field $\tilde{F}_\varepsilon : U \subset K \to TS \oplus P$ satisfies

$$
\tilde{F}_0(0_x) = 0 \quad \text{for all } x \in S 
$$

(2.3)

and

$$
D\tilde{F}_0(0_x) = 0 \quad \text{for all } x \in S,
$$

(2.4)

since $F_0 = 0$ and $\sigma^0 = 0$ on $S_0$, and also $(1 - r \circ \pi)DF_0(0_x) = 0$ by definition of $r$. We can therefore regard $\tilde{F}_\varepsilon$ as arising from a family of smooth singular map germs

$$
\tilde{F}_0|K_x : K_x, 0_x \to T_xS \oplus P_x.
$$

Figure 1. The geometry of Lyapunov-Schmidt reduction at $x_0 \in S_0$. Here $N$ is the normal bundle to $S = S_0$ in $M$ and $K_{x_0} = \ker DF(x_0)$. 
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**Figure 1.** The geometry of Lyapunov-Schmidt reduction at $x_0 \in S_0$. Here $N$ is the normal bundle to $S = S_0$ in $M$ and $K_{x_0} = \ker DF(x_0)$. 
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parametrised (globally) by $x \in S$ which is then perturbed (locally) by $\varepsilon \in \mathbb{R}^q$ for $|\varepsilon|$ small. After shrinking the original neighbourhood $U$ if necessary, we may write

$$\tilde{F}_\varepsilon(u) = \tilde{F}_0(u) + \varepsilon \tilde{F}(\varepsilon, u) \quad (2.5)$$

with $u \in U \subset K$ and $\varepsilon \in \mathbb{R}^q$ by analogy with the original problem in Section 1. Note that $\tilde{F}_\varepsilon(0_x)$ is not necessarily zero when $\varepsilon \neq 0$.

2.3. Uniform degeneracy

It may happen that the map germ $\tilde{F}_0|K_x$ is in some precise sense independent of $x \in S$: we shall make this more explicit in Section 3 below. In this case we say the normal degeneracy is uniform. For example, in the group orbit case with trivial isotropy (no nontrivial element of $\Gamma$ keeps $x \in S$ fixed) the action of $\Gamma$ provides a natural coordinate system for the whole of $NS$ as a product bundle over $S$. In these coordinates the decompositions $N_x = K_x \oplus L_x = P_x \oplus R_x$ are independent of $x \in S$ and uniformity in a natural sense follows automatically.

Machinery to study perturbations of functions and maps is provided by singularity theory. In the next section we introduce the key ideas that will be required for our purposes.

3. Versal deformations

For ease of exposition we make a simplifying assumption, namely that all of the bundles over $S$ that are involved in the construction of the reduced vector field $\tilde{F}_\varepsilon$ (including the tangent bundle $TS$) are trivial bundles. This is automatically the case if $S$ is contractible (a copy of $\mathbb{R}$ for example) and is usually the case in applications when $S$ is a circle. Even when the assumption fails, we can apply the methods below to contractible open subsets of $S$ and piece together the results subsequently. We remark later on how the methods would need to be adapted to apply intrinsically to nontrivial bundles.

Let us therefore take $K = S \times \mathbb{R}^k$ and $TS \oplus P = S \times \mathbb{R}^d \times \mathbb{R}^k$ so that as in Section 2.2 we regard $\tilde{F}_\varepsilon$ as a family of smooth map germs

$$\tilde{F}_\varepsilon(x, \cdot) : \mathbb{R}^k, 0 \rightarrow \mathbb{R}^{d+k}$$

parametrised by $x \in S$ and (small) $\varepsilon \in \mathbb{R}^q$. Since we are here interested in the zero locus

$$Z_{\tilde{F}} = \{ (\varepsilon, x, y) \in \mathbb{R}^q \times S \times \mathbb{R}^k : \tilde{F}_\varepsilon(x, y) = 0 \in \mathbb{R}^{d+k} \}$$

for small $|y|$ rather than other geometric features of $\tilde{F}_\varepsilon$ as a map, we are free to apply coordinate changes in a neighbourhood of $0 \times S_0 = 0 \times S \times 0$ that respect the geometry of the zero locus and the role of $\varepsilon$ as a parameter. A natural class of coordinate transformations to use is the class of contact equivalences\(^1\) or $K$-equivalences. Singularity theory provides powerful tools for handling classification and geometry of map germs up to $K$-equivalence, and the essence of this paper is the adaptation of those techniques to our class of bifurcation problem. It is in order to use the tools of singularity theory that we assume $C^\infty$ smoothness of all data in the problem. Background material for the singularity theory in this section can be found in a range of texts such as [5, 6, 28] and

---

\(^1\)Not to be confused with contact transformations from classical mechanics.
from a slightly different viewpoint in [30].

3.1. Basic versal deformation

We here introduce the main elements of the theory of $K$-versal deformations of map germs that will be used in our analysis. To recall the concepts we shall use generic symbols $x$ and $F$ that are not the same as $x \in S$ and the map $F_\varepsilon$ of our main problem.

**Definition 3.1.** Two smooth map germs $f, g : \mathbb{R}^n, 0 \to \mathbb{R}^p, 0$ are $K$-equivalent if there is a diffeomorphism germ $\phi$ at the origin in $\mathbb{R}^n$ and an invertible $p \times p$ matrix $A$ depending smoothly on $x \in \mathbb{R}^n$ such that

$$g(x) \equiv A(x)f(\phi(x)). \quad (3.1)$$

Clearly the zero set for $f$ is the image under $\phi$ of the zero set for $g$. Since $A$ is invertible any degeneracy of $f$ at the origin is ‘the same’ as that of $g$.

**Definition 3.2.** An $r$-parameter deformation of a map germ $f : \mathbb{R}^n, 0 \to \mathbb{R}^p, 0$ is map germ $F : \mathbb{R}^r \times \mathbb{R}^n, (0, 0) \to \mathbb{R}^p, 0$ such that $F(0, x) \equiv f(x)$.

To keep notation simple we shall write $F$ as a map, the fact that it represents a map germ at $(0, 0)$ being understood.

Now for the key definition through which we classify types of bifurcation behaviour.

**Definition 3.3.** Two deformations $F_1, F_2 : \mathbb{R}^r \times \mathbb{R}^n \to \mathbb{R}^p$ of $f$ are $K$-equivalent if there is a diffeomorphism germ $\Phi$ at the origin in $\mathbb{R}^r \times \mathbb{R}^n$ of the form

$$\Phi(a, x) = (\psi(a), \phi(a, x)) \quad (3.2)$$

and an invertible $p \times p$ matrix $A$ varying smoothly with respect to $(a, x) \in \mathbb{R}^r \times \mathbb{R}^n$ such that

$$F_2(a, x) \equiv A(a, x)F_1 \circ \Phi(a, x). \quad (3.3)$$

Note that $F_1, F_2$ are $K$-equivalent as maps, but the coordinate change $\Phi$ distinguishes between the roles of the variables $x$ and parameters $a$. In particular, $\Phi$ takes the zero locus $F_1^{-1}(0)$ to $F_1^{-1}(0)$, and $\psi$ takes the parameter-space projection of $F_2^{-1}(0)$ to that of $F_1^{-1}(0)$.

In the case when $A(a, x)$ is the identity matrix (hence can be deleted from the expressions (3.1) or (3.3)) the maps or deformations are right equivalent ($R$-equivalent). It is easy to check that if two real-valued functions are $R$-equivalent (up to a constant) then their gradient vector fields are $K$-equivalent.

†The symbol $\equiv$ indicates the two map germs are identical: it is not an equation for $x$. 
Much of the power of singularity theory resides in the central notion of versal deformation: a typical map germ has an identifiable class of deformations from which all others can be obtained by suitable coordinate substitution.

**Definition 3.4.** The $r$-parameter deformation $F$ of $f$ is $\mathcal{K}$-versal if, given any $q$-parameter deformation $G(c, x)$ of $f$, there is a map germ $\alpha : \mathbb{R}^q, 0 \to \mathbb{R}^r, 0$ with the property that $G$ is $\mathcal{K}$-equivalent to the deformation

$$\alpha^* F : (c, x) \mapsto F(\alpha(c), x).$$

The deformation $F$ is $\mathcal{K}$-miniversal if there exist no $\mathcal{K}$-versal deformations of $f$ with fewer parameters.

In other words, the parameters $a_i$ in the $\mathcal{K}$-versal deformation $F$ can be expressed as suitable (smooth) functions $\alpha_i$ of the given parameters $c_j$ in order to recover $G$ from $F$ up to $\mathcal{K}$-equivalence. Note that in general $\alpha$ is not a diffeomorphism, since (apart from other considerations) $q$ and $r$ need not be equal.

**Remark.** It is a consequence of the general theory that if $F$ is $\mathcal{K}$-miniversal then $F(a, \cdot)$ and $f$ are $\mathcal{K}$-equivalent germs if and only if $a = 0 \in \mathbb{R}^r$.

If $f$ is nonsingular (that is $Df(0)$ has maximal rank) then the IFT implies that every deformation of $f$ is $\mathcal{K}$-versal. In what follows we therefore suppose that $f$ is singular.

Not every $f$ necessarily has a $\mathcal{K}$-versal deformation, but the failure to do so is (in a precise sense) exceptional. Moreover, and most importantly, $\mathcal{K}$-versal deformations when they exist can be chosen to take the explicit form

$$F(a, x) \equiv a_1 v_1(x) + \ldots + a_r v_r(x) + f(x) \quad (3.4)$$

for a certain (nonunique) collection of polynomial map germs $v_i : \mathbb{R}^n \to \mathbb{R}^p, 1 \leq i \leq r$, that can be constructed from $f$ by a standard algebraic procedure.

From Definitions 3.2 and 3.4 we deduce the following:

**Proposition 3.1.** The zero set $Z_F := F^{-1}(0)$ is a ‘standard object’ in $\mathbb{R}^r \times \mathbb{R}^n$ associated with $f$: the zero locus $Z_G$ of any given deformation $G$ of $f$ as above is (up to diffeomorphism $\Phi$) the inverse image of $Z_F$ under the map $(c, x) \mapsto (\alpha(c), x)$. \hfill $\square$

We are concerned with bifurcations, so the points of $Z_G$ of particular interest to us are those where the projection of $Z_G$ into parameter space $\mathbb{R}^q$ fails to be a submersion: these are points where the local structure of the set of solutions $x$ to $G(c, x) = 0$ can change as $c$ varies locally.

**Definition 3.5.** The singular set $\Sigma_G$ of the deformation $G : \mathbb{R}^q \times \mathbb{R}^n \to \mathbb{R}^p$ is defined as

$$\Sigma_G = \{(c, x) \in \mathbb{R}^q \times \mathbb{R}^n : \text{rank} \ D_x G(c, x) < p\}.$$

The discriminant $\Delta_G$ is the projection of $Z_G \cap \Sigma_G$ into the parameter space $\mathbb{R}^q$. 

Thus $\Delta_G$ is the set of $c \in \mathbb{R}^q$ for which there exists some $x \in \mathbb{R}^n$ with $G(c, x) = 0$ but $D_x G(c, x)$ has rank less than $p$.

The importance of $\Sigma_G$ for us lies in the following key result much used in deformation (unfolding) theory. See e.g. [28, p.49] or [17, Ch.11,(18)] for a proof.

**Proposition 3.2.** If $G$ is a submersion, so $Z_G$ is a smooth submanifold of $\mathbb{R}^q \times \mathbb{R}^n$ of codimension $p$, then $\Sigma_G$ is the set of singular points of the projection $Z_G \subset \mathbb{R}^q \times \mathbb{R}^n \to \mathbb{R}^q$. $\Box$

**Remark.** If $n < p$ (a case important to us) then $\Sigma_G = Z_G$ and the rank condition is vacuous.

From Definition 3.4 it follows that if $F$ is a $\mathcal{K}$-miniversal deformation of $f$ then, for any other deformation $G$ of $f$, the discriminant $\Delta_G$ is (up to diffeomorphism $\psi$) the inverse image of the discriminant $\Delta_F$ under the parameter map $\alpha$. The discriminant $\Delta_F$ is also a ‘standard object’ and for polynomial $f$ it is given by a finite set of polynomial equations in $\mathbb{R}^r$.

The policy statement below is the ideological basis for our geometrical treatment of bifurcation from $S$ in this paper:

_The key to understanding the geometry of the zero locus of the deformation $G$ of $f$ is to understand the geometry of the associated map $\alpha$ from the given parameter space of $G$ into that of a $\mathcal{K}$-miniversal deformation $F$ of $f$, and in particular the intersection of the image of $\alpha$ with the discriminant $\Delta_F$. Generic assumptions about this intersection lead to conclusions about generic geometry of $\Delta_G$. _

Because of the degeneracy along $S$ we shall need to take extra care in implementing this policy.

### 3.2. Deformation along a manifold.

There is a vital technical issue to deal with, before we can exploit the above ideas. In our context as described in Section 2.2 the full parameter space is $\mathbb{R}^q \times S$, with the $\varepsilon$-deformation terms vanishing on $0 \times S$. However, the notion of versal deformation as described above applies only in a neighbourhood of a single point in parameter space, whereas we would like to apply it in a consistent way over a whole neighbourhood of $0 \times S$ in $\mathbb{R}^q \times S$.

In standard proofs [6, 28] of the existence of $\mathcal{K}$-versal deformations the requisite coordinate changes are constructed by integrating suitably chosen vector fields, the existence of these vector fields being established by using the Preparation Theorem for smooth function germs. However, as pointed out in [6] (see Section 4.5, Example 4), there is a parametrised version of the Preparation Theorem which holds where the parameter belongs to a closed interval $[0, 1]$ and where (as in our case of uniform normal degeneracy) the map germ to be unfolded is independent of the parameter. The proof of this theorem uses (as expected) a smooth partition of unity. The same proof applies equally well to a parameter belonging to any smooth compact manifold (there are no topological obstructions in view of the linear nature of the constructions). This enables us to work with the ‘global’ parameter $(\varepsilon, x) \in \mathbb{R}^q \times S$ for $|\varepsilon|$ small. We can therefore state the following deformation result, customised for our purposes:

**Proposition 3.3.** Let $h : \mathbb{R}^k, 0 \to \mathbb{R}^{d+k}, 0$ be a smooth map germ which has a $\mathcal{K}$-versal deformation $H : \mathbb{R}^r \times \mathbb{R}^k \to \mathbb{R}^{d+k}$. Let $W$ be a neighbourhood of $0 \times S_0$ in $\mathbb{R}^q \times S \times \mathbb{R}^k$ and let $F : W \to \mathbb{R}^{d+k}$ be a smooth map such that $F(0, x, y) = h(y)$ for all $x \in S$. Then there exists a
neighbourhood $W' \subset W$ of $0 \times S_0$ and a smooth map
\[ \Phi : W' \to \mathbb{R}^r \times \mathbb{R}^k : (\varepsilon, x, y) \mapsto (\psi(\varepsilon, x), \phi(\varepsilon, x, y)), \]
(3.5)
as well as a nonsingular matrix $A(\varepsilon, x, y)$ of size $d + k$ and defined on $W'$, such that
(i) the identity
\[ F(\varepsilon, x, y) \equiv A(\varepsilon, x, y) H \circ \Phi(\varepsilon, x, y) \]
(3.6)
holds for all $(\varepsilon, x, y) \in W'$;
(ii) the map $\mathbb{R}^k \to \mathbb{R}^k : y \mapsto \tilde{y} = \phi(\varepsilon, x, y)$ is a diffeomorphism for each $(\varepsilon, x) \in \mathbb{R}^q \times S$, with \[ \phi(0, x, y) = y \text{ for all } x \in S; \]
(iii) $\psi(0, x) = 0 \in \mathbb{R}^r$ for all $x \in S$.
\[ \square \]

Putting together Proposition 3.3 and the expression (3.4) we now obtain the deformation result we require for application to the reduced bifurcation problem $\tilde{F}_\varepsilon = 0$ as in (2.1).

**Corollary 3.4.** Let the vector field $F_0$ satisfy uniform normal degeneracy on $S$ as in Section 2.3, so that in coordinates $(x, y)$ on the neighbourhood $U$ of $S_0$ in $K = S \times \mathbb{R}^k$ we have $F_0(x, y) \equiv h(y)$ where $F_\varepsilon$ is the reduced map as in (2.1). If $h$ has $K$-versal deformation of the form
\[ H(a, y) \equiv a_1 v_1(y) + \ldots + a_r v_r(y) + h(y) \]
then, up to premultiplication by a nonsingular matrix depending smoothly on $(\varepsilon, x, y)$, we can express $\tilde{F}_\varepsilon$ in the form
\[ \tilde{F}_\varepsilon(x, y) = \tilde{F}(\varepsilon, x, y) \equiv a_1(\varepsilon, x) v_1(\tilde{y}) + \ldots + a_r(\varepsilon, x) v_r(\tilde{y}) + h(\tilde{y}) \in \mathbb{R}^{d+k} \]
(3.7)
where $y \mapsto \tilde{y}$ is a diffeomorphism germ at the origin in $\mathbb{R}^k$ depending (smoothly) on $(\varepsilon, x) \in \mathbb{R}^q \times S$ and where also
\[ a_i(0, x) = 0 \]
(3.8)
for all $x \in S$ and $i = 1, 2, \ldots, r$.
\[ \square \]

3.3. Global and local geometry of the discriminant.

We continue to assume uniform degeneracy, and without loss of generality we take $\tilde{F}_\varepsilon$ to be of the form (3.7) where after the coordinate change $y \to \tilde{y}$ we drop the tilde on $y$. The identity (3.8) implies that we can write
\[ a_i(\varepsilon, x) = b_i(x) \varepsilon + c_i(x)(\varepsilon, \varepsilon) + O(|\varepsilon|^3) \in \mathbb{R} \]
(3.9)
for $i = 1, 2, \ldots, r$, where $b_i(x)$, $c_i(x)$ are linear and bilinear maps $\mathbb{R}^q \to \mathbb{R}$ and $\mathbb{R}^q \times \mathbb{R}^q \to \mathbb{R}$ respectively. Thus
\[ b_i(x) \varepsilon = \sum_j b_{ij}(x) \varepsilon_j \quad \text{and} \quad c_i(x)(\varepsilon, \varepsilon) = \sum_{lm} c_{ilm}(x) \varepsilon_l \varepsilon_m \]
where
\[ b_{ij}(x) = \left. \frac{\partial a_i(\varepsilon, x)}{\partial \varepsilon_j} \right|_{\varepsilon = 0} \quad \text{and} \quad c_{ilm}(x) = \left. \frac{\partial^2 a_i(\varepsilon, x)}{\partial \varepsilon_l \partial \varepsilon_m} \right|_{\varepsilon = 0}. \]
We next write $\varepsilon$ in 'polar coordinates' as

$$
\varepsilon = \rho s, \quad s \in \mathbb{S}^{t-1}, \quad \rho \in \mathbb{R}_+
$$

where $\mathbb{R}_+ = \{ t \in \mathbb{R} : t \geq 0 \}$ and $\mathbb{S}^{t-1} = \{ s \in \mathbb{R}^t : |s| = 1 \}$. From (3.9) the smooth map

$$
a : \mathbb{R}^t \times S \to \mathbb{R}^r : (\varepsilon, x) \mapsto (a_1(\varepsilon, x), \ldots, a_r(\varepsilon, x))
$$

satisfies

$$
a_i(\varepsilon, x) = \rho b_i(x)s + \rho^2 c_i(x)(s, s) + O(\rho^3) \in \mathbb{R}
$$

for $i = 1, \ldots, r$. We study the geometry of the map

$$
b : \mathbb{S}^{t-1} \times S \to \mathbb{R}^r : (s, x) \mapsto (b_1(x)s, \ldots, b_r(x)s).
$$

From this we obtain the geometry of the map $a : \mathbb{R}^t \times S \to \mathbb{R}^t$ to first order in $\rho$ as the cone on that of $b$. We anticipate that under suitable generic assumptions on $b$ this cone structure will enable us to capture the true geometry of the discriminant

$$
\Delta_F := a^{-1}(\Delta_H) \in \mathbb{R} \times S
$$

of $\tilde{F}$ near the origin.

To investigate this closely we look at rays of the cone and their intersections with $\Delta_H$ as $\rho \to 0$. It will be convenient to do this using a 'blow-up' or (in reverse) pinching technique as follows. First define the pinching map

$$
\tau : \mathbb{R} \times \mathbb{S}^{t-1} \to \mathbb{R}^t : (\rho, s) \mapsto (\rho s)
$$

and write

$$
\tilde{\tau} := \tau \times \text{id} : \mathbb{R} \times \mathbb{S}^{t-1} \times S \to \mathbb{R} \times S,
$$

noting that since $\tau(\rho, -s) = \tau(-\rho, s)$ we may restrict attention to $\rho \in \mathbb{R}_+ := \{ r \in \mathbb{R} : r \geq 0 \}$ if convenient. Next, let

$$
D^1_F := b^{-1}(\Delta_H) \subset \mathbb{S}^{t-1} \times S.
$$

Generic assumptions on $b$ will enable us to characterise the local structure of $D^1_F$ which then determines local models for the structure of

$$
\Delta^1_F := a^{-1}(\Delta_H) \subset \mathbb{R}_+ \times \mathbb{S}^{t-1} \times S
$$

where

$$
\alpha := a \circ \tilde{\tau} : \mathbb{R}_+ \times \mathbb{S}^{t-1} \times S \to \mathbb{R}.
$$

(Note that here $\alpha$ plays the role of the map $a$ in Definition 3.4.) Finally, the application of $\tilde{\tau}$ gives the local geometry of $\Delta_F = a^{-1}(\Delta_H)$.

The following elementary fact about $\tau$ will be important.

**Proposition 3.5.** Let $\gamma : \mathbb{R}, 0 \to \mathbb{R} \times \mathbb{S}^{t-1}, (0, x_0)$ be (the germ of) a smooth path such that

$$
\gamma(t) = (pt^m + O(t^{m+1}), s_0 + tu + O(t^2))
$$

where $p \neq 0 \in \mathbb{R}$ and $u \neq 0 \in T_{s_0} \mathbb{S}^{t-1}$ (so $u \perp s_0$ in $\mathbb{R}^t$). Then the image of $\delta := \tau \circ \gamma$ in $\mathbb{R}^t$ is (close to the origin) the union of two $C^1$ arcs from the origin, each having contact of order $(m + 1)/m$ with their common tangent direction $s_0$. 

Proof. Immediate, since \( \tau \gamma(t) = p t^m s_0 + O(t^{m+1}) s_0 + p t^{m+1} u + O(t^{m+2}) \), so taking the parametrisation \( t' = t^m \) gives
\[
\tau \gamma(t') - p s_0 t' = p t^{(m+1)/m} u
\]
to lowest order in \( t' \).

Observe that if \( m \) is even then \( \delta \) has a cusp at the origin in \( \mathbb{R}^q \), while if \( m \) is odd then \( \delta \) is a \( C^1 \) 1-manifold passing through the origin.

The following geometrical construction will also play a key part in our investigations.

Let \( H : \mathbb{R}^r \times \mathbb{R}^n \to \mathbb{R}^p \) be a \( K \)-miniversal deformation of the singular germ \( h : \mathbb{R}^n, 0 \to \mathbb{R}^p, 0 \).

**Definition 3.6.** A vector \( v \in \mathbb{R}^r \) is called a positive tangent vector to \( \Delta_H \) at the origin if there exists \( t_0 > 0 \) and a differentiable path \( \gamma : [0, t_0) \to \mathbb{R}^r \) with \( \gamma(0) = 0 \in \mathbb{R}^r \) such that
1. \( \gamma(t) \in \Delta_H \) for all \( t \in [0, t_0) \)
2. \( \gamma'(0) = v \).

The positive tangent cone \( T_H \) for \( \Delta_H \) at the origin is the union of all the positive tangent vectors at the origin.

We now turn to applying this machinery to the reduced bifurcation problem (2.1).

3.4. Branch points and bifurcation

As \( \varepsilon \in \mathbb{R}^q \) moves away from the origin in a given direction we expect branches of solutions to \( \tilde{F}_\varepsilon = 0 \) to emanate from certain points \((x, 0) \in S_0 \).

**Definition 3.7.** A solution branch for \( \tilde{F} \) at \( x \in S \) is a differentiable path \( z : [0, t_0) \to Z_{\tilde{F}} \subset \mathbb{R}^q \times S \times \mathbb{R}^k \) for some \( t_0 > 0 \) such that
1. \( z'(0) \neq 0 \)
2. \( z(0) = (0, x, 0) \in \mathbb{R}^q \times S_0 \)
3. \( z(t) \in \mathbb{R}^q \times S_0 \) only if \( t = 0 \).

A solution branch \( z \) has direction \( s \in \mathbb{S}^{q-1} \) if the projection of \( z'(0) \) into \( \mathbb{R}^q \) is nonzero and in the direction \( s \); otherwise we say the branch \( z \) is tangent to \( S \). If a solution branch exists at \( x \in S \) with direction \( s \) then we say that \( x \) is a branch point with branch direction \( s \).

Recall (see the Remark after Definition 3.5) that since \( k < d + k \) the zero set \( Z_{\tilde{F}} \) is here the same as the singular set \( \Sigma_{\tilde{F}} \) and projects to \( \Delta_{\tilde{F}} = a^{-1}(\Delta_H) \subset \mathbb{R}^q \).

From the geometry of \( \Delta_H \) we obtain a necessary condition for branching.

**Proposition 3.6.** A necessary condition for \( x_0 \in S \) to be a branch point with branch direction \( s_0 \in \mathbb{S}^{q-1} \) is that \( b(s_0, x_0) \) lie in the positive tangent cone \( T_H \) for the discriminant \( \Delta_H \) of the \( K \)-versal deformation \( H \) of \( h \).
Proof. Let $z$ be a solution branch at $x_0 \in S$ with direction $s_0$ so that 
$$z(t) = (\tilde{z}(t), y(t)) = (\rho(t)s(t), x(t), y(t)) \in \mathbb{R}^q \times S \times \mathbb{R}^k$$
where $\rho(0) = 0$, $\rho'(0) \neq 0$ and $s(0) = s_0$, $x(0) = x_0$. From (3.10) we have 
$$\frac{d}{dt} a(\tilde{z}(t)) \bigg|_{t=0} = \frac{d}{dt} \rho(t)b(s(t), x(t)) + O(\rho(t)^2) \bigg|_{t=0} = \rho'(0)b(s_0, x_0)$$
and so $b(s_0, x_0) \in T_H$ since $a(\tilde{z}(t)) \in \Delta_H$ for $t \in [0, t_0)$. \hfill \Box

In the examples considered below the set $T_H$ turns out to be either a hyperplane or a half-hyperplane. Generically we expect the map $b : \mathbb{S}^{q-1} \times S \to \mathbb{R}^r$ to be transverse to $T_H$ in an appropriate sense, and the transversality allows us to establish the existence of branch points and to describe the local solution structure regardless of the terms $O(\varepsilon^2)$ in $a(\varepsilon, x)$.

Because of the technical complications of the relevant singularity theory, the approach described above is useful in practice only for small values of $d$ and/or $k$. However, the case $k = 1$ is most significant, as it represents the least departure from normal nondegeneracy of $S$, while the case $d = 1$ naturally occurs in the study of periodic orbits of differential equations where there is an automatic circle group action on the space of periodic functions (see Section 6). Therefore the simplest but most important case $d = k = 1$ merits detailed investigation.

4. The fundamental case of dimension 1 and corank 1.

Here we have a 1-dimensional equilibrium manifold $S$ of constant corank $k = 1$. Throughout this section we continue to assume that the normal degeneracy is uniform; some branching analysis applying to the general case is given below in Section 5.

To simplify notation we drop the tilde throughout and write (3.7) as 
$$F_\varepsilon(x, y) = F(\varepsilon, x, y) \equiv g(\varepsilon, x, y) + h(y) \in \mathbb{R}^2$$
with multiparameter $\varepsilon \in \mathbb{R}^q$ and $u = (x, y) \in S \times \mathbb{R}$ since here $k = 1$ and $d + k = 2$. Each component of $h(y)$ is without constant or linear terms because of the normal degeneracy of the zero set $S_0$. Supposing that at least one component has a nonzero Taylor series at 0, it is a straightforward exercise (see [31] for example) to check that $h$ is $K$-equivalent to the germ $y \mapsto (0, y^m)$ for some integer $m > 0$. We first take the least degenerate case $m = 2$ and study this example in detail in the geometric framework outlined above. We then show how this approach extends to general $m$ and illustrate in particular how it recovers and sets in a geometric context the analysis of this problem for $q = 2$ given by Hale and Taboas [32].

4.1. The case $m = 2$: quadratic degeneracy.

Here 
$$F(\varepsilon, x, y) = g(\varepsilon, x, y) + h(y) = g(\varepsilon, x, y) + (0, y^2) \in \mathbb{R}^2$$
for $(x, y) \in S \times \mathbb{R}$ with $\dim S = 1$, and $\varepsilon \in \mathbb{R}^q$.

4.1.1. Geometry of the zero set. A $K$-miniversal deformation of $h(y) \equiv (0, y^2)$ is 
$$H(a, y) = H(a_1, a_2, a_3, y) = (a_1 + a_2y, a_3 + y^2)$$
(see [6],[28]) and so by Corollary 3.4 up to $\mathcal{K}$-equivalence we can suppose $F$ to have the form

$$F(\varepsilon, x, y) = (a_1(\varepsilon, x) + a_2(\varepsilon, x)y, a_3(\varepsilon, x) + y^2)$$  \hspace{1cm} (4.2)

for $|y|, |\varepsilon|$ sufficiently small and for all $x \in S$, where $a(0, x) = 0 \in \mathbb{R}^3$ for all $x \in S$. As in Section 3.3, in order to describe the bifurcation behaviour of $F$ we need to understand the geometry of the discriminant $\Delta_F = a^{-1}(\Delta_H) \subset \mathbb{R}^q \times S$ where (as is easily seen by eliminating $y$ from $H(a, y) = 0$) the discriminant $\Delta_H$ is given explicitly by

$$a_1^2 + a_2^2 a_3 = 0.$$  \hspace{1cm} (4.3)

This is the equation of a Whitney umbrella in $\mathbb{R}^3$: see Figure 2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{whitney_umbrella.pdf}
\caption{Whitney umbrella: locus $a_1^2 + a_2^2 a_3 = 0$ showing the stratification $\{T_0, T_1, T'_1, T_2\}$.}
\end{figure}

From Section 3.3, the key intermediate step is to study the geometry of

$$D^b_{T} := b^{-1}(\Delta_H) \subset \mathbb{S}^{q-1} \times S$$

where $b : \mathbb{S}^{q-1} \times S \to \mathbb{R}^3$ is as in (3.11). Following Proposition 3.6 we first identify the set $b^{-1}(T)$ where $T = T_H$ is the positive tangent cone to $\Delta_H$ at the origin. In the present case

$$T = \{a \in \mathbb{R}^3 : a_1 = 0, a_3 \leq 0\}$$

since any smooth path in $\Delta_H$ from the origin can be checked to have contact of order at least $\frac{3}{2}$ with the plane $a_1 = 0$.

We now make the following generic hypothesis, which is at the heart of our whole approach to bifurcating from a normally degenerate manifold:

(H1) The map $b : \mathbb{S}^{q-1} \times S \to \mathbb{R}^3$ is transverse to $T$. 
The notion of transversality to a variety such as $T$ rather than to a smooth manifold assumes a \textit{stratification} of the variety, that is a suitable decomposition of the variety into finitely many manifolds of varying dimension, the smaller comprising the boundary of the larger. See [5, Ch.3.1] for example. In this case there is an obvious and natural stratification $\{T_0, T_1, T_2\}$ where $T_0$ is the origin, $T_1$ is the $a_2$-axis with $a_2 \neq 0$, and $T_2$ is the part of the $(a_2, a_3)$-plane with $a_3 < 0$: here $\dim T_i = i$ for $i = 0, 1, 2$. However, we see from Figure 2 that since our ultimate interest is in geometry of $\Delta_F$ we should also take account of the fact that the negative $a_3$-axis $T_1'$ is a natural 1-dimensional stratum in $\Delta_H$. We hence include this half-line $T_1'$ as a 1-dimensional stratum for $T$ when interpreting the hypothesis (H1).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{Schematic representation of $b^{-1}(T)$ (dashed curve) and $D^1_b = b^{-1}(\Delta_H)$ (solid curve) in the case $d = k = 1$, $n = q = 2$ (Whitney umbrella) showing end points (black dots) and intersection points (white dots). The whole of $D^1_b$ lies in a strip of width $\pi$ between two parallel curves and has quadratic tangency with those at the end points. The 1-dimensional manifolds $S$ and $S^1$ are each represented as closed intervals.}
\end{figure}

Since $\Delta_H$ and $T$ are 2-dimensional objects in $\mathbb{R}^3$ the essential geometry of transversality is captured by taking $q = 1$ or 2 so that $\dim(\mathbb{S}^{q-1} \times S) = 1$ or 2. We first study carefully the case $q = 2$, and comment on the cases $q = 1$ and $q \geq 3$ later.

4.1.2. The ‘typical’ case $q = 2$. We take $S$ compact for ease of exposition; adjustments to the noncompact case are straightforward.

The transversality hypothesis (H1) implies that $b^{-1}(T)$ consists of a smooth 1-manifold with boundary, thus a finite collection of closed arcs or embedded circles in $\mathbb{S}^1 \times S$. The set of \textit{end}
points of these arcs is $b^{-1}(T_1)$, while interior points constitute $b^{-1}(T_2)$ with possible intersection points $b^{-1}(T'_1)$. Note from the geometry of $\Delta_H$ and linearity of $b(s, x)$ in $s$ that if $(s, x)$ is an end point then so is $(-s, x)$. Moreover, the intersection of $S^1 \times \{x\}$ with $\Delta^2_1$ lies in the semicircular arc $\{s \in S^1 : b_3(s, x) \leq 0\}$ since all of $\Delta_H$ lies in the half-space $a_3 \leq 0$. A schematic representation of this geometry is shown in Figure 3.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Schematic diagram of the discriminant $\Delta_F$ with cusped ridge along $0 \times S$, showing the structure close to $x_0, x'_0, x''_0$ on $S$ determined by an interior point $(s_0, x_0)$, end point $(s'_0, x'_0)$ and intersection point $(s''_0, x''_0)$ (indicated simply by $s_0$ etc.) respectively.}
\end{figure}

For $(s, x)$ in a local coordinate chart around $(s_0, x_0) \in S^1 \times S$ write $(s, x) = (s_0 + v, x_0 + w)$ where $(v, w) \in \mathbb{R} \times \mathbb{R}$. Using (3.10) we have

$$\alpha(\rho, v, w) = a \circ \tilde{\tau}(\rho, s, x) = \rho b(v, w) + \rho^2 c(v, w) + O(\rho^3) \in \mathbb{R}^3$$

where now $b(v, w)$ is shorthand for $b(s, x)$ and analogously $c(v, w)$ stands for $c(x)(s, s)$. From (4.3) we see $\alpha(\rho, v, w) \in \Delta_H$ when

$$\left(\rho b_1 + \rho^2 c_1\right)^2 + \left(\rho b_2 + \rho^2 c_2\right)^2 \left(\rho b_3 + \rho^2 c_3\right) + O(\rho^4) = 0$$

which after cancelling $\rho^2$ reduces to

$$\beta(\rho, v, w) := b_1^2 + \left(2b_1 c_1 + b_2^2 b_3\right)\rho + d(\rho, v, w)\rho^2 = 0$$

where $b_i, c_i$ are components of $b(v, w), c(v, w)$ and where $d(\rho, v, w)$ is a smooth real-valued function. Now we study three possibilities, illustrated in Figure 4.

(i) $(s_0, x_0)$ is an interior point: $b_1 = 0$ and $b_2 b_3 \neq 0$.

The IFT at $(v, w) = (0, 0)$ implies that if $\tilde{\rho} := b_1^2 - \beta$ then the map $(\rho, v, w) \mapsto (\tilde{\rho}, v, w)$ is a local diffeomorphism at the origin. In $(\tilde{\rho}, v, w)$ coordinates the locus $\beta = 0$ is given by $\tilde{\rho} = b_1^2$, which (since
(0, 0) is a regular point of the function \( b_1 \) by hypothesis (H1) of transversality to \( T_2 \) is a smooth surface in \( \mathbb{R}^3 \) quadratically tangent to the curve \( b_1(v, w) = 0 \).

Finally, to reconstruct the geometry in the original \((\varepsilon, x)\) deformation coordinates, we apply the pinching map \( \tilde{\tau} \) which takes the surface \( \beta = 0 \) locally to a surface with a cusped ridge along \( 0 \times S \); the tangent direction of the cusp at \((0, x_0)\) is \( s_0 \in S^1 \), while as \( x \) moves away from \( x_0 \) in \( S \) the tangent direction \( s \) of the cusp is given by the smooth curve

\[
B_1 = \{ (x, s) \in S^1 \times S : b_1(x, s) = 0 \}
\]

through \((s_0, x_0)\) in \( S^1 \times S \). See Figure 4.

\[\text{Figure 5. The projection } \mu : \Delta_F \to \mathbb{R}^2 \text{ close to } (0, x_1) \in \mathbb{R}^2 \times S \text{ where } (s_1, x_1) \text{ is an interior fold point of the curve } B_1. \text{ The cusp curve } C_1 \text{ projects to a cusp curve } \tilde{C}_1 \text{ (the bifurcation set) in } \mathbb{R}^2 \text{ tangent to the } s_1 \text{ direction. The numbers } 0, 2, 4 \text{ indicate the number of solutions } (x, y) \in K \text{ to } F(\varepsilon, x, y) = 0 \text{ close to } (x_1, 0) \in K \text{ for } \varepsilon \text{ close to the origin in } \mathbb{R}^2.\]

(ii) \((s_0, x_0)\) is an end point (denoted \((s_0', x_0')\)): \( b_1 = b_3 = 0, b_2 \neq 0 \).

From the hypothesis (H1) of transversality to \( T_1 \) we have \( \frac{\partial (b_1, b_3)}{\partial (v, w)} \neq 0 \) at \((0, 0)\), and so the map

\[
\mathbb{R}^2 \to \mathbb{R}^2 : (v, w) \mapsto (\tilde{v}, \tilde{w}) := (b_1, 2c_1b_1 + b_2^2b_3)
\]

is a diffeomorphism germ at the origin. In new coordinates the function \( \beta \) takes the form \( \beta(\rho, \tilde{v}, \tilde{w}) = Q(\rho, \tilde{v}, \tilde{w}) + O(\rho^3) \) where

\[
Q(\rho, \tilde{v}, \tilde{w}) = \tilde{v}^2 + \tilde{w}\rho + \varepsilon\rho^2
\]

which is a nondegenerate quadratic form regardless of the value of the coefficient \( \varepsilon \). The locus \( Q = 0 \) is a cone \( C \) tangent to the \((\tilde{v}, \tilde{w})\)-plane along the \( \tilde{w} \)-axis. By the Morse Lemma there is a local diffeomorphism (with derivative the identity) that takes the locus \( \beta^{-1}(0) \) to the cone \( C \) and, moreover, (4.7) shows that \( \beta^{-1}(0) \) is quadratically tangent to the \((\tilde{v}, \tilde{w})\)-plane along the smooth
Finally, by Proposition 3.5 the pinching map \( \tilde{\tau} \) takes \( \beta^{-1}(0) \) to a surface with \( \frac{3}{2} \)-power cusped ridge along \( 0 \times S \) and terminating at \((0, x'_0)\), reminiscent of a ship’s prow: see Figure 4.
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**Figure 6.** The projection \( \mu : \Delta_F \to \mathbb{R}^2 \) close to \((0, x'_0) \in \mathbb{R}^2 \times S \) where \((s'_0, x'_0)\) is an end point of the curve \( \tilde{B}_1 \). The curve \( \tilde{C}'_1 \) projects to a pair of arcs \( C'_1 \) (the bifurcation set) in \( \mathbb{R}^2 \) tangent to the \( s'_0 \) direction. The numbers 0, 2 indicate the number of solutions \((x, y) \in K\) to \( F(\varepsilon, x, y) = 0 \) close to \((x'_0, 0) \in K\) for \( \varepsilon \) close to the origin in \( \mathbb{R}^2 \).

(iii) \((s_0, x_0)\) is an intersection point (denoted \((s''_0, x''_0)\)): \( b_1 = b_2 = 0, b_3 < 0 \).

By the hypothesis (H1) of transversality to \( T'_1 \) the map \((v, w) \mapsto (b_1, b_2)\) is a local diffeomorphism at \((0, 0)\). From (4.3) with \( a_3 < 0 \) we can express \( \Delta_H \) as

\[
(a_1 + \ell a_2)(a_1 - \ell a_2) = 0
\]

where \( \ell = \sqrt{|a_3|} \), which on cancelling \( \rho^2 \) becomes \( b_1 \pm \ell b_2 = 0 \) with \( \ell = \sqrt{\rho|b_3|} \). Hence for fixed \( \rho > 0 \) the expression (4.6) represents a pair of smooth curves crossing transversely at the origin, with tangent directions both tending to that of \( b_1(v, w) = 0 \) as \( \rho \to 0 \). See Figure 4.

4.1.3. **Bifurcation geometry when \( q = 2 \).** We have described above the three generic types of local geometrical structure found in the discriminant \( \Delta_F \), where we recall that (since \( 1 = d < p = d + k = 2 \)) the discriminant is the projection into \( \mathbb{R}^2 \times S \) of the zero set:

\[
\Delta_F = \{ (\varepsilon, x) \in \mathbb{R}^2 \times S : \exists y \in \mathbb{R}, F(\varepsilon, x, y) = 0 \}.
\]

However, it is important to keep sight of the fact that in terms of the original problem (2.1),(4.1) it is \((x, y)\) that are the variables while \( \varepsilon \) is the perturbing parameter. Therefore to find the bifurcation behaviour of solutions \((x, y)\) as \( \varepsilon \) varies in \( \mathbb{R}^2 \) we must also study the geometry of the projection.
\[ \mu : \Delta_F \to \mathbb{R}^2 \] into the \( \varepsilon \)-plane and in particular its singularities. The image of the singular points (i.e. the set of singular values) is the bifurcation set; this can also be interpreted as the apparent outline (or apparent contour: see [8], [22]) of \( \Delta_F \) when viewed along the 1-manifold \( S \).

The analysis of the previous section showed that \( \Delta_F \) has a cusped ridge along \( 0 \times S \) with the direction of the axis of the cusp (indicated on the unit circle outline (or values (i.e. the set of singular crosses the arcs of \( C \)) by Definition given by \( \rho = b_1^{-1}(0) \subset S^1 \times S \). (For any interior point \( x \in S \) there can be only one \( s \in S^1 \) with \( (s, x) \in B_1 \), so cusps may impinge on \( (0, x) \in 0 \times S \) from only one direction, while at end points they do so from two opposite directions.) Therefore the singular points of \( \mu|B_1 : B_1 \to S^1 \) play a key role in the structure of the bifurcation set for \( F \). Accordingly, we make the following generic hypothesis:

(H2) The map \( \mu|B_1 : B_1 \to S^1 \) has only fold singularities, and these are at interior points of \( B_1 \).

A fold singularity of \( \mu|B_1 \) is characterised in local coordinates \( (v, w) \) on \( S^1 \times S \) by
\[
\frac{\partial b_1}{\partial w} = 0, \quad \frac{\partial^2 b_1}{\partial w^2} \neq 0 \text{ at } (v, w) = (0, 0).
\] (4.8)

Following the classification in the previous section we now consider in turn the three types of point on the curve \( B_1 \).

(i) Interior points.

The first result confirms what is evident from a simple sketch. See Figure 5.

**Proposition 4.1.** Let \( (s_1, x_1) \) be an interior point of \( B_1 \subset S^1 \times S \) such that the projection \( \mu|B_1 : B_1 \to S^1 \) has a fold singularity at \( (s_1, x_1) \). Then the apparent outline in \( \mathbb{R}^2 \) of a neighbourhood of \( (0, x_1) \) in \( \Delta_F \) viewed along \( S \) is a curve \( C_1 \) with a cusp of order \( \frac{3}{2} \) at the origin and with tangent direction \( s_1 \) there. The number of solutions \( (x, y) \) to \( F_\varepsilon(x, y) = 0 \) increases by two as \( \varepsilon \) crosses each arc of \( C_1 \) in the appropriate (and same) direction of rotation about the origin.

**Proof.** In local coordinates \( (\rho, v, w) \) the apparent outline \( \Gamma_1 \) of \( \Delta_F \) viewed in the direction of \( S \) is by definition given by
\[
\Gamma_1 = \left\{ (\rho, v) \in \mathbb{R}^+ \times \mathbb{R} : \exists w \in S, \beta(\rho, v, w) = \frac{\partial \beta}{\partial w}(\rho, v, w) = 0 \right\},
\]
and we have already seen in Section 4.1.2 (i) that in suitable coordinates (in which the role of \( w \) is unaffected) we may take \( \beta = b_1^2 - \rho \). Hence \( \frac{\partial \beta}{\partial w} = 2b_1 \frac{\partial b_1}{\partial w} \) which vanishes where \( b_1 = 0 \) (so then \( \rho = 0 \) if \( \beta = 0 \)) and also where \( \frac{\partial b_1}{\partial w} = 0 \). By the IFT and the fold condition (4.8), the latter locus is \( \mathbb{R}^+ \times B'_1 \) where \( B'_1 \) is a smooth curve through the origin in \( \mathbb{R}^2 \) not tangent to the \( w \)-axis. The intersection \( \Gamma_1 \) of \( \mathbb{R}^+ \times B'_1 \) with \( \Delta_F \) is a smooth curve quadratically tangent to the \((v, w)\) plane. By Proposition 3.5 the curve \( \tilde{C}_1 := \tilde{\tau}(\Gamma_1) \) has a \( \frac{3}{2} \)-power cusp at \((0, x_0)\) and projects under \( \mu \) to a curve \( C_1 \) with the properties described. \( \Box \)

**Note:** The geometry of the curve \( C_1 \) in \( \Delta_F = a^{-1}(\Delta_H) \) and the expression (4.2) show that as \( \varepsilon \) crosses the arcs of \( C_1 \) one pair of solutions \((x, y)\) is created (or annihilated) close to \( y = y_1 \) where \( y_1 = \sqrt{-a_3(\varepsilon, x)} \), and the other pair close to \(-y_1\).

(ii) End points.
The analysis in Section 4.1.2 showed that at an end-point the surface $\Delta_{\rho}^1 = \beta^{-1}(0)$ has a Morse singularity, thus a local cone structure, with the cone tangent to the $(v, w)$-plane along the curve $B_1$. Let $\chi = \frac{\partial}{\partial \nu}$. From (4.7) we see that $\chi = 0$ when $\rho = 0$ and $b_1 = 0$, that is on the curve $B_1$. Differentiating the expression (4.6) with respect to $w$ we then observe that provided the generic condition

\[(H2') \quad \frac{\partial}{\partial \nu} (2b_1c_1 + b_3^2b_3) \neq 0\]

holds at $(0, 0)$ then $\frac{\partial \chi}{\partial \mu}(0, 0) \neq 0$ and so by the IFT the locus $\chi^{-1}(0)$ locally has the form of a graph of a smooth function $\rho = \rho(v, w)$. Now $\frac{\partial \rho}{\partial w} = -\frac{\partial \chi}{\partial \nu}/\frac{\partial \rho}{\partial \mu}$ which is nonzero at an end point because on $B_1$ we have $\frac{\partial \chi}{\partial \nu} = 2(\frac{\partial \rho}{\partial w})^2 \neq 0$ by the hypothesis (H2). Thus the smooth surface $\chi^{-1}(0) \subset \mathbb{R} \times \mathbb{R}^2$ cuts the $(v, w)$-plane and hence the ‘cone’ $\Delta_{\rho}^1$ transversely along $B_1$ (away from the origin) and so must cut the cone again along another smooth curve $\Gamma_1'$ through the origin and transverse to the $v, w$-plane. Then $C'_1 = \tau(\Gamma_1')$ is a smooth curve whose image under $\mu$ is by Proposition 3.5 a $C^1$ arc $C'_1$ through the origin in $\mathbb{R}^2$. See Figure 6. To summarise:

**Proposition 4.2.** Let $(s'_0, x'_0)$ be an end point of $B_1 \subset S^1 \times S$ and assume that $(H2')$ holds. Then the apparent outline in $\mathbb{R}^2$ of a neighbourhood of $(0, x'_1)$ in $\Delta_F$ viewed along $S$ is a $C^1$ arc $C'_1$ through the origin, across each branch of which the number of solutions $(x, y)$ to $F_\varepsilon(x, y) = 0$ increases by two, taken in the appropriate (and opposite) directions of rotation about the origin. □

**Remark.** The arc $C'_1$ is typically not the same as the ‘end-point’ curve $a^{-1}(T_1)$ which itself corresponds only to solutions with $y = 0$. Thus soon after a pair of solutions is created across $C'_1$ one of them will pass through $y = 0$, that is through $S_0$. However, we are here solving the reduced equation (2.1), so the corresponding equilibria of (1.1) for $\varepsilon \neq 0$ need not lie on $S$ although they will have zero $K$-component and therefore lie in $L$.

(iii) Intersection points.

Intersection points are zeros of the map $(b_1, b_2) : S^1 \times S \to \mathbb{R}^2$ and the zero set of $b_1$ is the curve $B_1$. We make a further generic hypothesis:

**H3.** The function $b_2$ does not vanish at the singular points of $\mu|B_1$.

An intersection point $(s''_0, x''_0)$ corresponds to an arc of self-intersection of $\Delta_F$ emanating from $(0, x_0)$: see Figure 4. This arc projects under $\mu$ to an arc $C''_1$ from the origin in $\mathbb{R}^2$, and $(s''_0, x''_0)$ is a regular point of $\mu|B_1$ by the hypothesis (H3). Thus no bifurcations occur across $C''_1$, but two solutions of the reduced equation of opposite sign in $y$ pass through $y = 0$ (that is, through $S_0$) simultaneously as $\varepsilon$ crosses $C''_1$, so the corresponding solutions of (1.1) pass through $L$.

We have now studied the three generic types of local bifurcation behaviour, and we assemble them into a global statement. Recall that $d = k = 1$ (so the compact manifold $S$ is 1-dimensional and is degenerate with corank 1) and the degree $m$ of degeneracy is 2. The perturbation parameter $\varepsilon$ lies in $\mathbb{R}^2$.

Let $\kappa$ denote the local involution in a neighbourhood of $S$ in $M$ that in terms of normal bundle coordinates $TS \oplus K \oplus L$ corresponds to $(x, y, z) \mapsto (x, -y, z)$.
Theorem 4.3. Under the generic hypotheses (H1),(H2),(H2′),(H3) the bifurcation set for (1.1) consists of a finite set of $C^1$ arcs emanating from the origin in $\mathbb{R}^2$. The arcs are of three types: fold, end and intersection arcs. These correspond to the following bifurcation behaviour as $\varepsilon$ rotates about the origin in $\mathbb{R}^2$ in (locally) the appropriate direction.

Interior arcs. These occur in pairs with $\frac{3}{2}$-power cups at the origin. As $\varepsilon$ crosses the first arc a pair of solutions is created away from $S$ by a saddle-node (fold) bifurcation, and as $\varepsilon$ crosses the second arc a second saddle-node pair of solutions is created close to the $\kappa$-images of the first pair.

End arcs. These occur in opposite pairs forming $C^1$ curves through the origin, and each arc is accompanied by an arc of $a^{-1}(T_1)$ with the same tangent at the origin. As $\varepsilon$ crosses an end arc a pair of solutions is created away from $S$ in a saddle-node bifurcation; as $\varepsilon$ crosses the companion arc one of these solutions passes through $L$. This behaviour is repeated at the opposing end arc and with the same sense of rotation about the origin.

Intersection arcs. As $\varepsilon$ crosses an intersection arc with nonzero speed two solutions of the reduced equation with $K$-components of opposite signs pass through $L$ at the same point and with nonzero speed.

This theorem in particular recovers and provides a geometric context for the results of Hale and Taboas [32] for the case $m = 2$. It also extends those results by taking account of self-intersection points of the determining curve $B_1$. See Figure 7, and compare Figures 1 and 2 in [32].

4.1.4. Cases $q \neq 2$. For $q = 1$ (that is $\varepsilon \in \mathbb{R}$) the transversality hypothesis (H1) implies that the image of $b : \mathbb{S}^0 \times S \to \mathbb{R}^3$ meets $T$ only at points of $T_2$ and that 0 is a regular value of $b_1 : S \to \mathbb{R}$. Hence $b_1^{-1}(0)$ is a discrete set of points $\{(\pm 1, x_i)\}$. (This may be visualised in Figure 3 by taking a pair of vertical lines corresponding to fixed values $\pm s \in \mathbb{S}^1$.) To each $x_i$ with either $\varepsilon > 0$ or $\varepsilon < 0$ there corresponds a pair of solution branches in $\Delta_F \subset \mathbb{R} \times S$ emanating from $(0, x_i)$; the branches are such that locally $x - x_i$ varies as $|\varepsilon|^2$. In particular this describes the branching behaviour for $q = 2$ when $\varepsilon$ leaves the origin along an arc not in a direction tangent to an interior, end or intersection arc as in Theorem 4.3.

For $q = 3$ some interesting new geometry arises. For $x \in S$ the map $a(\cdot, x) : \mathbb{R}^3 \to \mathbb{R}^3$ is typically nonsingular at the origin, although generically there is a set of isolated points $\{x_j\} \subset S$ where the derivative $D_j a(\cdot, x)$ has rank 2. For $x \notin \{x_j\}$ and for sufficiently small $|\varepsilon|$ the discriminant $\Delta_F = a^{-1}(\Delta_H)$ intersects $\mathbb{R}^3 \times \{x\}$ in a topological copy of $\{\Delta_H^x\}$ of $\Delta_H$ (more precisely, a neighbourhood of the origin in $\Delta_H$, which amounts to the same thing). To capture the structure of the bifurcation set we study the map $b : \mathbb{S}^2 \times S \to \mathbb{R}$ as in (3.9) and the geometry of $b^{-1}(T)$ where $T = T_H$. Writing $b_x(s) = b(s, x)$ we note that $B_z := b_x^{-1}(T) = B_z^x \cup B_z^y$ where $B_z^x$ is a semicircular (open) arc $b_z^{-1}(T_2)$ of a great circle $C_x$ in $\mathbb{S}^2$ with antipodal end-points $B_z^x = b_z^{-1}(T_1)$, while $D^H_z(x) := b_z^{-1}(\Delta_H)$ is a figure eight curve on $\mathbb{S}^2$ passing through these end-points and with self-intersection at $b_z^{-1}(T_1)$. As $\rho \to 0$ the intersection $\rho \mathbb{S}^2 \cap \Delta_H^x$ flattens to $\rho b_z^{-1}(T)$ at rate $\rho^2$.

In this setting the bifurcation set in $\mathbb{R}^3$, which is the set of critical values of the projection $\mu : \Delta_F \subset \mathbb{S}^3 \times S \to \mathbb{R}^3$, is conveniently interpreted as (to first order in $\rho$) a cone on the envelope $E$ of the family of curves $\{D^H_z(x)\}_{x \in S} \subset \mathbb{S}^2$. The curve $E$ separates points $s \in \mathbb{S}^2$ according to the number $n_s$ of points $x \in S$ with $s \in D^H_z(x)$. The generic local geometry of envelopes of smooth curves in $\mathbb{R}^2$ (or $\mathbb{S}^2$) is well known (see [8] for example): the envelope consists of smooth fold curves across which $n_s$ changes by 2, meeting at isolated cusp points. These local configurations are stable,
so that the same description applies to the envelope of the family \( \{ \rho S^2 \cap \Delta^x \} \) (where higher order terms in \( \rho \) are not neglected) for \( \rho \) nonzero and sufficiently small.

We could leave the discussion at this point, but further useful insight is obtained by taking account of the role of \( b^{-1}(T) \), which we regard (compare Section 4) as a ‘first approximation’ to \( D^1_F(x) \). Let \( C \) be the envelope of the great circles \( \{ C_x \} \) and \( B^0 \subset C \) be the envelope of the semi-circular (open) arcs \( \{ B^0_x \} \). Let \( B^1 \) be the locus of end-points \( \{ B^1_x \} \) for \( x \in S \). It is straightforward to check that if \( s_0 \in C \cap B^1 \) and is a fold point of \( C \) then \( B^1 \) is a smooth curve quadratically tangent to \( C \) at \( s_0 \) where an arc of \( B^0 \) terminates: see Figure 8(a). When we now replace \( B^0 \) by the figure-eight \( D^1_0(x) \) then the ‘approximate’ envelope \( B^0 \cup B^1 \) becomes a generic envelope configuration \( E \) consisting of a fold curve \( E^0 \) close to \( B^0 \) which continues as a fold curve close to one branch of \( B^1 \), together with another fold curve \( E^1 \) close to \( B^0 \) which meets a fold curve \( \tilde{E}^1 \) close to the other branch of \( B^1 \) at a cusp point close to \( s_0 \): see Figure 8(b). The numbers 0, 2, 4 indicate relative numbers \( n_s \) for \( s \) in each of the three complementary regions of \( E \) locally. Finally, local stability implies that this configuration occurs in \( \rho S^2 \cap \Delta_F \) for \( \rho \) sufficiently small.
Figure 8. Envelopes in $S^2$, sketched in the plane: (a) Local configuration of the envelope $B^0$ of arcs $B^0_x$ and the locus $B^1$ of their endpoints, (b) corresponding configuration of envelope of smooth curves $D^1_F(x)$.

Features of the earlier $q = 2$ case can be seen by intersecting the above with a typical great circle $S^1$: we find interior points in pairs (corresponding to the pair of branches of $E$ close to $C_0$) and isolated end points (corresponding to the branches of $E$ close to $C_1$). The $q = 3$ configuration shows how in the presence of a further bifurcation parameter these features generically coalesce.

Returning to the exceptional points $\{x_j\}$ on $S$ where rank $D_j = 2$, let us make the generic assumption that for each $x_j$ neither 1-dimensional stratum $T_1$ or $T'_1$ of $T$ lies in the range of $D_j$. It follows that for $x \in S$ close to $x_j$ the image $b_x(S^2)$ is an oblate ellipsoid with 'equatorial' plane close to the range of $D_j$. From this and Figure 2 it can be seen that $D^1_F(x)$ has the figure-eight configuration with one loop much larger than the other. As $x$ passes through $x_j$ the smaller loop vanishes (the end point coalesces with the intersection point) and is re-created at the antipodal end point; the transition curve $D^1_F(x_j)$ in $S^2$ has a $\frac{3}{2}$-power cusp at both its antipodal end points.

Provided $x_j$ does not correspond to a cusp point of the envelope $E$ the local fold structure of the envelope itself (that is, the bifurcation set in $S^2$) is unaffected as $x$ passes through $x_j$, although the location of corresponding solutions to the bifurcation problem is controlled by this extra twist. The bifurcation structure at $x_j$ corresponds to one of the generic singularities of 1-parameter families of plane curves at the envelope: see [24].

For $q \geq 4$ generically for all $x \in S$ the map $a(\cdot,x) : \mathbb{R}^q \to \mathbb{R}^3$ is a submersion at the origin: thus the local structure of $\Delta_F$ is a product $\mathbb{R}^{q-3} \times \Delta^3_F$, where $\Delta^3_F$ is as in the case $q = 3$. Nevertheless, the envelope of the family $\{D^1_F(x)\}_{x \in S}$ in $S^{q-1}$ may have additional singular structure, corresponding to higher-dimensional generalisations of Figure 8 which we do not investigate here.
We now turn to cases of greater degeneracy degree $m > 2$. The essential geometry, while in principle more complicated, has much in common with the case $m = 2$ above.

### 4.2. The case of higher degeneracy $m > 2$.

Here

$$F(0, x, y) = h(y) = (0, y^m)$$

and this germ has $K$-codimension $2m - 1$ (see [6], [28]) with $K$-miniversal deformation (using more systematic notation than previously) of the form

$$H(\tilde{a}, y) = (a_0 + a_1 y + \ldots + a_{m-1} y^{m-1}, \tilde{a}_0 + \tilde{a}_1 y + \ldots + \tilde{a}_{m-2} y^{m-2} + y^m)$$  \hspace{1cm} (4.9)

where $\tilde{a} = (a, \tilde{a}) = (a_0, \ldots, a_{m-1}, \tilde{a}_0, \ldots, \tilde{a}_{m-2}) \in \mathbb{R}^{2m-1}$. The discriminant $\Delta_H$ is given by

$$R_m = 0$$

where $R_m$ is the resultant of the two components of $H(\tilde{a}, y)$ and which has the following expression as a determinant that for clarity we illustrate for $m = 4$, the general pattern being analogous:

$$R_4 = \begin{vmatrix} a_0 & a_1 & a_2 & a_3 \\ a_0 & a_1 & a_2 & a_3 \\ a_0 & a_1 & a_2 & a_3 \\ a_0 & a_1 & a_2 & a_3 \\ \tilde{a}_0 & \tilde{a}_1 & \tilde{a}_2 & 0 & 1 \\ \tilde{a}_0 & \tilde{a}_1 & \tilde{a}_2 & 0 & 1 \\ \tilde{a}_0 & \tilde{a}_1 & \tilde{a}_2 & 0 & 1 \end{vmatrix}.$$  \hspace{1cm} (4.10)

Here the blanks represent zero entries.

**Proposition 4.4.** The resultant $R_m$ has the form

$$R_m = a_0^m + a_0 P_m + (-1)^m a_0 (a_1^m + a_1 Q_m) + \tilde{a}_0^2 (a_2^m + \tilde{R}_m)$$  \hspace{1cm} (4.11)

where $P_m, Q_m$ are polynomials each of least degree $m$ and $\tilde{R}_m$ is a polynomial of degree at least $m + 1$.

Here the polynomials are in the variables $a_i, \tilde{a}_j$ and *least degree* means the degree of the lowest-order term.

**Proof.** The lowest-order term is $a_0^m$ from the main diagonal. Putting $a_0 = 0$ we then have $R_m = (-1)^m \tilde{a}_0 R'_{m-1}$ where $R'_{m-1}$ is a determinant of order $2m - 2$ illustrated in the case $m = 4$ as follows:

$$R'_3 = \begin{vmatrix} a_1 & a_2 & a_3 \\ a_1 & a_2 & a_3 \\ a_1 & a_2 & a_3 \\ \tilde{a}_0 & \tilde{a}_1 & \tilde{a}_2 & 0 & 1 \\ \tilde{a}_0 & \tilde{a}_1 & \tilde{a}_2 & 0 & 1 \end{vmatrix}.$$  \hspace{1cm} (4.12)

The lowest-order term in $R'_{m-1}$ is $a_0^m$, and then if $a_1 = 0$ the $\tilde{a}_0$ in the first column is multiplied by a determinant whose lowest-order term is $(-1)^m \tilde{a}_2^m$.  \hspace{1cm} $\square$

Since the term of lowest order in $R_m$ is $a_0^m$ we see immediately:
COROLLARY 4.5. The positive tangent cone $T_H$ lies in the hyperplane $a_0 = 0$. \hfill$\square$

As in Section 3.3 we take polar coordinates $\varepsilon = \rho s$ and write

$$(a, \bar{a}) = (a(\rho s, x), \bar{a}(\rho s, x)) = \rho(b(s, x), \bar{b}(s, x)) + \rho^2(c(s, x), \bar{c}(s, x)) + O(\rho^3)$$

where $(b, \bar{b}) : \mathbb{S}^{q-1} \times S \to \mathbb{R}^{2m-1}$ and likewise $(c, \bar{c})$. We then find from (4.11) that $R_m = \rho^m \bar{R}_m$ where

$$\bar{R}_m = \bar{R}_m(\rho, b, \bar{b}) = b_0^m + \rho(-1)^m \bar{b}_0^m + b_0 \bar{P}_m + \rho^2 \bar{Q}_{m+2} + O(\rho^3)$$

in which $\bar{P}_m, \bar{Q}_{m+2}$ are homogeneous polynomials of degree $m, m + 2$ respectively in the variables $(b_0, \bar{b}_0)$. Following the same procedure as in the case $m = 2$ we first study the geometry of the set

$$\Delta^1_{F} := \{(\rho, s, x) \in \mathbb{R} \times \mathbb{S}^{q-1} \times S : \bar{R}_m(\rho, b(s, x), \bar{b}(s, x)) = 0\}$$

since $\bar{R}_m(\rho, b, \bar{b}) = 0$ for $\rho \neq 0$ precisely when $(a, \bar{a}) \in \Delta_H$, and then apply the pinching map $\bar{\tau}$ to obtain $\Delta_F = \bar{\tau}(\Delta^1_{F}) \subset \mathbb{R}^q \times S$.

We shall require some transversality hypotheses analogous to (H1). Rather than formulate a general statement (which we do not need and in any case cannot carry out without specifying a stratification of $T_H$) we state the appropriate hypotheses as we come to them; they mirror those of Section 4.1.1.

Suppose $(s_0, x_0)$ satisfies $b_0(s_0, x_0) = 0$, and take a local coordinate chart $(s, x) = (s_0 + v, x_0 + w)$ on $\mathbb{S}^{q-1} \times S$ as before. As in the $m = 2$ analysis we look at three cases.

(i) $\bar{b}_0 b_1 \neq 0$ at $(s_0, x_0)$.

Here by the IFT the locus $\bar{R}_m = 0$ locally has the form

$$\rho = k_0 b_0^m + l_{m+1}, \quad k_0 \neq 0,$$

where $b_0 = b_0(s_0 + v, x_0 + w)$ and where $l_{m+1}$ denotes terms of degree at least $m + 1$ in $v,w$. We now make the generic hypothesis

(H1$_m$(i)) $(s_0, x_0)$ is a regular point of the function $b_0$.

Here $\Delta^1_{F}$ is locally a smooth hypersurface in $\mathbb{R} \times \mathbb{S}^{q-1} \times S$ having contact of order $m$ with $0 \times \mathbb{S}^{q-1} \times S$ along the codimension-1 submanifold

$$B_0 := \{(s, x) \in \mathbb{S}^{q-1} \times S : b_0(s, x) = 0\}.$$

Applying the pinching map $\bar{\tau}$, remembering that $\tau(\rho, -s) = \tau(-\rho, s)$ and using Proposition 3.5 we obtain $\Delta_F$ locally as a $C^1$ hypersurface in $\mathbb{R}^q \times S$ containing $0 \times S$ and having contact of order $(m + 1)/m$ along $0 \times S$ with the ‘direction locus’ in $\mathbb{R}^q \times S$ determined by $B_0$. Thus for $q = 2$, when $m = 2$ the discriminant $\Delta_F$ has a $\frac{3}{2}$-power cusped ridge along $0 \times S$ as already seen in Section 4.1.2, while for $m = 3$ it is a $C^1$ submanifold of $\mathbb{R}^2 \times S$ passing through $0 \times S$.

(ii) $\bar{b}_0 = 0, b_1 \neq 0$ at $(s_0, x_0)$.

Here we make the next generic hypothesis:

(H1$_m$(ii)) $(s_0, x_0)$ is a regular zero of the map $(b_0, \bar{b}_0) : \mathbb{S}^{q-1} \times S \to \mathbb{R}^2$. 

First take \( q = 2 \). The transversality hypothesis \((H_{1m}(ii))\) means that we can regard the pair of functions \((b_0, \bar{b}_0)\) as local coordinates on \( S^1 \times S \) close to \((s_0, x_0)\). We can then write \( R_m \) in the form

\[
p^m + \rho (\bar{p} + c\rho + O(2))
\]

(4.15)

where \((p, \bar{p}) := (b_0, (-b_1)^m \bar{b}_0 + b_0 \bar{P}_m)\) and \( c \) is a constant. The quadratic terms are nondegenerate regardless of \( c \), so by the Splitting Lemma (see \([17],[22, \S 4.5],[37]\)) we can suppose the coordinates are such that \( \Delta^1_F \) has the form

\[
p^m + \rho (\bar{p} + c\rho) = 0.
\]

(4.16)

The description of this locus depends on whether \( m \) is even or odd.

The case when \( m \) is even is relatively easy. If \( m = 2l \) then we write \( t = p^l \) and the left hand side of (4.16) becomes a nondegenerate quadratic form in \((\rho, t, \bar{p})\): the zero set is a cone with vertex at the origin, tangent to the \((t, \bar{p})\)-plane and with the \(\bar{p}\)-axis as a generator. On reverting to \((\rho, p, \bar{p})\)-coordinates the cone retains these features, although the contact with the plane \( \rho = 0 \) is now of order \( m \) rather than quadratic. Applying \( \tilde{\tau} \) then gives \( \Delta_F \) with a ‘ship’s prow’ geometry at \((0, x_0)\) in \( \mathbb{R}^q \times S \) as in Section 4.1.2 (see Figure 4) but with cusp contact of order \((m + 1)/m\).

The case when \( m \) is odd is a little harder to describe pictorially. Some insight is gained by regarding (4.16) as the equation of a curve in the \((\rho, p)\)-plane for each fixed \( \bar{p} \). As \( \bar{p} \) increases through zero, the order-\( m \) tangency of the locus with the plane \( \rho = 0 \) along the \(\bar{p}\)-axis reverses its orientation as a ‘bulge’ passes through the origin from positive to negative \( \rho \) where as before we interpret \((-\rho)s\) as \( \rho(-s) \) when \( \rho < 0 \). A 3-dimensional representation is attempted in Figure 9.

\[\text{Figure 9. The solution locus } \Delta^1_F \text{ given by } R_m = 0 \text{ for } m = 3, q = 2 \text{ at a point where } b_0 = \bar{b}_0 = 0. \text{ Here the picture is constructed by taking } R_3 = p^3 + \bar{p} \rho + \rho^2 \text{ where } p, \bar{p} \text{ are the coordinates } p = b_0, \bar{p} = (-1)^m b_1^m \bar{b}_0 + b_0 \bar{P}_m \text{ (see text).}\]

For the general case when \( q > 2 \) the local structure of \( \Delta_F \) is the cartesian product of the above with \( \mathbb{R}^{q-2} \).
(iii) \( \bar{b}_0 \neq 0, b_1 = 0 \) at \((s_0, x_0)\).

Substituting \(a_0 = a_1 = 0\) into the expression (4.11) for \(R_m\) we obtain \(R_m = \bar{a}_0^2 D_m\) where \(D_m\) is a polynomial whose term of lowest order is \(a_2^m\). Therefore with \(q = 2\) we make the further generic hypothesis

\[(H1_m(iii)) \quad b_2(s_0, x_0) \neq 0.\]

It then follows that \((\varepsilon, x) \notin \Delta_F\) for sufficiently small \(|x - x_0|\) and \(|\varepsilon|\). Thus there is generically no analogue of intersection points in \(\Delta_F\) when \(m > 2\).

When \(q > 2\) there exist generically points at which \(b_0 = b_1 = b_2 = 0\), which we do not investigate further here.

4.2.1. The bifurcation set for degeneracy degree \(m > 2\). Having found the local form of the discriminant \(\Delta_F \subset \mathbb{R}^q \times S\) under generic assumptions, we are now in a position to describe the generic structure of the bifurcation set, that is the apparent outline of \(\Delta_F\) viewed along \(S\). Recall that \(\Delta_F\) is the locus \(R_m = 0\) where \(R_m\) is given by (4.13) with \((a, \bar{a}) = \rho(b, \bar{b})\). Again we work first with \(q = 2\).

Taking local coordinates \((s, x) = (s_0 + v, x_0 + w)\) on \(S^1 \times S\) we seek common solutions to the equations

\[\bar{R}_m = 0, \quad \frac{\partial}{\partial w} \bar{R}_m = 0.\]

As before, we consider two cases.

(i) \( \bar{b}_0 b_1 \neq 0 \) at \((s_0, x_0)\).

Here the argument parallels that of Section 4.1.3. We make the generic hypothesis

\[(H2_m(i)) \quad \text{The projection } \mu|B_0 : B_0 \to S^1 \text{ has only fold singularities.}\]

If \((s_0, x_0)\) is a regular point of \(\mu|B_0\) then no local bifurcations occur for any solution branches in directions sufficiently close to \(s_0\). If \((s_0, x_0)\) is a fold point of \(\mu|B_0\) then from (4.14) and following Section 4.1.3 we find that the apparent outline of \(\Delta_F\) in the direction of \(S\) is locally a smooth curve \(\Gamma_0\) through \((0, s_0)\) and having contact of order \(m\) with the \((v, w)\)-plane, so that in particular when \(m\) is odd it has only one branch for \(\rho > 0\) while for \(m\) even it has two. Applying the pinching map \(\hat{\tau}\) to \(\Delta_F\) and projection \(\mu\) gives a curve \(C_0\) through the origin in parameter space \(\mathbb{R}^2\) having contact of order \((m + 1)/m\) with its tangent direction \(s_0\). The number of solutions \((x, y)\) changes by two as each branch of \(C_0\) is crossed.

(ii) \( \bar{b}_1 = 0, b_1 \neq 0 \) at \((s_0, x_0)\).

Here we make the further generic hypothesis

\[(H2_m(ii)) \quad \frac{\partial b_0}{\partial s} \left((-b_1)^m \frac{\partial \bar{b}_0}{\partial x} + \bar{P}_m \frac{\partial b_0}{\partial x}\right) \neq 0 \text{ at } (s_0, x_0).\]

In terms of coordinates \((p, \bar{p})\) used above, this simply states that \(\xi := \frac{\partial p}{\partial s}\) and \(\eta := \frac{\partial \bar{p}}{\partial s}\) are both nonzero at \((p, \bar{p}) = (0, 0)\). From (4.15) and again disregarding the higher order terms as in (4.16)
we have
\[
\frac{\partial \Phi_m}{\partial x} = mp^{m-1}\xi + \rho \eta
\]
so that \( \frac{\partial \Phi_m}{\partial x} = 0 \) is solved as \( \rho = \hat{\rho}(p) = \lambda p^{m-1} \) with constant \( \lambda = -m\xi/\eta \neq 0 \) at \((0, 0)\). Substituting into (4.16) and deleting the factor \( p^{m-1} \) we obtain
\[
p + \lambda \bar{p} + O(p^{m-1}) = 0
\]
which represents a smooth curve \( B'_0 \) through the origin in the \((p, \bar{p})\)-plane, transverse to both axes and not tangent to \((\xi, \eta)\) since \( m \neq 1 \). Projecting the graph of \( \rho|B'_0 \) to a plane orthogonal to \((\xi, \eta, 0)\) then gives the apparent outline of \( \Delta^1_F \) viewed along \( S \): this curve \( C^1_0 \) has one branch for \( \rho > 0 \) and one for \( \rho < 0 \) when \( m \) is even and two branches for \( \rho > 0 \) when \( m \) is odd. After applying the pinching map \( \tau \) the curve \( C^1_0 \) becomes a bifurcation curve \( C_0 \) having contact of order \((m + 1)/m\) with its tangent line at the origin. For \( m \) even the number of solutions changes locally from 0 to 2 as the curve is crossed; for \( m \) odd it changes from 1 to 3 and back again in a hysteresis loop as the two branches are successively crossed. See Figure 10.
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**Figure 10.** The discriminant \( \Delta^1_F \) for \( m = 3 \) viewed in a typical direction not parallel to \( p, \bar{p} \) axes: apparent outline \( C^1_0 \) (bifurcation curve) in \( \mathbb{R}^2 \) becomes a cusped curve at the origin after applying the pinching map \( \tau \).

We summarise the bifurcation results in the following theorem. Recall that we are in the same dimensional setting as Theorem 4.3 but now with degeneracy degree \( m > 2 \).

**Theorem 4.6.** Under the generic hypotheses \( (H_{1_m}(i) - (iii)) \) and \( (H_{2_m}(i) - (ii)) \) the bifurcation set for (1.1) consists of a finite set of \( C^1 \) arcs emanating from the origin in \( \mathbb{R}^2 \), each making contact of order \( \frac{m+1}{m} \) with its tangent ray at the origin. The arcs are of two types: fold and end arcs, corresponding to the following bifurcation behaviour as \( \varepsilon \) rotates about the origin in \( \mathbb{R}^2 \) in (locally) the appropriate direction:
Fold arcs. These occur in pairs with a common tangent at the origin, emanating in the same or opposite directions from the origin according as $m$ is even or odd respectively. In the even case, as $\varepsilon$ crosses the first arc in the appropriate direction a pair of solutions is created away from $S$ by a saddle-node (fold) bifurcation, and as $\varepsilon$ crosses the second arc a second saddle-node pair of solutions is created close to the $\kappa$-images of the first pair. In the odd case a saddle-node bifurcation occurs across each arc.

End arcs ($m$ even). These occur in pairs with a common tangent at the origin, emanating in opposite directions from the origin. As $\varepsilon$ crosses an end arc in the appropriate direction a pair of solutions is created away from $S$ in a saddle-node bifurcation; the two directions are in opposing senses of rotation about the origin.

Hysteresis arcs ($m$ odd). These occur in pairs with a common tangent at the origin, emanating in the same direction from the origin. As $\varepsilon$ crosses the first arc in the appropriate direction a saddle-node bifurcation creates a pair of solutions, one of which coalesces with an existing solution (via a hysteresis loop) in a saddle-node bifurcation across the second arc.

This elaborates on and gives a geometric setting for Theorem 2.1B of [32]. See Figure 11, and compare with Figures 3 and 4 of [32]. Note that the interpretation regarding solutions $(x, y)$ passing through $y = 0$ does not hold in the general case $m > 2$ since $\bar{a}_0 = 0$ does not imply $a_0 = 0$ for points on $\Delta_H$.

Remark. These results on the structure of $\Delta_F$ and the form of the expression (4.9) show that for $\varepsilon \in \mathbb{R}$ and $d = k = 1$ the generic solution branches are of the form $(\varepsilon, x, y) \sim (t^m, t^m+1, t)$. This applies also in the case $m = 1$ (normal nondegeneracy) where $y$ represents a coordinate transverse to $S$ and the nonzero solution value $y$ varies linearly with $\varepsilon$.

4.3. The variational case

As noted in Section 2.1, when the original vector field $F_{\varepsilon}$ is the gradient of a smooth real-valued function $f_{\varepsilon}$ then the reduced vector field $\tilde{F}_{\varepsilon}$ may be regarded as the gradient of a real-valued function $\tilde{f}_{\varepsilon}$. Therefore in this setting the bifurcations of equilibria are controlled not as in Section 3 by $\mathcal{K}$-versal deformation of the map germ

$$\tilde{F}_0(x_0, \cdot) : \mathbb{R}^k \to \mathbb{R}^d \times \mathbb{R}^k$$

at $0 \in \mathbb{R}^k$ but rather by an $\mathcal{R}$-versal deformation of the function germ

$$\tilde{f}_0(x_0, \cdot) : \mathbb{R}^k \to \mathbb{R}$$

at $0 \in \mathbb{R}^k$ where $\tilde{F}_0 = \text{grad} \tilde{f}_0$. In the case of uniform normal degeneracy of $S$ the germ $\tilde{f}_0$ is independent of $x_0 \in S$.

To study the bifurcation geometry we follow the formal procedure of Section 3.2 but now in addition to the simplification in dealing with functions rather than vector fields there is an added twist: the gradient of a deformation of $\tilde{f}_0(x_0, \cdot)$ will involve derivatives with respect to the ‘parameter’ $x$ as well as with respect to the variable $y$.

Assume we are in the uniform case, and write $\tilde{f}_0(x, y) = \tilde{f}_0(y)$. If $\tilde{f}_0$ has an $r$-parameter $\mathcal{R}$-versal deformation of the form

$$a_1 v_1(y) + \ldots + a_r v_r(y) + \tilde{f}_0(y)$$
Figure 11. Schematic bifurcation diagram for $d = k = 1, q = 2$ and $m$ odd (see text), showing hysteresis arcs (unbroken lines) and fold arcs (dashed lines) through the origin in parameter space $\mathbb{R}^2$. Numbers indicate the number of solutions in each region. Note that for each opposite pair of fold arcs the two folds approach from opposite sides in the plane.

then as in Corollary 3.4 we express $\tilde{f}_\varepsilon$ as

$$\tilde{f}_\varepsilon = a_1(\varepsilon, x)v_1(\tilde{y}) + \ldots + a_r(\varepsilon, x)v_r(\tilde{y}) + \tilde{f}_0(\tilde{y})$$

and now (after dropping the tilde) we find $F_\varepsilon = (\partial_x f_\varepsilon, \partial_y f_\varepsilon)$ where

$$\partial_x f_\varepsilon = a'_1(\varepsilon, x)v_1(y) + \ldots + a'_r(\varepsilon, x)v_r(y)$$

$$\partial_y f_\varepsilon = a_1(\varepsilon, x)v'_1(y) + \ldots + a_r(\varepsilon, x)v'_r(y) + F_0(y)$$

and we write $a'_i, v'_j$ for $\text{grad}_x a_i, \text{grad}_y v_j$ respectively. The condition for $(\varepsilon, x)$ to belong to the discriminant $\Delta_F$ is an algebraic condition on the 1-jet (with respect to $x$) of the map $a = (a_1, \ldots, a_r) : \mathbb{R}^q \times S \to \mathbb{R}^r$. We illustrate this with a simple but non-trivial example that exhibits both the similarities with and the differences from the general geometric formalism of previous sections.
Example. Let $k = 1$ and consider the bifurcation problem $F_\varepsilon = 0$ where $F_\varepsilon = \text{grad} f_\varepsilon$ with

$$f_\varepsilon(x, y) = \varepsilon g(\varepsilon, x, y) + y^m.$$ 

An $R$-versal deformation of the function germ $g^m$ is

$$a_0 + a_1 y + \ldots + a_{m-2} y^{m-2} + y^m$$

(see [6],[28]) and so for $m = 3$ we can write

$$f_\varepsilon(x, y) = a_0(\varepsilon, x) + a_1(\varepsilon, x)y + y^3$$

and we have

$$\partial_x f_\varepsilon(x, y) = a_0'(\varepsilon, x) + a_1'(\varepsilon, x)y$$

$$\partial_y f_\varepsilon(x, y) = a_1(\varepsilon, x) + 3y^2.$$ 

The condition for $(\varepsilon, x)$ to belong to the discriminant $\Delta_F$ in the case $d = 1$ (compare (4.3)) is then

$$3(a_0'(\varepsilon, x))^2 + (a_1'(\varepsilon, x))^2 a_1(\varepsilon, x) = 0.$$ 

Following the geometric analysis of Section 4 we write $\varepsilon = \rho s$ in polar coordinates and

$$a(\rho s, x) = \rho b(s, x) + O(\rho^2) \quad \text{(4.19)}$$

and find that the conditions for $b(\varepsilon, x)$ to lie in the positive tangent cone $T$ are

$$b_0'(x) = 0, \quad b_1(s, x) \leq 0. \quad \text{(4.20)}$$

where $b_0' = \text{grad}_x b_0$. For simplicity of description we take as usual the case $q = 2$ so $(s, x) \in S^1 \times S$. Generically the locus

$$B_0' = \{(s, x) \in S^1 \times S : b_0'(s, x) = 0\}$$

is a collection of smooth curves (codimension-1 manifold) such that the singularities of the projection $\mu|B_0' : B_0' \rightarrow S^1$ are isolated folds. There are at least two of these on each compact connected component of $S$. (For $q \leq 4$ the singularities of $\mu$ will generically be folds, cusps ($q = 3, 4$) or swallowtails ($q = 4$), while for $q > 4$ singularities of corank $> 1$ can appear. See [29, Ch.VII,[6] for example.) Likewise the locus

$$B_1 = \{(s, x) \in S^1 \times S : b_1(s, x) = 0\}$$

is generically a smooth curve (codimension-1 manifold) which intersects $B_0'$ transversely at points which are not singular points of the projection $\mu|B_0'$. The analysis proceeds as in Sections 4.1.2 and 4.1.3 noting that now end-points are given by $B_0'|S \cap B_1$ while intersection points are the critical points of $b_1|B_0$. Thus the generic bifurcation geometry turns out to be the same as in Theorem 4.3 for the (non-variational) case $m = 2$ although the interpretation of key features is here tied to the variational structure.

For the general case $f_0(y) = y^m$ we define the 1-jet map

$$j^1a : \mathbb{R}^d \times S \rightarrow J^1(S, \mathbb{R}^{m-1}) : (\varepsilon, x) \mapsto (x; a_0, a_1, a_2, \ldots, a_{m-2}; a_0', a_1', \ldots, a_{m-2}')$$

where $a_i = a_i(\varepsilon, x)$ and $a_i' = \text{grad}_x a_i$ for $i = 0, 1, \ldots, m - 2$. Taking local coordinates on $S$ we consider the map

$$h : \mathbb{R} \rightarrow \mathbb{R}^{d+1} : y \mapsto (0, \ldots, 0, my^{m-1})$$
which has $\mathcal{K}$-codimension $e := (d+1)(m-1) - 1$ (see [28]) and a $\mathcal{K}$-miniversal deformation $H$ with discriminant $\Delta_H \subset \mathbb{R}^e$. Locally $J^1(S, \mathbb{R}^{m-1}) \cong \mathbb{R}^d \times \mathbb{R}^{m-1} \times \mathbb{R}^{d(m-1)} = \mathbb{R}^d \times \mathbb{R}^{e+1}$ and we let $\Delta_f = (\pi \circ j_1 a)^{-1}\Delta_H$ where $\pi$ is projection of $J^1(S, \mathbb{R}^{m-1})$ onto the last $e$ coordinates (that is, omitting $x$ and $a_0$). We then consider the related map

$$\tilde{b}: S^{q-1} \times S \to \mathbb{R}^e: (s, x) \mapsto (b_1, b_2, \ldots, b_{m-2}, b'_1, \ldots, b'_{m-2})$$

with $b: S^{q-1} \times S \to \mathbb{R}^{m-1}$ defined as in (4.19). Under suitable non-degeneracy hypotheses on $\tilde{b}$ which, using the Thom jet transversality theorem (see [6], [22], [28], [29]), we expect to be generically satisfied by the map $f_\varepsilon$, local geometry of the discriminant $\Delta_f$ and its projection to the parameter space $\mathbb{R}^q$ (giving the bifurcation structure) can in principle be determined — at least for small values of $q$ and $m$. We leave details to the enthusiastic reader.

4.4. Possible further reduction

In the general case a further reduction is technically possible, using the IFT one more time. For simplicity of illustration take $q = 1$ so that $\varepsilon \in \mathbb{R}$.

Given $x \in S$, write $\hat{g}(x) = \tilde{F}(0, x, 0)$ where $\tilde{F}: \mathbb{R} \times U \to \mathbb{R}^{d+k}$ is the deformation map as in (2.5) with $(x, y) \in U$. We make the following assumption, which holds generically as $\dim S = d < d + k$:

(A4) The image of $\hat{g}: S \to \mathbb{R}^{d+k}$ avoids the origin in $\mathbb{R}^{d+k}$.

This means that given $x_0 \in S$ there is at least one component $\hat{g}_i$ of $\hat{g}$ that does not vanish at $(x_0, 0)$ when $\varepsilon = 0$. By the IFT the $i^{th}$ component of $\tilde{F}_{\varepsilon} = 0$ can then be solved close to $u = (x_0, 0)$ in the form $\varepsilon = \varepsilon_i(x, y)$. Substituting this into the other components of $\tilde{F}_{\varepsilon}$ yields $d + k - 1$ equations to be solved for $(x, y)$ close to $(0, 0) \in \mathbb{R}^d \times \mathbb{R}^k$. The solution set can be viewed as the zero set for a $d$-parameter family of smooth map germs $\mathbb{R}^k \to \mathbb{R}^{d+k-1}$, where techniques of versal deformation still apply, now in one lower dimension in parameter space and target.

For example, if $d = 1$ then we have a 1-parameter deformation of germs $\mathbb{R}^k \to \mathbb{R}^k$ about which much is known for small $k$: see [40] for the case $k = 2$. If $d = 2$ then we are dealing with germs $\mathbb{R}^k \to \mathbb{R}^{k+1}$: see [35] for the case $k = 2$ here.

In this formal reduction of the problem, however, the controlling role of $\varepsilon$ has been sacrificed, and it is not clear that there is practical benefit to understanding the bifurcation structure. We do not pursue this approach further.

4.5. Nontrivial bundles

In the case of nontrivial bundles $NS, TS, K$ etc, where the same coordinates $(x, y)$ cannot be used on the whole of $U \subset K$, the deformation theory must be re-expressed in terms of jet bundles. Given smooth vector bundles $D, E$ over $S$ and a family of bundle maps $F_{\varepsilon}: D \to E$ with $\varepsilon \in \mathbb{R}^q$, the generic structure of $F_{\varepsilon}$ is expressed in terms of transversality of the $r$-jet extension

$$j^r F: \mathbb{R}^q \times D \to J^r(D, E): (\varepsilon, u) \mapsto j^r F_{\varepsilon}(u)$$

to suitable stratifications of the $r$-jet bundle $J^r(D, E)$ and for sufficiently large $r$ (cf. [5]). In our context this theory has to be applied to the reduced vector field $\tilde{F}_{\varepsilon}: K \to TS \oplus P$. The geometry of the zero set is captured in local coordinates using $K$-versal deformation theory as we have done,
but global aspects are dictated by the geometry of the bundles. It would be interesting to explore this further even in the simplest case \( d = k = 1 \) with \( K \) both the trivial and nontrivial \( \mathbb{R} \)-bundle over a circle.

5. Local branching analysis in the 1-parameter case with corank 1.

It is one thing to understand generic structure of the bifurcation set, but another to recognise the specific branching geometry in particular cases. In this section we focus on the latter. We return to the key case of corank \( k = 1 \) with one bifurcation parameter \( (q = 1) \), and take advantage of the fact that a singular function of one variable \( y \in \mathbb{R} \) is dominated by the first nonvanishing term of its Taylor series in order to classify the local branching behaviour of \( \tilde{F} \) in a systematic algebraic way (bottom up) that complements the generic geometrical approach (top down) that we have described so far.

Recall from (2.5) that we have in local coordinates
\[
\tilde{F}(\varepsilon, u) = \tilde{F}_0(u) + \varepsilon \tilde{F}(\varepsilon, u)
\]
where \( u = (x, y) \in S \times \mathbb{R} \) and \( \varepsilon \in \mathbb{R} \). Each component of \( \tilde{F}_0(u) \) has a Taylor series in \( y \) with coefficients depending smoothly on \( x \in S \). We do not immediately assume here that the normal degeneracy is uniform, but we suppose some control on degeneracy by making the following assumption:

(A5) Each component of \( \tilde{F}_0(u) \) has nonzero Taylor series in \( y \) at every point \( x \in S \).

In other words, the normal degeneracy in the problem is of finite order everywhere on \( S \). This is not essential in all that follows, for it will be clear how to amend the discussion to allow infinite degeneracy in one component. We leave aside, however, the complications of infinite degeneracy in more than one component.

5.1. Necessary conditions for branching

From (2.3) and (2.4) the \( i \)th component of \( \tilde{F}(\varepsilon, u) \) can be written in the form
\[
\tilde{F}_i(\varepsilon, u) = \varepsilon g_i(\varepsilon, u) + y^{m_i} r_i(u)
\]
for some integer \( m_i \geq 2 \) and a smooth function \( r_i : U \to \mathbb{R} \); we suppose that \( r_i(\cdot, 0) \) is not identically zero, otherwise we would increase the exponent \( m_i \). Let \( x_0 \in S \) and number the coordinates so that at \( x_0 \)
\[
m_1 \leq m_2 \leq \ldots \leq m_{d+1}.
\]

**Proposition 5.1.** Necessary conditions for \( x_0 \in S \) to be a branch point are that for \( 1 \leq i < j \leq d + 1 \)
\[
r_i g_j = 0 \quad \text{when} \quad m_i < m_j
\]
\[
d_{ij} = 0 \quad \text{when} \quad m_i = m_j
\]
for all \( 1 \leq i < j \leq d + 1 \), where \( g_i = g_i(0, x_0, 0) \), \( r_j = r_j(x_0, 0) \) and \( d_{ij} := r_i g_j - r_j g_i \).
Proof. From (5.2) we see that
\[
\tilde{F}_i(\varepsilon, u)g_j(\varepsilon, u) - \tilde{F}_j(\varepsilon, u)g_i(\varepsilon, u) = y^{m_i}r_i(u)g_j(\varepsilon, u) - y^{m_j}r_j(u)g_i(\varepsilon, u).
\]
(5.4)
Dividing through by \(y^{m_i}\) and letting \((\varepsilon, x, y) \to (0, x_0, 0)\) immediately gives the results. \(\square\)

The conditions (5.3) are not all independent. Given that the assumption (A5) holds, choose \(x_0 \in S\) and let
\[n = n(x_0) = \max\{i : g_i \neq 0\}.
\]
Then the conditions (5.3) reduce to
\[
\begin{align*}
(a) & \quad r_i = 0 \quad \text{when} \quad m_i > m_n \\
(b) & \quad d_{ij} = 0 \quad \text{when} \quad m_i = m_j = m_n.
\end{align*}
\]
(5.5)
Let \(J_n = \{j : m_j = m_n\}\); then \(J_n\) is an integer interval \([l, p]\) say, with \(l \leq n \leq p\). In (5.5) the number of conditions (a) is \(l - 1\) and the number of independent conditions (b) is \(p - l\). Thus (5.5) represents \(p - 1\) conditions, which together with
\[g_{n+1} = \ldots = g_{d+1} = 0\]
give a total of \(d - n + p\) conditions on \(x_0 \in S\). Hence we have the following result.

**Corollary 5.2.** Generically no points \(x_0 \in S\) satisfy the conditions (5.5) when \(n < p\), and there is a set of isolated points \(x_0 \in S\) which satisfy (5.5) when \(n = p\).

In the uniform case the results can be expressed more simply. Each \(r_i\) is nonzero everywhere on \(S\) and the exponents \(m_i\) do not depend on \(x \in S\), so if branching is to occur at any \(x_0 \in S\) we must have \(n = p\) (since if \(n < i \leq p\) then \(d_{ni} = 0\) implies \(r_i = 0\)) and also \(l = 1\) (else \(r_j = 0\) for \(j < l\)). Hence we obtain in this context the neater result:

**Corollary 5.3.** In the uniform case a necessary condition for \(x_0 \in S\) to be a branch point is that \(g_n(x_0) = 0\) where
\[g_n := (d_2, \ldots, d_n, g_{n+1}, \ldots, g_{d+1}) : S \to \mathbb{R}^d\]
in which \(d_j\) denotes \(d_{ij}\) for \(j = n, \ldots, d\) and \(n = \max\{i : m_i = m_1\}\).

Of course, if \(m_1 < m_2\) (so \(m_1 < m_j\) for all \(j > 1\)) then \(g_n\) contains no \(d_j\) terms and the result is even more straightforward:

**Corollary 5.4.** If \(m_1 < m_2\) then branch points \(x_0 \in S\) must be zeros of the map
\[\tilde{g} := (g_2, \ldots, g_{d+1}) : S \to \mathbb{R}^d.
\]

Generically \(0 \in \mathbb{R}^d\) will be a regular value of \(\tilde{g}\) and the zeros of \(\tilde{g}\) will be a discrete subset of \(S\). In any given context there may be analytical or topological tools (for example, index theory) available to locate or count them.
The previous results gave necessary conditions for solution branches to emanate from \((0, x_0, 0) \in \mathbb{R} \times U \subset \mathbb{R} \times S \times \mathbb{R}\). We now turn to sufficient conditions.

5.2. Sufficient conditions for branching

Let \(x_0 \in S\) satisfy the necessary conditions (5.5) for branching. With the notation of Section 5.1 since \(g_n \neq 0\) at \((0, x_0, 0)\) we can use the IFT to solve the equation \(\tilde{F}_n(\varepsilon, u) = 0\) from (5.2) in the form

\[
\varepsilon = \varepsilon_n(u) = y^{m_n} \delta_n(u)
\]

where \(\delta_n\) is a smooth function on a neighbourhood of \((x_0, 0)\) in \(U \subset K\). Substituting this into each component \(\tilde{F}_i\) with \(i \neq n\) and dividing through by appropriate powers of \(y\) we see that finding a solution branch amounts to finding solutions \(u = (x, y)\) close to \((x_0, 0)\) to the set of equations:

\[
\begin{align*}
\delta_n(u)g_i(\varepsilon_n(u), u) + y^{m_i - m_n}r_i(u) &= 0, \quad i > n \\
d_{nj}(\varepsilon_n(u), u) &= 0, \quad l \leq j < n \\
y^{m_n - m_j} \delta_n(u)g_j(\varepsilon_n(u), u) + r_j(u) &= 0, \quad j < l.
\end{align*}
\]

Again by the IFT, these equations will have a smooth solution branch in the form \(x = x(y)\) (that is, transverse to \(S\)) if and only if the Jacobian matrix of the map

\[
S \to \mathbb{R}^d : x \mapsto (r_1, \ldots, r_{l-1}, d_l, \ldots, d_{n-1}, \delta_n g_{n+1}, \ldots, \delta_n g_{d+1})
\]

(there are no \(d_j\) terms if \(n = l\)) is nonsingular at \(x_0\). Now suppose

\[
r_n := r_n(x_0, 0) \neq 0
\]

which is satisfied automatically in the uniform case. Then solving \(\tilde{F}_n(\varepsilon, u) = 0\) shows that \(\delta_n(x_0, 0) \neq 0\). Differentiating \(\delta_n g_i\) at \((0, x_0, 0)\) gives

\[
\partial_x(\delta_n g_i)(0, x_0, 0) = \delta_n(x_0, 0) \partial_x g_i(0, x_0, 0)
\]

for \(i > n\) as \(g_i(x_0, 0) = 0\). Therefore, since \(\delta_n(x_0, 0) \neq 0\), the Jacobian condition above can be re-stated as follows.

**Proposition 5.5.** Given that the necessary conditions (5.3) are satisfied at \(x_0 \in S\) and (5.8) also holds, a sufficient condition for the existence of a solution branch emanating from \((x_0, 0)\) and transverse to \(S_0\) in \(K\) is that \(x_0\) be a regular zero of the map

\[
g_{[n]} := (r_1, \ldots, r_{l-1}, d_l, \ldots, d_{n-1}, g_{n+1}, \ldots, g_{d+1}) : S \to \mathbb{R}^d,
\]

the \(r\) and \(d\) terms being absent when \(n = 1\).

In the uniform case (where all \(r_j \neq 0\)) the expression is again much simpler: since \(m_1 = \ldots = m_n\) and there are no \(r_j\) terms we have:

**Corollary 5.6.** In the uniform case, a sufficient condition for \(x_0 \in S\) to be a branch point is that \(x_0\) be a regular zero of the map \(g_{[n]} : S \to \mathbb{R}^d\).

As before, note that if \(m_1 < m_2\) then \(g_{[n]}\) becomes the map \(\tilde{g} : (g_2, \ldots, g_{d+1}) : S \to \mathbb{R}^d\).
Remark. We can regard the normally nondegenerate case as an extension of the above: here $m_1 = 1$ and all other $m_i > 1$, and so regular zeros of $\bar{g}$ are branch points.

Remark. In general if a zero $x_0$ of $g_{l,n}$ is not a regular zero then progress can still be made by standard bifurcation techniques. For example, if the Jacobian matrix at $x_0$ has rank $d - 1$ then a further Lyapunov-Schmidt reduction leads to a single bifurcation function of one variable, whose zero set can be determined locally from the quadratic terms if nondegenerate or from higher order terms by standard singularity-theory methods otherwise.

5.3. Examples

We illustrate the preceding formal descriptions by some simple examples.

Example 1 (dim $S = 1$) $\tilde{F}_0(x, y) = (r_1(x, y)y^2, r_2(x, y)y^3)$.

The equations to solve for the zero set of the deformation $\tilde{F}_\varepsilon(x, y)$ are

$$
\varepsilon g_1(\varepsilon, x, y) + r_1(x, y)y^2 = 0
$$

$$
\varepsilon g_2(\varepsilon, x, y) + r_2(x, y)y^3 = 0.
$$

From Proposition 5.1 a necessary condition for $x_0 \in S$ to be a branch point is that $x_0$ be a zero of the function

$$
x \mapsto r_1(x, 0)g_2(0, x, 0)
$$

and a sufficient condition is that $x_0$ be a simple zero.

Example 2 (dim $S = 1$) $\tilde{F}_0(x, y) = (r_1(x, y)y^2, r_2(x, y)y^2)$.

With $(g_1, g_2)$ as in (5.9) a necessary condition now is that $x_0$ be a zero of the function

$$
d_{12} : x \mapsto g_1(0, x, 0)r_2(x, 0) - g_2(0, x, 0)r_1(x, 0)
$$

and a sufficient condition is that $x_0$ be a simple zero.

In the uniform case the functions $r_1, r_2$ are nonzero constants and (as we have seen in general) the necessary and sufficient conditions are conditions on $g_1, g_2$ alone. Generically $g_2$ (Example 1) or $d_{12}$ (Example 2) will have a discrete set of zeros on $S$, all of them simple.

Example 3 (dim $S = 2$) $\tilde{F}_0(x, y) = (r_1(x, y)y^2, r_2(x, y)y^3, r_3(x, y)y^4)$.

Here with the usual notation we see that necessary conditions for $x_* \in S$ to be a branch point are that $r_1g_2 = r_1g_3 = r_2g_1 = 0$ at $(x_*, 0) \in S \times \mathbb{R}$, or in other words that $x_*$ is a zero either of $(r_1g_2, g_3)$ or of $(r_1, r_2)$, these maps $S \to \mathbb{R}^2$ being evaluated with $y = 0$. In the uniform case this reduces to $x_*$ being a zero of $(g_2, g_3)$; then being a regular zero is a sufficient condition for $x_*$ to be a branch point.

We leave to the reader the extension of this example to the cases when some components of $\tilde{F}_0$ have leading terms with equal powers of $y$.

5.4. The variational case

We now consider how this local branching analysis applies in the variational case. For simplicity we take $q = k = 1$. 
Following the preceding sections and dropping the tilde notation let \( f : \mathbb{R} \times U \to \mathbb{R} \) be a smooth function such that \( df_0(u) = 0 \) and \( d^2f_0(u) = 0 \) for all \( u = (x, 0) \in S_0 \), where \( f_\varepsilon(u) = f(\varepsilon, u) \). Assuming the non-flatness condition (A5) we write \( f \) in the form
\[
f(\varepsilon, x, y) = \varepsilon g(\varepsilon, x, y) + y^m r(x, y)
\]
with \( m \geq 3 \) and \( r(\cdot, 0) \) not identically zero on \( S \); in the uniform case \( r(\cdot, 0) \neq 0 \) on \( S \). Critical points of \( f_\varepsilon : U \to \mathbb{R} \) occur where
\[
\begin{align*}
\varepsilon \partial_x g(\varepsilon, x, y) + y^m \partial_x r(x, y) &= 0 \\
\varepsilon \partial_y g(\varepsilon, x, y) + m y^{m-1} r(x, y) + y^m \partial_y r(x, y) &= 0
\end{align*}
\]
(5.10)

**Proposition 5.7.** A necessary condition for \( x_0 \in S \) to be a branch point is
\[
r(x_0, 0) \partial_x g(0, x_0, 0) = 0 \in \mathbb{R}^d.
\]
(5.11)

**Proof.** The argument of Proposition 5.1 leads (after cancelling \( y^{m-1} \)) to the equation
\[
m r(x, y) \partial_x g(\varepsilon, x, y) + y \{ \partial_x g(\varepsilon, x, y) \partial_y r(x, y) - \partial_y g(\varepsilon, x, y) \partial_x r(x, y) \} = 0
\]
and as \((\varepsilon, x, y) \to (0, x_0, 0)\) we obtain (5.11).

**Corollary 5.8.** In the uniform case all branch points are critical points of \( g(0, \cdot, 0) : S_0 \to \mathbb{R} \).

**Proposition 5.9.** If (5.11) holds for \( x_0 \in S \), then a sufficient condition for \( x_0 \) to be a branch point is provided by either of the following conditions at \( x_0 \):
\begin{enumerate}
  \item \( \partial r/\partial x_{n-1} \neq 0 \) and \( x_0 \) is a regular zero of the map
  \[
x \mapsto (mr, e_2, \ldots, e_{n-1}, h_n, \ldots, h_d) : S \to \mathbb{R}^d
  \]
  where \( e_j := -\partial g/\partial y \partial x_{j-1} \) and \( h_i = \partial g/\partial x_i \);
  \item \( r \neq 0 \) and \( x_0 \) is a nondegenerate critical point of \( g(0, \cdot, 0) \).
\end{enumerate}

**Proof.** If \( \partial_x g(0, x_0, 0) \neq 0 \) then \( r(x_0, 0) = 0 \) by (5.11). Condition (5.8) here is \( \partial r/\partial x_{n-1} \neq 0 \), where (with the notation of Section 5.1) we have \( J_n = [2, d+1] \) and (i) follows as in Proposition 5.5: note that \( d_j \) reduces to \( e_j \) since \( r = 0 \).

If \( \partial_x g(0, x_0, 0) = 0 \) then again from Proposition 5.5 with (5.8) we obtain (ii).

**Corollary 5.10.** In the uniform case \( r \neq 0 \) and it is only the condition (ii) that applies.

Here, just as in the normally nondegenerate case, we can use topological tools such as Lyusternik-Schnirelmann category or Morse Theory in order to give a lower bounds for the number of branch points: see [3, 9, 39]. Observe that this global result characterising the branch points is the same as in the normally nondegenerate case. However, the branching behaviour itself is different: recall the Remark following Theorem 4.6.
6. Applications

Here we outline some examples of problems where the techniques presented in this paper can be applied.

6.1. Periodic orbits

A standard technique for finding periodic orbits (of period $T$) for a vector field $X_0$ is to consider them as zeros of the nonlinear operator

$$F_0 := \frac{d}{dt} - X_0$$

defined on a suitable Banach space $H$ of $T$-periodic functions. There is a natural action of the circle group $S^1$ on $H$ given by time-translation modulo $T$, and if $F_0(x) = 0$ then also $F_0(x_s) = 0$ for all $s \in S^1 = \mathbb{R} \mod T$, where $x_s(t)$ denotes $x(s + t)$. Thus each zero of $F_0$ is automatically a member of an $S^1$-orbit $S$ of zeros. When this orbit is normally nondegenerate the problem essentially reduces to a problem on $S$ and techniques that are now standard ([3, 13, 16, 20, 31, 42]) can be applied to study bifurcations of zeros of $F_0$ under perturbations of $X_0$. The first authors apparently to attempt a systematic approach to normal degeneracy in this context were Hale and Taboas [32] who used analytic methods to study a differential equation of the form

$$\ddot{x} + g(x) = \epsilon_1 h(t)\dot{x} + \epsilon_2 f(t) \in \mathbb{R}$$

close to a degenerate $T$-periodic solution of $\ddot{x} + g(x) = 0$, where $h$ and $f$ are $T$-periodic functions. As indicated in Section 4.1.3 our Theorem 4.3 recovers their results and sets them in a geometric context.

6.2. Hamiltonian systems

In the case of Hamiltonian systems, where periodic orbits may typically lie in flow-invariant tori, each zero of $F_0$ will lie in a larger-dimensional manifold (torus) of zeros. We expect normal non-degeneracy of this manifold within each energy level, but for discrete values of the Hamiltonian function (energy) we may find normal degeneracy. This appears both in the study of the Poincaré map for the periodic orbits and equivalently in the study of manifolds of critical points of the Jacobi metric.

To illustrate this in a relatively simple situation where the periodic orbits are isolated in each energy level, consider a Hamiltonian system in $\mathbb{R}^2$ with a smooth Hamiltonian of the form

$$H(q, p) = K(p) + V(q)$$

where $(q, p) \in T^*\mathbb{R}^2 \cong \mathbb{R}^2 \times \mathbb{R}^2$, and where $K(p) = |p|^2/2$. Up to parametrisation, a periodic orbit $q(\cdot)$ for the system is a critical point of the Jacobi metric (see [1, Sect.3.7.3.8] for example)

$$\mathcal{J}[q] = \int_0^1 (E - V(q(s))) K(\dot{q}(s)) ds$$

which has natural time-translation $S^1$-invariance as a smooth function on $H = H^1([0,1], \mathbb{R}^2)$; here $E$ is a constant greater than $V(q)$ throughout the region of $\mathbb{R}^2$ under consideration.
Assume that the system is rotationally symmetric about the origin, so that $V(q) = V(r)$ with $r = |q|$. The Euler-Lagrange equation derived from $J$ is

$$\frac{d}{dt}[\dot{q}(E - V(r))] + \frac{|q|^2}{2} \frac{1}{r} V'(r) q(t) = 0$$

(6.1)

where $\dot{}$ denotes $\frac{d}{dt}$. Now let $q_0(t)$ be a uniform circular orbit written as $q_0(t) = r_0 e(t)$ where $e(t) \in \mathbb{R}^2$ is a unit vector. Substituting $q_0(t)$ into (6.1) and using the identity $\dot{e}(t) = -|e(t)|^2 e(t)$ gives

$$(E - V(r_0)) = \frac{r_0}{2} V'(r_0)$$

(6.2)

as a necessary and sufficient condition for $q_0(t)$ to be a periodic orbit for the system. Note that circular periodic orbits of fixed radius form a manifold $S_E$ in $H$ that is a copy of $S^1$:

$$S_E = \{q_\ast \in H : q_\ast(t) = R_s q_0(t)\}$$

where $R_s \in SO(2)$ denotes rotation through angle $s \in [0, 2\pi]$.

To ascertain normal (non)degeneracy we next study the second derivative $D^2 J[q_0]$ which is defined on the space $H$ and corresponds to a densely defined self-adjoint operator on $L^2([0, 1], \mathbb{R}^2)$. We show in the Appendix (Section 7.1) that given (6.2) the kernel of $D^2 J[q_0]$ has dimension 2 when

$$r_0 V''(r_0) = (2n^2 - 9)V'(r_0)$$

(6.3)

for some $n \in \mathbb{Z}$, and has dimension 1 (corresponding to $T_{q_0} S$) otherwise. Note that condition (6.3) can be read in terms of discrete values $\{E_n\}$ of the energy $E$:

$$E_n = V(r_0) + \frac{r_0^2}{2(2n^2 - 9)} V''(r_0).$$

(6.4)

For energy values $E_n$ the corresponding $S_{E_n}$ is a normally degenerate manifold of points representing periodic orbits.

A potential $V(q)$ for which all this can be explicitly verified is the so-called Mexican hat:

$$V(q) = -\frac{\lambda^2}{2} |q|^2 + \frac{1}{4} |q|^4.$$

The above methods allow us to detect the presence of periodic orbits that persist after perturbing $V$ in the annular Hill’s region given by $\{q \in \mathbb{R}^2 : V(q) \leq E\}$ where $-\frac{1}{2}\lambda^4 < E < 0$. Setting $E = E_n$ and fixing $u \in K_{q_0}$ where $K_{q_0}$ is a complement to $T_{q_0} S_{E_n}$ in ker $D^2 J[q_0]$ it is not difficult to check that the Taylor expansion about $q_0$ of the Jacobi metric after Lyapunov-Schmidt reduction reads

$$J(y) := J[q_0 + y u] = J[q_0] + J_0 y^4 + O(y^5)$$

(6.5)

where $J_0 = \frac{1}{4} D^4 J[q_0](u, u, u, u)$. This places us in the context of Section 4.3 with $d = k = 1$ and $m = 4$.

An example of bifurcation can be seen by considering a potential

$$V_\varepsilon(q) = V(q) + \varepsilon_1 \phi_1(q) + \varepsilon_2 \phi_2(q)$$

where $\phi_i(q) = \phi_i(q_1, q_2)$ is a smooth function, $i = 1, 2$. Up to degree 4 in $y$ the reduced Jacobi metric is now

$$J_\varepsilon[q_0 + y u] = J[q_0] + J_0 y^4 + \varepsilon_1 \Phi_1[q_0, y] + \varepsilon_2 \Phi_2[q_0, y]$$

(6.6)
where

\[ \Phi_i[q_0, y] = - \int_0^1 dt \|q_0(t)\|^2(\phi_i(q_0(t) + yu(t))) \]

for \( i = 1, 2 \). Now let \( q_0(t) = (r_0 \cos(\omega t + x), r_0 \sin(\omega t + x)) \) be an element of \( S_{E_n} \) parametrised by \( x \in S^1 \). The expression (6.6) reduces to

\[ J(\varepsilon, x, y) := J[q_0] + J_0 y^4 + \varepsilon_1 g_1(x, y) + \varepsilon_2 g_2(x, y) \]

up to degree 4 in \( y \), where

\[ g_i(x, y) = \Phi_i[q_0, y] \]

for \( i = 1, 2 \). Following the Example given in Section 4.3 but now with \( m = 4 \) we see that the bifurcation geometry is determined by the geometry of the curves \( B_0' \) and \( B_1 \) in \( S^1 \times S \) given by \( b_0(s, x) = 0 \) and \( b_1(s, x) = 0 \) respectively, where \( b_0, b_1 \) are derived from the perturbation \( g \) as in Section 4.2 with \( m = 4 \).

**Remark.** The case of a single parameter \( \varepsilon \) (so \( q = 1 \)) can be interpreted in this context as a fixed choice of \( s \in S^1 \). Here the function \( g(0, \cdot, 0) : S_0 \to \mathbb{R} \) of Section 5.4 corresponds to the function \( b_0(s, \cdot) \) of Sections 4.3 and 4.2. The necessary condition for \( x_0 \) to be a branch point as given by Proposition 5.7 corresponds to the statement that the curve \( B_0' \) intersects the circle \( \{s\} \times S \) at \( (s, x_0) \), and the sufficient condition given by Proposition 5.9(ii) corresponds to the statement that it does so transversely. Since every smooth function on a circle has at least two critical points there will be at least two such intersections, and in any case an even number if they are transverse.

### 6.3. Steady states in chemical reaction networks

In kinetic models for chemical reaction networks the time evolution of a vector \( x(t) = (x_1(t), \ldots, x_n(t)) \) of concentrations of \( n \) chemical species involved in \( r \) reactions is given by

\[ \frac{dx}{dt} = F(x, k) := B \nu(x, k) \]

(6.7)

where \( B \) is an \( n \times r \) matrix (stochiometric coefficients) and

\[ \nu : \mathbb{R}^n \times \mathbb{R}^c \to \mathbb{R}^r \]

is a smooth map, often in fact a polynomial map. A review of this type of system can be found in [23]. The components of \( k \in \mathbb{R}^c \) are the reaction constants. For given \( k \) the stationary states of (6.7) are thus given by the set

\[ S_k := \{ x \in \mathbb{R}^n : \nu_k(x) \in \ker(B) \} \]

where \( \nu_k(x) = \nu(x, k) \).

In applications, one is interested in studying steady states of perturbed systems of the form

\[ F_\varepsilon(x) := B \nu(x, k) + \varepsilon \phi(\varepsilon, x) \]

(6.8)

for \( \varepsilon \in \mathbb{R}^q \) where \( \phi(\varepsilon, x) \) is smooth (not necessarily polynomial) function. It is therefore appropriate to apply our analysis to systems of this type.

Let \( R \subset \mathbb{R}^n \) denote the range of \( B \) and let \( \pi : \mathbb{R}^n \to R \) be a projection onto \( R \). Write \( \tilde{B} = \pi \circ B : \mathbb{R}^r \to R \). If \( 0 \in R \) is a regular value of \( \tilde{B} \circ \nu_k \) (that is, the map \( \nu_k \) is transverse to \( \ker B \)) then \( S_k \)
is a smooth submanifold of $\mathbb{R}^n$ with codimension equal to the dimension of $R$ (the rank of $B$); moreover, $\dim S_k = \dim \ker DF(x)$ for $x \in S_k$ so the manifold $S_k$ is normally nondegenerate.

If 0 is not a regular value of $\tilde{B} \circ \nu_k$ it means that there is at least one point $x \in S_k$ at which $\nu_k$ fails to be transverse to $\ker B$. Situations can arise where this occurs simultaneously at all points of $S_k$ and we have uniform normal degeneracy. We present now a simple example of this class of system.

Consider a set of reactions of the form

$$X_1 + X_2 \xrightarrow{k} X_3,$$  
$$X_3 \xrightarrow{k} X_1 + X_2,$$  
$$\emptyset \xrightarrow{v(x_1)} X_2$$

where the first two reaction rates are fixed to 1 and the third is a function $v$ of the concentration $[X_1]$ of $X_1$. The third reaction is interpreted as an external input whose rate is a function of $[X_1]$. Now let $[X_i] = x_i$ denote the $i$-th concentration, so $x = (x_1, x_2, x_3) \in \mathbb{R}_+^3$ (all components non-negative) and the dynamic equations read

$$\dot{x}_1(t) = -x_1(t)x_2(t) + x_3(t)$$
$$\dot{x}_2(t) = -x_1(t)x_2(t) + x_3(t) + v(x_1(t))$$
$$\dot{x}_3(t) = x_1(t)x_2(t) - x_3(t)$$

where here we take $k$ as fixed and omit it from the notation. The map $\nu : \mathbb{R}^3 \to \mathbb{R}^3$ is given by

$$\nu(x) = (x_1x_2, v(x_1), x_3)^T,$$

and the matrix $B$ is

$$B = \begin{pmatrix} -1 & 0 & 1 \\ -1 & 1 & 1 \\ 1 & 0 & -1 \end{pmatrix}$$

with 1-dimensional kernel $\ker B = \text{span}\{(1, 0, 1)^T\}$ and range $R = \text{span}\{(0, 1, 0)^T, (1, 1, -1)^T\}$.

Assume that the rate $v(\cdot)$ is a smooth function with a unique zero $x_1^* > 0$. The stationary states are therefore

$$S_+ = \{(x_1, x_2, x_3) : x_1x_2 = \lambda, \ v(x_1) = 0, \ x_3 = \lambda\}$$

for $\lambda > 0$, which is the part of the 1-dimensional affine space

$$S = \{(x_1, x_2, x_3) : x_1^*x_2 - x_3 = 0, \ x_1 = x_1^*\}$$

where all components are positive. The tangent space of $S$ at $x \in S$ is independent of $x$, namely

$$T_xS = \text{span}\{(0, 1, x_1^*)^T\}.$$

We have

$$D\nu(x) = \begin{pmatrix} x_2 & x_1 & 0 \\ v'(x_1) & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

and

$$BD\nu(x) = \begin{pmatrix} -x_2 & -x_1 & 1 \\ v'(x_1) - x_2 & -x_1 & 1 \\ x_2 & x_1 & -1 \end{pmatrix}.$$
Proposition 6.1. The map $\tilde{B} \nu : \mathbb{R}^3 \to R$ has 0 as a regular value if and only if $v'(x_1^+) \neq 0$. □

Now suppose that $v'(x_1^+) = 0$. This does not alter $S$ but does destroy the transversality of $\nu$ to $\ker B$. If $x \in S_+ \subset S$ then $T_x S$ is annihilated by $BD \nu (x)$ but not by $D \nu (x)$, so that $S_+$ is normally degenerate with constant corank 1. We choose a suitable complement $K_x$ to $T_x S$ in $\ker BD \nu (x)$. In the Appendix Section 7.2 it is shown that the reduced equation $\tilde{F}_0(u) = 0$ (see Section 2) has uniform quadratic degeneracy provided $v''(x_1^+) \neq 0$. For studying bifurcations we are therefore in the context of Section 4.1 with $d = k = 1$ and $m = 2$.


7.1. Hamiltonian periodic orbits

In this section we derive the condition (6.3).

Let $q(t) = r e(t) \in \mathbb{R}^2$ be a circular path with constant speed $|\dot{e}(t)| = \omega$. Let $u(t), v(t) \in \mathcal{H}$. Direct calculation shows that the Hessian of $\mathcal{J}$ at $q$ is

$$D^2 \mathcal{J}[q](u, v) = \int_0^1 dt \left[ \langle \dot{u}(t), \dot{v}(t) \rangle (E - V(r)) \right] +$$

$$- \omega \int_0^1 dt \left[ \langle v(t), e(t) \rangle \langle \dot{u}(t), e^\perp(t) \rangle + \langle u(t), e(t) \rangle \langle \dot{v}(t), e^\perp(t) \rangle \right] r V'(r) +$$

$$- \frac{\omega^2}{2} \int_0^1 dt \left[ r^2 \left( V''(r) + \frac{1}{r} V'(r) \right) \langle v(t), u(t) \rangle \langle e(t), v(t) \rangle + r V'(r) \langle u(t), v(t) \rangle \right].$$

To compute $D^2 \mathcal{J}$ at $q = q_0$ we set $r = r_0$ and use condition (6.2). We find

$$D^2 \mathcal{J}[q_0](u, v) = \int_0^1 dt \left[ \langle \dot{u}(t), \dot{v}(t) \rangle (E - V(r_0)) \right] +$$

$$- 2 \omega \int_0^1 dt \left[ \langle v(t), e(t) \rangle \langle \dot{u}(t), e^\perp(t) \rangle + \langle u(t), e(t) \rangle \langle \dot{v}(t), e^\perp(t) \rangle \right] (E - V(r_0)) +$$

$$- \frac{\omega^2}{2} \int_0^1 dt \left[ \frac{1}{2} V''(r_0) + 2 \langle E - V(r_0) \rangle \langle e(t), u(t) \rangle \langle e(t), v(t) \rangle + \langle E - V(r_0) \rangle \langle v(t), u(t) \rangle \right].$$

Since $E - V(r_0) > 0$ the condition $D^2 \mathcal{J}[q_0](u, v) = 0$ is equivalent to

$$\int_0^1 dt \left[ \langle \dot{u}(t), \dot{u}(t) \rangle - \omega \langle v(t), e(t) \rangle \langle \dot{u}(t), e^\perp(t) \rangle + \langle u(t), e(t) \rangle \langle \dot{v}(t), e^\perp(t) \rangle +$$

$$- \frac{\omega^2}{2} \Omega \langle e(t), u(t) \rangle \langle e(t), v(t) \rangle - \omega^2 \langle v(t), u(t) \rangle \right] = 0 \quad (7.1)$$

where

$$\Omega := \left( \frac{r_0^2 V''(r_0)}{2 (E - V(r_0))} + 1 \right). \quad (7.2)$$
Integration by parts and a standard argument from calculus of variations shows that \( u(t) \) lies in the kernel of \( D^2J[q_0] \) precisely when

\[
\ddot{u}(t) + 2\omega e(t) \langle \dot{u}(t), e(t) \rangle - 2\omega \frac{d}{dt} \langle u(t), e(t) \rangle e(t) + 2\omega^2 \langle u(t), e(t) \rangle e(t) + \frac{\omega^2}{2} \Omega \langle e(t), u(t) \rangle e(t) + \omega^2 u(t) = 0.
\]

(7.3)

Decomposing \( u(t) \) as

\[
u(t) = a(t)e(t) + b(t)e(t)\]

we find the equation (7.3) splits into

\[
\begin{cases}
\ddot{a}(t) + (4 + \Omega/2) \omega a(t) = 0, \\
\ddot{b}(t) = 0.
\end{cases}
\]

(7.4)

Equations (7.4) imply that

\[
\dim \ker D^2J[q_0] = \begin{cases}
1 \text{ if } (4 + \Omega/2) \neq n^2 & \text{with } n \in \mathbb{Z}, \\
2 \text{ if } (4 + \Omega/2) = n^2 & \text{for some } n \in \mathbb{Z}.
\end{cases}
\]

(7.5)

Finally, the expression (7.2) for \( \Omega \) and condition (6.2) show that the condition \( (4 + \Omega/2) = n^2 \) is equivalent to (6.3).

\[\square\]

7.2. The reduced equation for the chemical reaction network

Here we construct the reduced equation for (6.9) perturbed as in (6.8). From (6.9) we write (6.8) as

\[
F_\varepsilon(x) := B\nu(x) + \phi(\varepsilon, x) = f(x)w + v(x_1)e + \varepsilon\phi(x, e)
\]

(7.6)

where \( w = (1, 1, -1)^T \), \( e = (0, 1, 0)^T \) and \( f(x) = -x_1x_2 + x_3 \in \mathbb{R} \). For \( x \in S_+ \) the range \( R_x \) of \( BD\nu(x) \) is \( \text{span}\{w, e\} \) except if \( v'(x_1) = 0 \) in which case \( R_x = \text{span}\{w\} \). For \( z \in \mathbb{R}_+^3 \) we have

\[
\langle w, F_\varepsilon(z) \rangle = f(z)\|w\|^2 + v(z_1)(w, e) + \langle w, \phi(z, e) \rangle
\]

(7.7)

\[
= 3f(z) + v(z_1) + \langle w, \phi(z, e) \rangle.
\]

For \( x \in S_+ \) and \( v'(x_1) = 0 \) we have \( \ker BD\nu(x) = u^0 \) where \( u = (x_2, x_1, -1)^T \) and so it is natural for the Lyapunov-Schmidt reduction to take \( L_x = \text{span}\{u\} \). Accordingly for \( z \) in a neighbourhood of \( S_+ \) in \( \mathbb{R}_+^3 \) we write

\[
z = x + yn + \lambda u \in K_x \oplus L_x
\]

where \( x \in S_+ \) and

\[
K_x = \langle T_x S \oplus \text{span}\{u\} \rangle^\perp = \text{span}\{n\}
\]

where \( n = (1 + x_1^2, -sx_1, s)^T \). By the IFT we can solve

\[
\langle w, F_\varepsilon(x + yn + \lambda u) \rangle = 0
\]

(7.8)

in the form \( \lambda = \lambda^*(x, y, \varepsilon) \) where \( \lambda^* \) is a smooth function defined on a neighbourhood of \( S_0 \times 0 \) in \( \mathbb{R}^3 \times \mathbb{R}^3 \) and with \( \frac{\partial\lambda^*}{\partial y}(x, 0, 0) = 0 \) for all \( x \in S \). It then remains to solve the reduced equation pair

\[
\langle s, F_\varepsilon(x + yn + \lambda^*(x, y, \varepsilon)u) \rangle = 0, \quad \langle p, F_\varepsilon(x + yn + \lambda^*(x, y, \varepsilon)u) \rangle = 0
\]

(7.9)
where \( \text{span}\{s\} = T_x S \) and \( \text{span}\{p\} = P_x \) chosen so that \( P_x \) does not lie in \( R_x \oplus T_x S \) (for example, \( p = (0, 1, 0)^T \)). Now

\[
\langle s, F_\varepsilon(z) \rangle = f(z)\langle s, w \rangle + v(z_1)\langle s, e \rangle + \varepsilon\langle s, \phi(\varepsilon, z) \rangle
\]

\[
= a(s)v(z_1) + \varepsilon (b(s), \phi(\varepsilon, z))
\]

where

\[
a(s) = \langle s, e \rangle - \frac{1}{3} \langle s, w \rangle \quad \text{and} \quad b(s) = s - \frac{1}{3} \langle s, w \rangle w
\]

from (7.7), and similarly for \( \langle p, F_\varepsilon(z) \rangle \). With \( z = x + y n + \lambda^* u \) we can write

\[
v(z_1) = v(x_1 + y u_1 + \lambda^* u_1) = v(x_1^* + y(1 + x_1^* x_2) + \lambda^* u_2)
\]

\[
= \frac{1}{2} v''(x_1^*) (y(1 + x_1^* x_2) + \lambda^* u_2) + O(3)
\]

where \( O(3) \) terms are of third or higher order in \( (y_1, \varepsilon) \) and smoothly parametrised by \( x \in S_+ \).

Since \( \lambda^* \) has no linear term in \( y \) the smooth map \( y_1 \mapsto y(1 + x_1^* x_2) + \lambda^* u_1 \) is a diffeomorphism germ at the origin in \( K_x = \mathbb{R} \) smoothly parametrised by \( x \in S_+ \) and sufficiently small \( \varepsilon \in \mathbb{R}^3 \). After we make this change of coordinate, the assumption \( v''(x_1^*) \neq 0 \) allows us to apply and a further local diffeomorphism in \( K_x \) to absorb the \( O(3) \) terms. We may therefore suppose without loss of generality that the equations (7.9) are

\[
a(s)c y_1^2 + \varepsilon \langle b(s), \phi(\varepsilon, x, y) \rangle
\]

\[
= a(p)c y_1^2 + \varepsilon \langle b(p), \phi(\varepsilon, x, y) \rangle
\]

where \( c = \frac{1}{2} v''(x_1^*) \neq 0 \), and so we have a quadratic system as claimed in Section 6.3. More specifically, the problem is of the form given in Example 2 in Section 5.3 and hence the branch points \( x \in S_+ \) are given by the zeros (provided they are simple) of the function

\[
g(x) := a(s)(b(p), \phi(0, x, 0)) - b(s)(a(p), \phi(0, x, 0)).
\]
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