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ABSTRACT

FACULTY OF ENGINEERING AND APPLIED SCIENCE
DEPARTMENT OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

A SURFACE-POTENTIAL-BASED COMPACT MODEL FOR
PARTIALLY DEPLETED SILICON-ON-INSULATOR MOSFETS

by James Benson

With the continuous scaling of CMOS technologies, Silicon-on-Insulator (SOI) technologies
have become more competitive compared to bulk, due to their lower parasitic capacitances
and leakage currents. The shift towards high frequency, low power circuitry, coupled with
the increased maturity of SOI process technologies, have made SOI a genuinely cost-
effective solution for leading edge applications.

The original STAG2 model, developed at the University of Southampton, UK, was among
the first compact circuit simulation models to specifically model the behaviour of Partially-
Depleted (PD) SOI devices. STAG2 was a robust, surface-potential based compact model,
employing closed-form equations to minimise simulation times for large circuits. It was
able to simulate circuits in DC, small signal, and transient modes, and particular care was
taken to ensure that convergence problems were kept to a minimum.

In this thesis, the ongoing development of the STAG model, culminating in the release
of a new version, STAGS3, is described. STAG3 is intended to make the STAG model
applicable to process technologies down to 100nm. To this end, a number of major model
improvements were undertaken, including: a new core surface potential model, new ver-
tical and lateral field mobility models, quantum mechanical models, the ability to model
non-uniform vertical doping profiles, and other miscellaneous effects relevant to deep sub-
micron devices such as polysilicon depletion, velocity overshoot, and the reverse short
channel effect.

As with the previous versions of STAG, emphasis has been placed on ensuring that model
equations are numerically robust, as well as closed-form wherever possible, in order to
minimise convergence problems and circuit simulation times. The STAG3 model has been
evaluated with devices manufactured in PD-SOI technologies down to 0.25um, and was
found to give good matching to experimental data across a range of device sizes and biases,
whilst requiring only a single set of model parameters.
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Chapter 1

Introduction

1.1 A Review of MOS Technology

1.1.1 Bulk Technology

Despite the success of bulk CMOS in the microelectronics industry, devices manufactured
in the conventional way do exhibit some non-ideal behaviour. There have traditionally
been two problems in particular which have affected bulk CMOS devices, both of which

result from a lack of electrical isolation between the active device and the substrate.

The first undesirable interaction involves a phenomenon known as latch-up [1]. This
is unique to CMOS, and occurs through the activation of a PNPN thyristor structure,
formed by three PN junctions in close proximity. When this happens, parasitic bipolar
action creates a short circuit path between the power terminals, destroying the device.
Various measures can be employed to avoid this, including using an oxide isolation wall to
break the PNPN parasitic structure, or utilising the twin-tub configuration [1]. Of course,
these measures introduce additional process steps, and so raise the cost of producing a
wafer. Since it is the parasitic biolar action which governs latch-up, it would follow that
sub-micron processes are again more susceptible to this effect, featuring as they do larger
parasitic BJT gains. Admittedly, latch-up is no longer the major concern it used to be,

since modern rail voltages are often too low to turn on the parasitic PNPN device.

The second problem is the parasitic capacitance between the source/drain regions and
the substrate. The effect of this is to slow down device operation, as these capacitors
charge and discharge. Increasing the amount of substrate doping results in larger para-
sitic capacitances; unfortunately, this doping increase is necessary for scaling in modern
deep sub-micron processes, in order to prevent punch-through and to help regulate the
threshold voltage [2]. As a result, we expect the parasitic capacitance per unit area to

increase with decreasing feature size.

Not only does this second parasitic effect become more problematic as MOS devices are

scaled down, but new circuit applications now exist which tend to emphasise these prob-



lems. High frequency circuitry, critical to the wireless telecommunication market, requires
fast device operation, and parasitic capacitances are extremely undesirable. Thus, any
MOS technology which solves these problems, and which provides a viable alternative to

bulk CMOS, is worthy of serious consideration. SOI is one such technology.

1.1.2 SOI Technology

SOI (Silicon-on-Insulator) technology has been in existence in some form for almost as long
as bulk CMOS. The basic principle behind SOI is as follows: since it is the interaction be-
tween the active device and the substrate which causes many undesirable parasitic effects
in bulk technology, simply replace the silicon substrate with an insulating substrate, thus
electrically decoupling the active device. Initially, the substrate used was made of sap-
phire, and the technology was called SOS (Silicon-on-Sapphire). Later, it became possible
to create good quality interfaces using silicon oxide, which remains the material of choice
today. While it has proved very useful in certain niche markets, SOI has never come close

to rivalling bulk CMOS in terms of volume of production or breadth of application.

SOI brings a number of benefits to circuit designers. The electrical isolation of the active
device area eliminates any possibility of latch-up, whilst also greatly reducing parasitic
drain and source capacitances. In addition, only a thin film of silicon is being used for
the active device, so the source and drain diffusions will reach to the back oxide, and the
p-n junction areas will be smaller. This in turn leads to smaller leakage currents, which
makes it particularly useful for high temperature applications. Another benefit of SOI is
that it uses a smaller active volume of silicon compared to bulk, making it less susceptible
to single event upset caused by high levels of radiation. These two properties account for
the usefulness of SOI technology in high temperature and rad hard applications, which for

a long time were its main commercial uses.

With the advent of wireless communications, the demand for low power, high frequency
systems has increased greatly. Such applications are also good candidates for develop-
ment in SOI, since they can benefit from the reduced parasitic capacitances in order to
achieve higher speed. Furthermore, the combination of reduced junction leakage current
and parasitic capacitances mean that SOI CMOS circuits can achieve lower levels of power
consumption, both when static and during switching, making SOI an attractive prospect

for low power circuitry.

The presence of an electrically isolated active area can cause problems however. The well-
documented kink effect [3,4] occurs when part of the body is left floating, due to the lack
of a good electrical contact to the silicon film at the back oxide interface. The resulting
unpredicability of the body node voltage can result in complex behaviour in DC, small
signal and transient regimes [3,5,6]. Additional, less well known small signal phenomena

can also be observed [6], which are caused by capacitive coupling of the floating body



node. These floating body effects make SOI behaviour less predictable than bulk, and

conventional bulk models cannot predict these behaviours.

Devices in which the body region is not totally depleted when the MOS channel is inverted,
and which are thus susceptible to the kink effect, are referred to as Partially-Depleted SOI
(PD-SOI) devices. Another class of SOI MOS transistor exists, one in which the silicon
film is sufficiently thin to give total depletion of the body even at low gate biases. These
are called Fully-Depleted SOI (FD-SOI) devices. An ideal fully-depleted device is one in
which there exists no undepleted quasi-neutral region in the body of the device, electri-
cally isolated from the source and drain junctions. Any carriers injected into the body
region below the channel, for instance as a result of impact ionisation, will not be able to
remain in the depleted body region, and thus they cannot contribute to forward biasing
of the source/body junction. Instead, they will be swept towards the source terminal by
the built-in potential across the body-source junction [8]. Furthermore, lowering of the
body-source junction barrier allows oppositely charged carriers to diffuse from the source
into the body, with the result that recombination will occur before a substantial increase

in body potential can occur.

Fully-depleted devices offer the benefits of SOI performance but without the kink effect,
and with transconductance behaviour that is superior to both bulk and PD-SOI [7]. A
decade ago, mature FD-SOI technologies had not yet been realised, due to limitations
in processing techniques. In order to produce a device for which the gate-induced de-
pletion region reaches all the way to the back gate, it is necessary to either reduce the
doping level of the silicon film, or else reduce the thickness of the silicon film. The first
option is prohibited in short-channel devices, since high doping levels are necessary to
suppress short-channel effects. Therefore, it is necessary instead to use thinner silicon
films. However, it is more difficult to ensure consistent film thicknesses in production [9].
Nowadays, FD-SOI is the more common technology, with PD-SOI finding use in certain

high-performance niche applications.

Finally, SOI technology exhibits self-heating, due to the poor thermal conductivity of the
buried oxide layer [10,11]. Self-heating appears in both types of SOI device, and can
degrade device performance. Because the heating is simply due to the power being dis-
sipated from the channel current, the degradation becomes most noticeable at high gate
and drain voltages. As with the electrical floating-body effects, this needs to be properly

modelled, to avoid unexpected circuit behaviour.

1.1.3 SOI versus bulk

For several decades, SOI has occupied only certain niche markets in the microelectronics
industry. While its properties have made it ideal for rad hard and high temperature appli-

cations, the difficulty of modelling and compensating for the various floating body effects,



combined with the additional cost compared with the more mature bulk technologies, have
meant that SOI has been unable to compete in the core digital and mixed signal VLSI

markets.

This situation began to change in the late 1990s, following IBM’s announcement of its
first commercial microprocessor designed in SOI technology, and a number of examples
of commercial digital SOI designs can now be found, i.e. [12]. With the move to deep-
submicron technologies, and the growing demand for low-power, high frequency circuit
designs, the advantages of SOI over bulk have started to become sufficiently attractive for
companies to invest time and money trying to overcome the process and design problems
which have previously stifled the exploitation of this technology. The promise of improved
performance, either through higher speeds or lower power consumption, has led compa-
nies such as Motorola, Texas Instruments and AMD to also start developing commercial
SOI-based products.

At present, there is no clear consensus as to whether SOI can provide a long-term alter-
native to bulk. While it is generally agreed that SOI performance exceeds that of bulk
by 10-20% [13], there is much debate as to whether this advantage can be maintained
with further technology scaling. Much of the improvement afforded by SOI is a result
of the reduction of the junction capacitance. However, as devices are scaled down, the
issue of junction capacitance becomes secondary to parasitic capacitances in the gate and
interconnects [13]. Furthermore, because floating-body devices are susceptible to the his-
tory effect [14], circuit designers must factor in a safety margin when designing circuits
in SOI. This means that they cannot utilise the full performance gain of the technology,
so that the theoretical improvement of around 15% is reduced to about 10% in practise.
As a result, some companies, notably Intel, have been reluctant to commit resources to

development of a SOI process.

Regardless of the performance issues, SOI circuit production is still somewhat limited by
logistical issues arising from its lack of maturity relative to bulk. SOI wafers still cost
more than bulk, and until recently, were not available in the quantities needed for volume
production. However, the fact that so many semiconductor maufacturers are now taking
SOI seriously means that this situation is likely to improve. It is difficult to see SOI totally
replacing bulk over any timescale; the only scenario that could bring this about would be
if bulk MOSFETSs encountered some fundamental limit in scaling, one to which SOI was
immune. Good progress is still being made in the scaling of transistors however, with
commercial design work now being done with device gate lengths of 45nm for leading edge
products. It is thought that ultimately, SOI might postpone the onset of any performance
limit by about one generation, on account of the advantages that it provides over bulk.
Of course, as already discussed, this assumes that advances in other areas such as inter-
connect technology allow it to retain its performance advantages. A plausible prediction

would be that SOI will continue to mature and co-exist with bulk processes, with some



companies developing bulk and SOI processes in parallel, and using each for different types

of application.

1.2 A Review of MOS Compact Models

We shall now look at the current state of MOS compact modelling. We shall be taking
a broader look at available models, encompassing PD-SOI, FD-SOI, and bulk models.
Having categorised the various basic model types, we shall then explain how the work

described in this thesis fits into this wider picture.

1.2.1 Piece-Wise Models

Earlier generations of compact models are based on the Meyer model [15]. The Meyer
model represented the first serious attempt to describe MOSFET characteristics in a rela-
tively simple way, as a function of the applied terminal voltages. The model equations were
derived by assuming that the channel current was composed of only a drift component,
with the diffusion contribution being ignored. The original Meyer model failed to fulfill
the important condition of charge conservation, a shortcoming that was later corrected by

the capacitance model developed by Ward and Dutton [16].

Two main difficulties have emerged when using the Meyer formulation as the basis of a
compact model. The first problem is that the model equations possess discontinuities.
Since we are neglecting the diffusion current, we find a discontinuity when making the
transition between strong inversion (where drift does indeed dominate over diffusion) and
sub-threshold (where the reverse is true). The same is true for the transition between the
strong inversion triode region and saturation. Separate equations need to be introduced to
describe sub-threshold and saturation regions, and smoothed numerically. Models which
describe different operating regions with different equations are called ’piece-wise’ or 're-
gional’ models. It is in fact perfectly possible to eliminate such discontinuities through
the application of appropriate smoothing functions, but the need for such measures was
less apparent at the time these models were being developed, and so the problem of dis-

continuities is one that has become associated with piece-wise models.

The second problem is that it is difficult to incorporate new physical effects that result
from device scaling. This stems from the empirical nature of these models, and is usually
reflected in the model possessing large numbers of empirical fitting parameters. It is not
unusual for such models to employ ’binning’, whereby each key parameter is given addi-
tional dependencies for device length, width and area, thus making model parameter sets
large and unwieldy. Fitting for such models is often very good under ideal circumstances,
since the extra fitting parameters offer so many degrees of freedom. However, actually

optimising such a large number of parameters is difficult and time-consuming, and can



lead to non-physical parameter values being assigned. This in turn greatly reduces the
model’s predictive power, since there is less likelihood of accuracy outside the optimisation

range.

Although it is now standard practise for models to be based on the newer surface potential
based approach, there exist some well-known older piece-wise models. Among them is the
BSIM3 model, which for a long time was the industry standard. There are versions of
BSIMS3 for both bulk MOS [17] and SOI [18,19]. Another well known piece-wise model is
the Philips MOS9 model [20]; like BSIM3, these is well established, and can be fitted to

give good matching to experimental data.

1.2.2 Surface Potential Models

This newer class of model is effectively considered the de facto standard in compact circuit
model development, even if the microelectronics industry has been somewhat slow in the
past to actually adopt these models into their design flow [21]. At the core of the surface
potential approach is the drift-diffusion approximation, originally developed by Pao and
Sah [22]. As with the piece-wise models, the intention is to describe the characteristics of
a MOSFET as a function of its applied terminal voltages. However, the inclusion of both
drift and diffusion current components leads to a more unified physical description which
includes all bias conditions within a single expression. To obtain this expression requires
the combined solution of three key equations: the Poisson equation, which relates the
electric field to the distribution of charges, the current density equation, which describes
the current as being composed of a drift and a diffusion component, and the continuity

equation, which maintains the overall carrier flux at zero.

By solving the above equations, an implicit expression for the device surface potential is
obtained. The drain current is then expressed as a function of the surface potential at the
drain and source ends of the channel. The use of a single consistent implicit equation re-
moves both of the earlier problems at a stroke. The transition between different operating
regions is handled automatically, with no discontinuities, and with physical consistency
being retained. The situation becomes somewhat less ideal as devices continue to be scaled
down. Since the solution to Poisson’s equation is obtained in 1-D, the model will lose accu-
racy as the increasing influence of the lateral electric field creates a 2-D field distribution.
Models based on 2-D solutions have been proposed [23] , but most implemented models
rely on empirical modifications to compensate for any shortcomings in the 1-D approach,
to prevent the equations from becoming too complicated. It should be pointed out that
surface potential models still handle this problem much more readily than piece-wise mod-
els, and it is now widely accepted that these new models offer superior accuracy, stability,

and predictive power.

The expression relating surface potential to the MOSFET terminal voltages is implict -



in other words, no exact closed form solution can be obtained. This leaves the compact
model developer with a major decision to make when deciding how to formulate a new
model. There are two basic approaches: either solve the exact equation by means of a
iterative procedure, or else find an approximate version of the exact expression which does
allow for a closed-form solution. We shall call the former group iterative models, and
the latter group analytical models. As far as comparing the two types of model goes, it

basically comes down to a trade-off between speed and accuracy.

The iterative models are very precise, with the main benefit coming in the modelling of
the weak and moderate inversion regions. This is particularly evident in the transcon-
ductance characteristics, since this quantity is a strongly varying function of gate voltage
and peaks prior to achieving strong inversion. However, such accuracy can be deceptive.
The implicit surface potential equation is a low-field expression, and thus it cannot repro-
duce real device characteristics by itself. For that, it is necessary to introduce additional
expressions to account for the effects of high vertical field mobility degradation, as well
as lateral field carrier velocity saturation. Unless these are also modelled to a very high
degree of accuracy, some of the benefit of using the exact surface potential equation will
be lost.

The most obvious drawback with using an iterative approach is of course speed. Quite
how much of a difference this makes is unclear; the past popularity of the BSIM3 models
means that until quite recently, most speed benchmarking and comparisons of numerical
stability are made against this standard [24,25]. As has already been pointed out, BSIM3
is a dated model, and most surface potential compact models can expect to outperform
it. BSIM3 has therefore been an easy target in the past (but also more readily available
for comparison), and not one likely to provide an objective measure of performance by

modern standards.

Some information is available on the speed performance of iterative models however, much
of it from the group at Hiroshima University. Their model, HiSIM, is one of the most
highly developed examples of an iterative model [26], and they have made some effort to
benchmark its performance, although some reservations must be expressed about their
conclusions. One useful figure of merit in these types of models is the number of itera-
tions needed for the surface potential to converge. For HiSIM, two iterations are typically
needed in strong inversion, and three in sub-threshold [25]. This is actually quite a good
result, and has been achieved by using predictive algorithms to obtain good initial esti-
mates prior to iteration. However, it still means that the time taken to calculate the source
and drain surface potentials is well in excess of that required for closed-form models. Also,
it should be understood that when trying to simulate large circuits, the presence of itera-
tive procedures within the model itself can lead to additional convergence problems. Some
work has been done in looking at the performance of these models in circuit simulation.

The conclusion in [25] was that a well formulated iterative model can actually outperform



an analytical piece-wise model. However, this can probably be attributed to the poor
convergence often associated with piece-wise models, and tells us little about the model’s

performance relative to analytical surface potential models.

Besides HiSIM, other models which fall into this category include MISNAN [27] and the
Motorola model [28].

Probably the most widely-used analytic compact model today is the PSP model [29, 30].
The model is the result of a joint collaboration between two well-established compact
modelling groups at Philips Semiconductors (now NXP Semiconductors) and Pennsylva-
nia State University. Prior to its inception, each group had developed its own surface
potential-based model: MOS11 for Philips, and SP for Pennsylvania State. PSP combines
elements from both models, and has now emerged as a serious alternative to BSIM3 and
its surface-potential based successor, BSIM4. Prior to PSP, BSIM3 enjoyed such a high
level of support from industrial CAD engineers that other models stuggled to challenge
it [21].

Other analytic models which include SUSOS [31], STAG2 [32], the Eindhoven model [33],
and later versions of SOISPICE [34].

1.3 The STAG Model

The work presented in this thesis relates to the continuing development of the STAG
circuit simulation model. STAG was originally conceived and developed at the Univer-
sity of Southampton, in collaboration with the Defence Research and Evaluation Agency
(DERA), to allow in-house circuit design work to be carried out. STAG is a compact
model for partially depleted SOI MOSFETS, originally implemented in version 3f5 of the
Berkeley SPICE circuit simulator. The STAG model has been designed specifically for
the reliable simulation of analogue SOI CMOS circuits and includes a rigorous physical
treatment of self-heating and floating body effects. Great emphasis has been placed on
numerical robustness to prevent convergence problems during the simulation of high-gain
analogue circuits. The resulting model uses a surface potential based single-piece formu-
lation with continuous derivatives in all regions of device operation. All model equations
are closed form, the rationale being that the simulation time of large circuits would suffer
if iterative methods were used. The STAG model is charge conserving and includes static,

transient, small-signal, and basic noise models.

The first publicly available version of the model was STAG2, which was released in 1997.
While a number of minor iterations were subsequently released, they all shared a common
set of core model equations; therefore they will be referred to collectively under the blan-
ket label STAG2. STAG2 was found to provide accurate circuit simulation capabilities for
process technologies down to about 0.7um. STAG2 could be used for DC, small signal, and



transient simulations. A thermal sub-circuit, and associated thermal node, was provided,
allowing complex modelling of self-heating effects with single or multiple thermal time
constants, as well as the simulation of thermal coupling between devices. The inclusion
of impact ionisation models and body-source and body-drain diode sub-circuits enabled
simulation of floating body electrical effects associated with PD-SOI devices, such as the
kink effect.

Although STAG2 has been shown to be a good, reliable circuit design tool [32,35,36], some
of its underlying DC equations are strictly only applicable to long channel devices. When
matching simulations to the characteristics of 0.35 and 0.25 pm technologies, it became
apparent that there was a limit to the degree of accuracy that could be achieved with
the model, even after parameter optimisation. This is especially true when matching was
needed over a range of device sizes and bias conditions. A number of major improvements
were identified, including new vertical and lateral field mobility models, and the addition
of models to include: quantum mechanical effects, non-uniform vertical doping profiles,

the reverse short channel effect, and polysilicon depletion.

The model presented in this thesis, STAG3, is the new version of STAG developed for
accurate simulation of deep-submicron PD-SOI devices. The principal intention has been
to maintain the analytic nature of the model, whilst at the same time improving its accu-
racy. As before, much effort has gone into ensuring that the model has a high degree of

numerical stability.

Before continuing, it is worth noting that much of the new work described in this thesis is
not particularly specific to SOI, despite the fact that an SOI model is being used. Rather,
the intention is to extend the validity of the STAG PD-SOI model down into the deep
sub-micron regime. Most of the changes are just as applicable to bulk MOS as to SOL
The most notable exception to this is the analysis of small-signal capacitance modelling
for floating body SOI devices (described in Chapter 8).

1.4 Structure of this thesis

The thesis will begin by looking at the new core low field DC model in STAG3, presented
in detail in Chapter 2. A decision has been taken to allow for the possible presence of
a non-degenerately doped polysilicon gate, and to include its effect directly within the
core surface potential and charge equations. In this way, the effects of any polysilicon
depletion on device surface potential are automatically included. This is in contrast to
other compact models, which include polysilicon depletion by treating it as a perturbation
to the standard surface potential equations. A complete set of new equations are derived,
and where appropriate, compared to the more standard treatment. It is shown that the
standard surface potential equation can be considered to be a special case of the new

expression, corresponding to an degenerately doped gate.



Chapter 3 is the first in a trio of chapters which examines how the presence of high electric
fields results in deviations from the ideal low field model, necessitating modification of the
surface potential. We begin by detailing the new effective surface mobility model that
has been developed for STAG3. This chapter first takes an in-depth look at the state of
play of mobility modelling in circuit simulators, as well as covering the physical scattering
mechanisms that make an important contribution in the MOS inversion layer. We then
explain how expressions have been obtained to express the contribution of each mechanism
in terms of the transverse electric field, which in turn allows us to formulate the effective

surface mobility in terms of the surface potential.

Chapter 4 explores the additional complications which arise when the effect of the lateral
electric field is included. In particular, it is shown that the additional model complexity
introduced in Chapter 3 can lead to serious problems when calculating the effects of carrier
velocity saturation. We then provide a detailed mathematical formulation which solves
this problem. Models for internal series resistance and velocity overshoot are also included

in the treatment.

In Chapter 5 we discuss the changes in device behaviour which result from quantisation
of the carriers in the inversion layer, due to the presence of high transverse fields. Some

simple model equations are proposed to account for these changes.

Chapter 6 examines the section of the model relating to the threshold voltage. We look
at the effect of non-uniform body doping, normal and reverse short channel effects, and
drain-induced barrier lowering, and show how these effects have been accounted for in the
STAG3 model. We present a novel approach to modelling the influence of non-uniform
body doping profiles, which provides accuracy without resorting to numerical iteration.
Finally, we describe a method for extracting the threshold voltage, by bridging the gap
between the well-defined flat band voltage concept used in surface potential models, and
the more vaguely defined (but nevertheless very common) threshold voltage extraction

procedures.

Chapter 7 completes our treatment of the DC model by looking at the auxilliary model.
Improvements made in this area mainly relate to the automatic calculation and scaling
of various instance parameters (parameters specific to a particular device). Such changes
allow circuit designers to run simulations using default values for thermal parameters,
series resistance etc without having to hand calculate values for each variation in device

dimensions.
Chapter 8 deals with the charge model. This portion of the model has not needed ex-

tensive modifications, since the basic assumptions made for STAG2 still hold for deep

sub-micron devices. Where improvements are observed over this earlier version, often this
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is due to DC model improvements ’filtering through’ to the AC or transient domain. The
first parts of this chapter are therefore a review of STAG2, rather than a discussion of new
work. The exception to this is the body charge model, for which a detailed treatment is
presented. After developing the necessary mathematical formalism, we review the effect
of a capacitively coupled floating body node on the small-signal frequency response of SOI
devices. We shall see that adopting a conventional bulk MOS approach when modelling
body charge capacitances can lead to non-physical characteristics in SOI simulations. Fi-
nally, an empirical adjustment to the body charge model is introduced which can be used

to compensate for the problem.

In Chapter 9 we evaluate the performance of STAG3 by comparing its output with mea-
sured results from a quarter micron technology. While some specific evaluation results are

presented in Chapters 2 - 8, here we consider the model in its entirety.

Chapter 10 summarises the conclusions in this thesis, and outlines further improvements
that could be made to the STAG model.
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Chapter 2

Low Field DC Model

2.1 Introduction

For a truly partially depleted SOI MOSFET, there is no back gate coupling effect [1]. Fur-
thermore, in the case of analogue circuits, the back gate (or substrate) is invariably tied to
ground. With a threshold voltage typically of the order of tens of volts, the back device is
operating deep within the subthreshold regime and will pass negligible current. This also
implies that there is negligible charge at the back interface, as well as a much smaller gate
capacitance due to the thicker oxide, leading to negligible impact on transient behaviour.
It is therefore assumed that the back device has no significant effect on the total device
behaviour. Thus the initial analysis for the STAG model proceeds as for bulk MOSFETS,
although as we shall see, the core model presented here will include one additional effect
not seen in other treatments. The model described below is for a n-channel device, though
a similar analysis can be performed for a p-channel device if the polarity of the voltages

and the direction of currents are reversed.

It should be noted that because we are dealing with SOI technology, we will be explicitly
referring to the front gate of the device. Thus, for instance, we will talk about C,y, the
front gate oxide capacitance per unit area. In a bulk device, this would be simply the gate

oxide capacitance per unit area (usually denoted by C.,).

2.2 Channel Current

Fig. 2.1 shows a schematic of an SOI MOSFET and the direction of the displacement
variables used in this analysis. Using standard assumptions (unipolar device, infinitesi-
mally thin inversion layer, single direction of current flow [2—4]), the charge sheet model

expression for a MOSFET may be obtained

dips (y) dqe (y)
dy dy

where Iopr is the channel current, W is the channel width, ug is the surface mobility of

Icu(y) = —Wpus(y) ge(y)

+ Wps(y) bt (2.1)

the carriers, q. is the channel charge per unit area, 1, is the surface potential, and ¢, is
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Figure 2.1: Schematic of Silicon-on-Insulator (SOI) device, showing the co-
ordinate orientation of z, y, and z

the thermal voltage, given by

 kgT
q

where kp is Boltzmann’s Constant, T is the temperature, and q is the charge on an elec-

ol (2.2)

tron.

Using the electron continuity equation [2,3] and neglecting recombination and generation

currents means dﬁg/H = 0 for all y, yielding
w s, qL
ton =7 (= [ i) aclw) - dbs+ on [ (o) - dac) (23)
¥s0 q0

where L is the channel length, and vs;, and s are the surface potentials at the drain
and source end of the channel respectively. At this point we adopt the effective mobility
approximation [5]. Although the mobility p is a complicated function of a carrier’s postion
in the channel, we assume for now that ps can be represented by a constant value at some
average gate and drain field. The dependence of mobility on the transverse and lateral
electric fields will be reintroduced into the model in Chapters 3 and 4. Equation (2.3)

may now be expressed as [6]

o ="T (= [ ) dvs 0 [" aa) (2.4)

¥so q0
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where gg and qr, are the values of the channel charge at the source and drain.

In order to evaluate this expression, we need to do two things. We need to derive an
expression for the surface potential 5 as a function of the terminal voltages, and we need
to define the channel charge ¢. in terms of the suface potential. We can then evaulate

both quantities at the source and drain. We begin by obtaining an expression for g..

2.3 MOS Capacitor Structure

Our treatment of the MOS capacitor will include one element not usually considered [2-4].
We will be assuming the presence of a polysilicon layer, which, under the right conditions,
can be depleted close to the polysilicon/gate oxide interface. Figure 2.2 shows the struc-
ture under consideration. It is the same starting point used by Arora to formulate his
treatment of polysilicon depletion [7]. Arora’s method used a surface potential based app-
proach, but his expression for the voltage drop across the depleted polysilicon region was
then used to modify the standard threshold voltage expression, a common approach at
that time. Indeed, some subsequent model implementations, such as the one by Gildenblat
et al [8], have not used Arora’s treatment as a starting point because it assumes a fixed
surface potential in strong inversion; this assumption is not very accurate. Instead, the
approach used in [8], and in most other surface potential models, is to treat the effects of
polysilicon depletion as a perturbation to the core surface potential treatment. We will
show here that it is entirely appropriate to use Arora’s original expression, with suitable
modifications, and that furthermore, the effect can be readily incorporated into the core

surface potential model itself, without loss of accuracy.

We shall begin by deriving the expression for v, the voltage drop across the depleted
polysilicon region. The treatment proceeds in the same way as in [7]. We begin by
applying Gauss’ Law and the potential balance equation across the front gate oxide, to

give the following relation

_ Gtot (y)
Coy

Vare = Vi + 1s0s(y) + ¥p(y) (2.5)

where Vigrp is the front gate-body voltage, Vpp is the front flat band voltage, g0t is
the total charge density in the body of the device, C,y is the front gate capacitance per
unit area, and 75 accounts for the influence of the fast surface states at the silicon-oxide

interface as follows

qDity

YE Cos

(2.6)

with D;; ¢ denoting the fast surface state density, as per the STAG2 model [6].

Equation (2.5) is similar to the standard MOS capacitor expression [2, 3|, with an ad-

ditional term 1, denoting the voltage drop across the polysilicon depletion region. A
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Figure 2.2: Voltage profile across MOS capacitor structure.

straightforward application of Poisson’s Equation in the depleted polysilicon region gives

the standard result for g,, the charge density in the depletion region.

4(y) = 1w Cor\/¥p(y) (2.7)

with v, being the polysilicon body factor, given by

Vv 2qesi]\[P

where Np is the doping concentration in the polysilicon layer, and e€g; is the electrical
permittivity of silicon. By assuming zero oxide charge, we can set g,(y) to giot(y) in

Equation (2.5). Rearranging then gives a quadratic equation in ¢, (y)

2

"ﬁp(y)Z -2 (W + l;) Yp(y) + w? =0 (2.9)

where

w="Varp — Vrp — 15¢s(y) (2.10)

By solving this equation, choosing the negative root, and rearranging, we arrive at the

following expression for 1, (y)
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2
UYp(y) = ( w+ ? — 721’) (2.11)

2.4 Channel and Body Charge

The channel charge, consisting of mobile carriers, and the immobile depletion charge,
together constitute the total charge density in the active region of the PD SOI MOSFET.

This relationship may be expressed as

Gtot = Qc + Qb (2.12)

where g. denotes the inversion charge (also known as the channel charge) density, and
qp is the depletion charge (body charge) density. The body charge expression is very
straightforward; this is analogous to the bulk charge in a standard MOSFET and (by

using the depletion approximation) is generally taken to be [2, 3]

Qb(y) = _'yscof %(?/) (2'13)
with ~s being the silicon body factor, given by

Vv 2(]681' NB

2.14
o (2.14)

Vs =

The channel charge expression is slightly more complicated, and deviates from the standard
form that is generally used [2,3], due to the presence of the polysilicon depletion layer.
We first substitute Equation (2.11) into Equation (2.5) to obtain the following relation for

2 2
[ 2
ot (y) = —Cof (% Wt 2”) (2.15)

Combining Equations (2.12), (2.13), and (2.15) then yields an expression for g,

2 2
QC(y) = _Cof (719\} w+ ’jip - ’%D — Vs ws(y)) (2‘16)

We can compare this with the widely-used expression for the channel charge (note that 7

the total charge density

is assumed to be set to unity (zero fast suface state density) in the literature)

e(y) = —Coy (w — s %(y)) (2.17)

Equations (2.13) and (2.16) provide the exact expressions for the body and channel charge.
However, it is standard practise [2, 3], to linearise these expressions with respect to the
surface potential, in order to make the model more mathematically tractable. It can
be seen that under the standard model, the only non-integer power term arises from

the square root dependency of the body charge. In the new STAG3 model however, a
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second square root term has been introduced into the channel charge due to the addition
of the polysilicon layer. Taking a first order Taylor expansion of Equation (2.13) and

Equation (2.16) around some arbitary point 1, we obtain the following

Qb(y) ~ qvo — Cof(Ss’Ys(ws(y) - wstO) (2'18)

qc(y) = qeo — C'of (0s7s + 5p7p) (Vs(y) — Ysto) (2.19)

where gy and g are gp(y) and ¢.(y) evaluated at the point ¥s = g0

qvo = _'YSCof vV ¥sto (220)

2 2
/ 7 v,
dc0 = _Cof ('Yp w+ Zp - Ep — VsV %to) (2‘21)

and d5 and J, are given as

1
B 2\/ ¢st0

1
8y = — (2.23)

2\/w+§

We limit ourselves to a first order expansion only, in order to keep the expressions simple

ds (2.22)

when developing the rest of the model. Because of this, Equations (2.22) and (2.23) give
poorer accuracy at higher drain voltages. We would therefore like to find a way of improv-

ing these expressions so that our linearised charges more closely match the exact values.

Let us first consider ds, since this is a well-researched problem, and numerous empirical
schemes have been devised to improve matching between the approximate and exact forms
for g, [3]. The problem can be seen in Figure 2.3; the approximated channel charge drops
below zero, and is offset from the exact value in the strong inversion regime. We have

3_in order to make the influence

set Np, the polysilicon doping concentration, to 10%*cm™
of polysilicon depletion, and hence the impact of d,, negligible. In order to improve the

accuracy of dg, it has been decided to retain the form used in STAG2 [6]

1
by =~
2\/ 14 ¢st0

Note that this expression is well conditioned even when g0 = 0. The improvement in

(2.24)

accuracy is also shown in Figure 2.3.

We now turn our attention to d,. In Figure 2.4, we have plotted the approximated channel
charge, but this time using the modified version of ds from (2.24). Furthermore, we have
set N, to 10"c¢m ™3, for which appreciable polysilicon depletion will occur. This allows us

to evaluate the accuracy of (2.23). It can be seen that the approximated channel charge is
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Figure 2.3: Comparison of two channel charge approrimation methods

(Vpg = 1.8)
0.012 ~
Exact Channel Charge Equation (2.16)
0.010 +
D — Approximate Equation (2.23)
o 0.008 .
o - - - - STAG3 Equation (2.25)
IS
G 0.006 -
[
c
& 0.004 -
S0
@)
0.002 +
OOOO T T T T 1
0 1 2 3 4 5
Gate Voltage (V)

Figure 2.4: Comparison of two channel charge approrimation methods, with
polysilicon depletion included (Vps = 1.8)

greatly overestimated. Since no other published compact models incorporate polysilicon
depletion directly into the surface potential equations, there is no previous work which

addresses this issue. However, it has been found empirically that good matching can be
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achieved if the denominator is adjusted in the following way

1

2\/(1 — Myp2) (w+ 1—’2’)

where My, is an empirical fitting parameter. It has been found that for all the technolo-

op =

(2.25)

gies studied in this work, a value of M, = 0.8 gives good results. The improvement can
be seen in Figure 2.4. The general form of (2.25) means that it becomes equal to (2.23)
in the limit v, > v, (i.e. for negligible polysilicon depletion). As ~, approaches 7, the
empirical factor acts to reduce the denominator, leading to an overall reduction in the

channel charge and hence greatly improved accuracy.

Having obtained an accurate approximate expression for the channel charge, we will now

write it in the same simple form used in STAG2 [6]

QC(y) = —Lof [VGT - 0”/)5(9)] (2‘26)
where
a = 057+ 0 (2.27)
Ver = _gco + atsto (2.28)
of

Note that Vgr and « are defined differently to [6], as a result of adding the polysilicon

depletion term.

2.5 Channel Current as a function of Surface Potential

Substituting (2.26) into (2.4) results in

Ton = " sCog ((s1) — f(0:0)) (229)
with
f(d)s) = {VGBT - Zd)s} s (2.30)
where
Vepr = Var + g (2.31)

All that now remains is for the estimate 14 (used for the charge linearisation) and the

surface potentials at the source and drain ends (150 and 1s1,) to be found.

2.6 Low Field Surface Potential Model

In most modern circuits, the accumulation region (Vgrp < Vrp) is seldom used. By

neglecting this region, the expression for the channel charge obtained by solving the one
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dimensional Poisson’s Equation (applied across the interface between gate oxide and the
body) can be simplified to [2]

4ey) = —7Cof Nws@/) T grexp (W) - ij - Vd’(y)) - \/ws<y>] (2.32)

where ¢r is the Fermi potential of the device, and V is the channel potential, with
Vep(0) = Vi and V(L) = V. By setting Equation (2.32) equal to the exact expression
for the channel charge, Equation (2.16), and rearranging, we obtain an expression for the

surface potential

¢s(y) — 2¢F - Vcb(y)
ol

g
1

) (2.33)

2 2
v, v
Ll wl) + 2 —wifwly) +
Vs 2

) — () + drexp (

This is an implicit equation, and no exact closed form solution for the surface potential
can be derived. Again, because of the inclusion of the polysilicon layer, Equation (2.33)

differs from the classic expression frequently cited in the literature [6,9,10], given below

|:Vg - 7731[)3 1/15(3/) - 2¢F - Vcb(?J)) (2‘34)

v o

However, the basic problem is the same in both cases; an implicit equation requires time-

r = ¥s(y) +¢texp<

consuming iterative cycles to solve, and to avoid this we need to employ some method of
approximation to obtain a closed-form expression. As was discussed in Chapter 1, not all
compact models opt for this approach. Some instead solve the implicit equation iteratively,
trading speed for accuracy [9,13,14]. However, one of the key aims when developing STAG3
has been to retain closed form expressions, since simulation of large analogue circuits is

very time-intensive. We therefore turn our attention to analytical approximation methods.

Earlier surface potential-based models tended to use empirical techniques to solve the
implicit equation. One possibility is to store pre-calculated solutions in a 2-D array and
using interpolation for points in between stored values [15]. However, the model requires
the partial derivatives of 1, (which are needed for the Newton-Raphson technique em-
ployed by most circuit simulators) to be derived numerically, thus consuming additional
CPU time. Another approach is the approximation of the solution using cubic spline
functions [16]. This method is more efficient computationally as the derivatives can be

obtained analytically, but it only guarantees continuity of derivatives up to second order.

The use of a function which approximates the true solution to Equation (2.34) has been
proposed for standard MOSFETs [17,18]. The technique involves finding asymptotic solu-
tions in the sub-threshold and strong inversion regions and then joining them in a smooth
manner. Unfortunately, the proposed function in [18] posesses a discontinuous first deriva-

tive, while the function presented in [17] possesses continuity up to the first derivative only.
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Subsequent implementations in models such as STAG [6], and the University of Eindhoven
model [19] have used infinitely differentiable expressions to avoid this problem. As stated
by Chen and Gildenblat [10], these implementations are typically accurate to within 2-
3mV. This is certainly acceptable for DC simulation work, but can result in deviations
from the iterative solution when calculating transconductances in moderate inversion. To
improve the matching, a new analytical method is presented for the SP compact model
in [10]. Rather than match two asymptotic approximations, the approach taken here is
to approximate the entire solution, resulting in improved accuracy in medium inversion

(typical deviations have been found to be of the order of just 10nV).

While the accuracy of the STAG3 low field model could have been improved by using the
same approach as [10], the practical benefit was not judged to be worth the effort of imple-
menting a completely new algorithm. While it is one thing to obtain precise matching to
the implicit surface potential equation, several other factors come into play when trying to
accurately simulate the moderate inversion regime in a real MOSFET device. Of particu-
lar importance are high field effects such as mobility degradation (covered in Chapters 3
and 4) and quantum mechanical effects (discussed in Chapter 5). Neither of these types
of effect can be modelled with the precision seen in [10], and we can realistically expect
the total error from all sources to be of the order of at least a few tens of mV, at least
prior to optimisation of model parameters. Any low field deviation in medium inversion

of a few mV is therefore likely to be relatively unimportant.

2.7 Surface Potential Determination

We will begin by dividing our treatment into two parts: subthreshold and strong inver-
sion. In each case, we will look at how to simplify Equations (2.33) into an analytical
form which is accurate for the region under consideration. Once that has been done for
both cases, we will construct a single, continuous, and closed-form expression which gives

a good approximation for the surface potential over the whole range of terminal voltages.

2.7.1 Subthreshold

In this region, the channel charge is negligible compared with the body charge, and s is
almost constant. Denoting 1)s(y) by the constant v, and setting gior ~ g = —VsCo v/ ss,

we can obtain a modified version of Equation (2.5) valid under these conditions

Vg = Nstbss + p + sV Pss (2.35)

where
Vo =Varp — VrB (2.36)

Note that 1, is no longer position dependent. We can expand out Equations (2.10) and

23



(2.11) and obtain a new subthreshold expression for 1,

Y, 7
wp = Vg — NsYPss + Ep - 'Yp\/vg — NstPss + Zp (2.37)

Substituting Equation (2.37) into Equation (2.36) and rearranging leads to

7+75\/@ ’yp\/V Nstss + 2 (2.38)

If we now square both sides of Equation (2.38) and factorise, we obtain a quadratic in

Vs

2
l;"“ns Yss + VsV Pss — Vg =0 (2.39)

p

Taking the positive quadratic root, we obtain

2
2

Vs V5 Vg
_|_ 2.40
Vss l 2K3p+ 4K§p+Ksp (240)

where
Ky = 7—S+ns (2.41)
%

Note that s is the saturation potential for the charge sheet model without the linearisa-
tion of the body charge. This is because 1,5 is the solution for ¢. = 0 with g, = —vCos\/1s.
Problems can occur if the term inside the square root becomes negative, but note that
if V; < 0 then Equation (2.33) is not valid (the accumulation condition was specifically
excluded in order to simplify the one dimensional solution of Poisson’s equation). How-
ever, during Newton-Raphson iterations, the gate voltage may venture into this region.

Therefore, the following equation is used to ensure that V, remains positive.

Vgy = ¢¢1n (1 + exp (Z‘j)) (2.42)

and Vj, is used instead of V, in Equation (2.40).

2.7.2 Strong Inversion

In strong inversion, the condition s > 2¢p + Vi is met. Looking at Equation (2.33), it
can be seen that under this condition, the exponential term is dominant. We can therefore
obtain a closed form approximation by setting the other terms of 15 in Equations (2.10)

and (2.33) equal to some value ¢p. We can thus obtain the following expression

2 2 2

8 Y / 8 inv — 205 — V.

% (wsinv + ?p — Yp\/ Wsinv + Z) = ¢B + prexp <¢5mv ¢ZbF Cb> (243)
s

Wsiny = Vg - ns(ZSB (2‘44)

and
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Here 4;ny is the approximated strong inversion potential. A simple rearrangement of
Equation (2.43) yields the following result

L% W 7
Vsinw = 20F + Vep + ¢4 In a ? Wsiny + ? — Yp\| Wsinv + Z - ¢B + ¢t) (245)

where a factor ¢; has been added so that ;s = 15 when the following standard threshold

condition is met

Vare = Ve + 6B + 7V 0B (2.46)

Of course, we are still left with the problem of deciding the value to set ¢p. The obvious
choice, used in STAG?2 [6], is to set ¢p = 2¢F + V. This is a good approximation when
looking at the strong inversion region, but there is a loss of accuracy in the moderate inver-
sion region. An alternative expression, proposed by van Langevelde [20], has a functional
dependence on Vi sp, rather than a constant value. The constant value ¢p is replaced by

*, where

1/{95 - 2¢F - ‘/cb

i (e

The inclusion of the additional term in Equation (2.47) causes the surface potential in

V" =2¢F + Vep + (2.47)

moderate inversion to decrease more gradually, so that it follows the exact iterative solu-

tion much more closely.

In [20], it was found that Equation (2.47) need only be applied to one term of the surface
potential expression for good accuracy to be obtained. Similarly, it has been found that
for the new STAG3 formulation, we need only modify our expression for wg;, by replacing
¢p with ¥*. We can therefore conclude our strong inversion treatment with our final

expression for ¥giny.

Yor +Vip+ duln | L | 2 W o
wsinv = F cb ¢ 111 a ? Wsiny + ? — Yp\| Wsinv + Z - (2¢F + ‘/cb) + ¢t
s

where

wss - 2¢F - ‘/cb

i ()’

Wsiny = ‘/g =1 |20F + Vep +

2.7.3 A Single Piece Model

Equations (2.48) and (2.49) provide the basis for our development of a continuous expres-

sion for the device surface potential ¥s. As was done for [20], we would like to define a
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function f which gives a smooth transition between the sub-threshold surface potential

ss and 2¢p 4+ Vip,. In [20], the following expression was used

£ =05 v+ 208 + Voo = /(00 — 200 — Vi) + 42 (2.50)

where € is a smoothing function and is set equal to ¢;. However, it was found that using
this expression led to poor accuracy in the subthreshold region. In order to correct this,

we instead use an exponential transform, similar to those used in STAG2.

1+ exp [*(%g:r‘/cb)}
}

1 + exp |:wss_(2$tF+Vcb)

f=1ss+dtIn (2.51)

The exponential helps ensure that f becomes much closer to 45 in subthreshold, compared
to Equation (2.50). The next step is to simply replace all occurrences of 2¢r + Vi, with
f in Equations (2.48) and (2.49).

2 2 2
¢m=f+@m{;[ﬁ(m+¥—%ﬂw+?)—f+@

wss_f
e (455)

However, it was found that yet another transform needed to be applied in order to get

where

w = Vg — N f + (253)

acceptable subthreshold characteristics. We therefore introduce firqns

1

ftrans =
1+ exp {wss—<2¢g;vcb—6¢t)}

(2.54)

We apply this to the logarithmic term in Equations (2.52), since this is associated with
the strong inversion region, and we would this term to quickly become negligible in sub-
threshold. The 6¢; in the numerator and denominator of the exponent ensures a smooth

transition in the region just below strong inversion. Thus we obtain our final surface
potential expression

2 2 2
st = f + (1 - ftrans)¢t In {(;t [::g (w + ’Y?p - ’YPM) - f + &4 } (255)

Equation (2.55) is valid for long devices where the effects of velocity saturation can be

neglected. For the source end, this equation provides a very good estimate of the true

surface potential, and so it is used for the estimate 1y, i.e.

Va0 = Vst(Varn, VsB) (2.56)
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Similarly, we can obtain an expression for the drain end

Yar = Vst(Vars, VbB) (2.57)

Having reached this point, we have now developed a complete surface potential model for
the low field case. High field effects such as quantum effects and mobility degradation
complicate the picture considerably, and these will be looked at in detail over the next

three chapters.

2.7.4 Intrinsic Channel Current Expression

——— STAG3 model

- - - - Eindhoven model

Drain Current (A)
=
o
m
=)
(e}

1.0E-11 \ \ \ \
0 1 2 3 4 5

Gate Voltage (V)

Figure 2.5: Comparison of subthreshold characteristics using STAGS and
Eindhoven models. It can be seen that the Eindhoven model gives a non-
physical subthreshold slope.

It only remains now to complete our development of the intrinsic channel current expres-
sion. Looking back at Section 2.5, we can see that it is simply a case of substituting
Equation (2.56) and Equation (2.57) into Equation (2.29) to obtain an intrinsic drain

current equation without high field effects

IcHint = %Mocof(f(%/}stL) — [(¥st0)) (2.58)

where us has been replaced by g, the low field mobility.

In Figure 2.5 we plot the channel current logarithmically as a function of gate voltage,

for a drain voltage of 0.1V. We have also plotted the equivalent result for the Eindhoven
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model, which is obtained by replacing Equation (2.51) with Equation (2.50), and setting

ftrans = 0. It can be seen that the new STAG3 expression exhibits more physical be-

haviour in the subthreshold region.
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Chapter 3

High Field Effects 1: Mobility
Model

3.1 Introduction

Probably the single most important development in the understanding of carrier mobility
in silicon inversion layers came in 1979, due to the work of Sabnis and Clemens [1]. They
showed that plotting carrier mobility versus effective vertical field resulted in a single
universal curve at high electric fields, independent of impurity concentration or substrate

biasing. Deviations from this universal curve are seen to occur at low fields.

A great deal of work has been done to improve understanding of the physics of inver-
sion layer mobility in MOS structures [2-6]. In particular, there is much interest within
the numerical simulation community in developing more accurate mobility models [7-10].
Some of this work is too mathematically complex to be reduced into a convenient form
for compact models, but it is useful to understand the main mechanisms behind mobility
degradation. It is widely accepted [2,3,11] that there are three main scattering mecha-
nisms which impose a vertical electric field dependence on the inversion carrier mobility.
These are: phonon scattering, surface roughness scattering, and Coulomb (ionised impu-

rity) scattering. Let us briefly examine each in turn.

Surface phonon scattering can be considered as making a separate contribution to that of
the acoustic phonons associated with scattering in bulk carrier transport. This scatter-
ing mechanism has been theoretically calculated as having a dependence on the inversion
charge ¢. with a factor of proportionality of 1/3, provided that the inversion charge dom-
inates over the body charge (i.e. g. > qp) [5]. Since this condition corresponds to strong
inversion, and since ¢. is proportional to the effective vertical field E,css in this operating
regime, this translates to a 1/3 power dependence of the surface phonon mobility degra-
dation as a function of the electric field. This relation has been subsequently confirmed
experimentally [2]. This mechanism is more evident in older device technologies, where
Coulomb scattering is relatively unimportant, allowing phonon scattering to dominate at

lower gate voltages. As the vertical effective field increases, surface roughness starts to
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take over, since it has a stronger field dependence.

Surface roughness scattering is the result of carriers scattering from imperfections in
the Si/SiOq interface, and typically becomes dominant at electric fields in excess of
0.5MV/cm [9]. It has been found experimentally to have approximately a linear depen-
dence on the transverse electric field for holes, and a square dependence for electrons [2],
although the exact relation is dependent on the quality of the oxide interface [9]. In mod-
ern deep sub-micron devices, the required field strength is present almost immediately
above threshold, so that surface roughness becomes important across the whole gate bias
range. We would therefore expect phonon scattering to have a relatively minor impact on

the characteristics of deep sub-micron devices.

Coulomb scattering is due to ionised impurity atoms in the channel region and oxide. It
is more evident in highly doped devices, since these have more ionised impurities to cause
scattering events. Furthermore, the effect is most pronounced in the region below thresh-
old, when the inversion charge density is too small to screen the ionised impurities. Devices
whose carriers undergo strong Coulomb scattering can be expected to exhibit large mo-
bility degradation at low gate voltages. Mobility degradation due to Coulomb scattering
has been found empirically to have an inverse square dependence on the effective electric
field [2].

600
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"’0‘ AA
500 [ *o AA‘AA

450 |- &
400 ~

Mobility (cm”2/Vs)

* Surface roughness

300 - * Surface phonon
+ Coulomb
250 - — Combined mobility
200 | | | |
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Effective Field (V/cm)

Figure 3.1: Graph showing functional dependencies of different scattering
mechanisms on effective vertical electric field
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The combined effect of these different scattering mechanisms on the mobility is shown
in Figure 3.1. It can be seen that each mechanism has more influence in certain regions
of device operation, and we can also expect the technology generation to be a factor as
well. In older device technologies, we would expect phonon scattering to dominate at
low gate voltages, before gradually giving way to surface roughness scattering. In more
highly doped deep sub-micron devices, we would expect surface roughness scattering to
be evident at or close to threshold, where it would compete with Coulomb scattering.
At higher gate voltages, surface roughness would be the dominant mechansim. Any ef-
fects of phonon scattering would be likely to be confined to a small region of operation
just as strong inversion was reached, so that Coulomb scattering centres would be screened

by free carriers, while surface roughness wouldn’t yet dominate over the other mechanisms.

3.2 Compact Mobility Models

Having established that inversion carrier mobility is a complicated function of the vertical
field, the first issue that arises is how to mathematically describe the average effective
vertical field, E,.rr, as seen by the carriers in the inversion channel. A commonly used

expression is

Exeff(@zjs) _ fe QC(ws)e‘;fb Qb(¢s) (3‘1)

Note that we have indicated that E,.rs is a function of surface potential, and hence of
channel position, due to its dependence on the charges g. and gp. It is common practise
for compact models to set f; and f. to constant values; f; to 1, and f. to 0.5 for electrons
and 0.33 for holes [12-15]. The real situation is somewhat more complicated. In one fre-
quently cited study, Takagi et al. [16] showed experimentally that f. should only be equal
to 0.5 for electrons moving in the <100> direction. In the <110> and <111> it is instead

appropriate to use a value of 0.33.

A theoretical treatment by Krutsick and White [17], showed that it is more appropriate

to write E,crr as

fCQC(ws) + (1 — %) Qb(ws)

Emeff(ws) = €5 (32)

where Azy is the inversion layer centroid (the average distance of the carriers from the
Si/SiOg interface), and x4 is the depletion layer width. This accounts for the fact that
quantum effects cause the inversion layer to move further from the interface, once the
transverse electric field becomes sufficiently strong. In the classical low-field /high temper-
ature limit, Az; — 0, in which case Equation (3.2) becomes equivalent to Equation (3.1)

in the case f, = 1. This is discussed in further detail in Chapter 5.
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This early work was taken further by Vasileska, Ferry et al. [7]. They were able to show
a dependence of f. and f; on the level of impurity doping, and went on to conclude that

the doping profile could have an additional effect on fj.

The second issue to be addressed is to find an appropriate expression relating mobility
to the field. At one time, it was commonplace for circuit simuators to rely on the classic

empirical relation [18,19]

Ho

_ 3.3
1+ aGExeff ( )

Hazeff =
where pg is the bulk mobility, p,ers is the vertical field degraded effective mobility, and
Qg is a fitting constant. This semi-empirical relation is a simple linear expression, and so
provides a high degree of mathematical tractability when formulating model equations.
Having a simple mobility relation is helpful when formulating a compact model, since it
is highly desirable to have closed form expressions, in order to avoid undesirable iterative
algorithms. However, this convenience comes at the expense of accuracy, and while it has
been found to give reasonable results for longer channel devices (above 1um), the model

becomes increasingly inaccurate as devices are scaled down into the sub-micron region.

Work undertaken during the course of this study has shown that the standard mobility
model, in conjunction with established extraction techniques [19,20], can lead to differences
of up to 50% between extracted and optimised values of the mobility model parameters.
Even after optimisation, it was difficult to obtain adequate curve fits across the full range
of device geometries and bias conditions, using a single parameter set. Indeed, it has often
been found necessary to extend parameter optimisation beyond those model parameters
directly associated with the mobility expressions. For this reason, the inclusion of various
second order short channel effects can improve the fit, whilst at the same time compen-
sating for (and thus concealing) shortcomings in the mobility model. Needless to say, this
is something which is best kept to a minimum in a physical model. Second-order effects
can always be accounted for empirically, but if they are added to a sound core model,
then there is a reduced likelihood of overlap between the different parts of the model and

different groups of parameters.

Because of the mathematical convenience of using Equation (3.3), some channel compact
models have been content to use what really amounts to a long channel mobility expres-
sion [14,21]. Other models have employed fitting parameters to improve the accuracy; the
Motorola model [22] and the BSIM3 model [23] are two examples. While this is an improve-
ment, such expressions still try to lump contributions from several scattering mechanisms
together, and so they still lack a physical basis. It needs to be appreciated that mobility
degradation is a first-order effect, with a major impact on device characteristics, and so

any short-cuts taken in simulating this aspect of device behaviour can potentially have
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serious repercussions for the overall usefulness of the model.

Although expressions have been devised which incorporate the main physical mobility
scattering mechanisms [2,24], it was not until quite recently that attempts started to be
made to incorporate more physical models in circuit simulators [12,13]. The next logical
step-up from the inverse linear relation is to add an extra term to account for the strong
contribution of surface roughness scattering at high electric fields. This can be accounted

for quite easily by making the denominator a quadratic expression.

Ho
E 3.4
,Uxeff 1 91 el f 02 geff ( )

This expression is used in several models [25,26]. It is still essentially an empirical ap-
proach, since 01 and 0y are treated as fitting parameters and no attempt is made to relate
them to the physical scattering mechanisms. One of these models, LETISOI [26], has one
further term in the denominator which is proportional to the depletion charge at thresh-
old, and which therefore provides a measure of the contribution from Coulomb scattering.
However, this term is constant and thus does not account for the charge screening by the
inversion layer. In fact, one consistent trend among all but the most recent generation
of compact models is a tendency to attach little importance to the Coulomb scattering
contribution. This can lead to errors around threshold, where the Coulomb scattering

term, while not necessarily dominant, is certainly non-negligible (see Figure 3.1).

A compact MOSFET model by the University of Eindhoven, designed specifically for accu-
rate modelling of distortion analysis, [12] was among the first compact models to feature a
mobility model that explicitly included some of the physics of inversion layer carrier scat-
tering. Surface roughness and phonon scattering mechanisms are included, but Coulomb
scattering is not. This has probably been omitted to make the equations easier to solve,
and in any case is less important to them, since their model concentrates more on accuracy
in strong inversion. Nevertheless, the model is quite physical as a result of these inclusions,
especially since additional empirical measures are taken to improve the fit to experimental
data [27].

More recent models have included more sophisticated expressions for the mobility degra-
dation. The HiSIM model includes the three scattering components described in this
chapter [28]. The PSP model combines the surface roughness and phonon scattering com-
ponents into a single adjustable power term, together with a separate Coulomb scattering
term [29].
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3.3 STAG Mobility Model

The new work with the STAG3 model is intended to make certain key improvements to the
original STAG model. The old linear model used in STAG2, described in Equation (3.3),
has been replaced by a physical mobility model, one which includes a functionally correct
Coulomb scattering term, in addition to the phonon and surface roughness contributions.
The basic intention is that the new STAG3 mobility expression could be used to reconstruct
a complete mobility curve, including both the universal and non-universal components de-

picted in Figure 3.1.

In order to incorporate the new mobility model into the surface potential treatment intro-
duced in Chapter 2, it is necessary to define some new quantities. Since it would be too
complicated to try and model the mobility degradation as a function of channel position,
we will take the standard approach of applying an averaged value along the entire channel.
We therefore start by obtaining expressions for the channel and body charge, averaged

along the channel.

1 hsr

Gbav = /l/m)/u)so Qb(¢s)dws (3-5)
1 7wbsL

Qeav = wsL_wsO/so QC(ws)dws (3'6)

Substituting Equation (2.18) into Equation (3.5) and Equation (2.26) into Equation (3.6)

— , Os
Qbav = Vscof ( wstO + 5 [wsL - 1/%0]) (37)
Geav = Lof (VGT - % [wsL + %0]) (3'8)

Finally, we can use Equation (3.1) to define the averaged vertical electric field in terms of

Gbav and Geqy -

Ezcw _ (chCaU + bebav) (39)

€si

We can now use these averaged values to relate the contribution of each scattering mechan-
sim directly to the surface potential at the source and drain. We shall now examine the
form of each scattering term. In the following sections, « is used to denote a model

parameter.
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3.3.1 Phonon Scattering

The generally accepted dependence of phonon scattering on vertical field in a MOS inver-

sion layer is given by [2].

-1/3
Hph X Emef/f (310)

According to [30], it is appropriate to use an inverse linear temperature dependence for

Hph -

fpn, o< T4 (3.11)

The phonon contribution can thus be modelled as

rav

AT
Gon = apn EX3 [1 + T} (3.12)

3.3.2 Surface Roughness Scattering

Surface roughness scattering starts to dominate over phonon scattering at higher gate
voltages. While the power dependence of this scattering mechanism is somewhat influenced
by the interface quality and gate material [9], the most commonly used expression for

electron scattering at the oxide interface is

psr o B2 (3.13)

Although [9] found that pg,. should vary with temperature, the dependence is expected to
be very weak. We will therefore neglect the temperature term.

Gor = e B2 (3.14)

rav

3.3.3 Coulomb Scattering

This scattering contribution is most dominant close to the threshold voltage, since scat-
tering due to ionised impuries is greatly reduced by the screening of the inversion layer at
higher gate voltages. It has been found empirically that the magnitude of the scattering
term is inversely proportional to the channel charge density [2]. In order to obtain a more
numerically stable expression, the approach taken by Villa et al [8] was adopted. Since
the emphasis is on deriving an accurate expression around threshold, at low inversion
charge densities, a non-degenerate version of (10) in [8] was derived. This then leads to

an expression of the form:
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*

2
M 3 Ly,
= —— F°. (1 3.15
Heow = Ny Lon ( +F-Ls) (3:.15)

Some explanation of the terms in this equation is required before we go any further. Firstly,
as can be seen by considering the units of the expression, p* is actually the unscreened
mobility per scattering centre per unit area. The Coulomb scattering limited mobility picoy
is inversely proportional to the impurity doping concentration (which we take to be the
body doping concentration Np), and also Ly, which is the characteristic ”thermal length”
of the carriers for a given average thermal energy k7. This is treated as a constant, and
at room temperatures, Ly, = 25A [8]. The term in brackets represents the increase in
mobility due to screening of scattering centres by the inversion layer, with Ls being a

characteristic screening length.

The F?3 term is included to account for the effects of degeneracy. F is defined as ratio

between the Debye-Hiickel length Lpp and the effective screening length.

A

— 3.16
Tom (3.16)

The reason for there being a cubic term in (3.15) is that the degeneracy has a dual effect
on the mobility. Firstly, it increases the average electron momentum. Consequently, the
thermal length L;;,, which is the inverse of the electron wavevector, is decreased by a factor
F. Secondly, it also increases the electron kinetic energy, from kT to F2KgT , so that

w* is also increased by the same factor.

However, we need to simplify the expression given in (3.15). To do this, we need to con-
sider that the main reason for including the Coulomb scattering model in the first place
is so as to improve the accuracy of the mobility model close to the threshold region, since
it is only here that it is comparable to the other scattering contributions. In other words,
we are only interested in the non-degenerate case, and are less concerned with accuracy
further into the strong inversion region, where degeneracy might occur. With this in mind,

we can very simply obtain a non-degenerate version of (3.15) by setting F' = 1.

* 2
U Lyp,
== (|1 1
Heow = N Lon ( * Ls) (8:17)

We can also apply the non-degenerate condition to Lg, which from equation [8] gives

(3.18)
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Since g. = gN., we can substitute Equation (3.18) into Equation (3.17)

* 2
M LthQQC
=2 (1 3.19
Heow = Np Lon ( * 2esikT) (8.19)
:U'* q 2
- (1+ C) 3.20
freou Np - Ly, ( qs0 (3:20)
q 2
Lheou X (1 + C) (3.21)
qs0

where g5 is some characteristic charge density associated with the screening of the inver-

sion layer.

theou X T (3.22)
Geou = N ( 450 )2 (3.23)
cou cou [1 4 %} qs0 + qc

3.3.4 Complete Model

Finally, we need to combine the effects of the different scattering mechanisms in such a way
that we are left with an averaged value for the channel mobility, expressed as a function of
the electric field (and hence of the surface potential). By far the most common approach
is to use Matthiessen’s rule [2,3,8,11-13, 16, 24, 30-36], which gives an expression of the

form

o1 1]
Kaeff = [Mph + o + MCOJ (3.24)
While the application of Matthiessen’s rule to this problem is certainly mathematically
convenient, the validity of doing so isn’t straightforward from a device physics point of
view. The rule is only valid in the case where scattering occurs through short-range, lo-
cal events. In such a case, each scattering mechanism is unaffected by the others, and
the total scattering rate can be expressed as the sum of the individual scattering rates
from each mechanism. However, if a given scattering mechanism has a long-range com-
ponent, this can be influenced by scattering events due to other mechanisms, in which
case the different mechanisms cannot be treated separately. In this case, the mechanisms
are considered to be coupled, and using Matthiessen’s rule to combine their scattering

contributions becomes invalid.
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A few studies have examined the degree to which Matthiessen’s rule can be legitimately
applied to the problem of determining carrier mobilities in silicon inversion layers. The
first in-depth study was conducted by Lee et al [3], and examined the relation between
surface roughness and phonon scattering mechanisms (at the time of the study, Coulomb
scattering was less relevant, since channel doping was not as high as today). It was found
that Matthiessen’s rule could be used to accurately combine the contributions from these
two mechanisms, provided that the effects of inter-valley scattering were also accounted
for. The occupancy of these different energy valleys is a complicated function of the elec-
tric field, but the main trends can be qualitatively described. At low vertical electric fields,
the carrier population is fairly equally distributed among all the available energy valleys,
which include longitudinal valleys (high effective mass and hence low mobility) and trans-
verse energy valleys (low effective mass, high mobility). At sufficiently high fields, the
population redistributes into the high mobility transverse valleys; of course this increase
in the mean carrier mobility must be set against the increase in phonon and surface rough-

ness scattering.

The basic upshot of this is that Matthiessen’s rule seems to be valid way of combining
the scattering contributions due to surface roughness and surface phonons. The fact that
account must also be taken of energy valley populations is a separate issue; it doesn’t
say anything about the interaction between different scattering processes, but rather in-
dicates that there is an additional functional dependence between mobility and electric
field - beyond that introduced by each process - which needs to be taken into account in
an accurate physics-based model. It is however rare for a compact model to address this
issue. To the author’s knowledge, only the University of Eindhoven compact model has
explicitly acknowledged the findings of [3], attempting to account for this effect through

an empirical modification to the standard Matthiessen’s rule expression [12].

A second, more recent study by Ishihara and Sano [37] provides a detailed theoretical treat-
ment examining the coupling between the phonon and Coulomb scattering mechanisms.
Among other findings, it was concluded that it is more valid to apply Matthiessen’s rule
in some regions of device operation than others. Specifically, when the inversion charge
is relatively high, it is expected that the high carrier charge concentration will screen
out the effects of phonon scattering. As a result the two scattering mechanisms will be
uncoupled, and Mattiessen’s rule is valid. In contrast, for low charge concentrations,
there will be a coupling between phonon scattering and Coulomb scattering, such that the
Coulomb potential is effectively cut off by phonon scattering. This is unfortunate, since
in strong inversion surface roughness is the dominant scattering mechanism, and any er-
rors in the Coulomb and phonon contributions would be less important anyway. Instead,
using Matthiessen’s rule means that the error will be greatest at low gate fields, which

is exactly where we would like an accurate prediction for these two scattering mechanisms.

In summary, there are two factors which might introduce errors when using Equation (3.24),
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assuming that our expressions for each scattering contribution are accurate. The first is

that coupling between scattering processes might render Matthiesssen’s rule invalid. There

have only been a limited number of studies in the literature, so it is very difficult to ob-

tain a complete overview on this, but we have seen that we can certainly expect this for

Coulomb and phonon scattering at low gate fields. The second factor is the effect of energy

valley re-population as we move from low to high gate fields.

The vertical field limited effective mobility pi,.fs is given by

Ho _ Ho
1 + Gph + Gsr + Gcou G'U

Hzeff = (3.25)

where G, G, and Gy, are the contributions due to phonon, surface roughness, and

Coulomb scattering respectively.
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Chapter 4

High Field Effects 2: Lateral Field
Model

4.1 Introduction

l‘I-JstO l'IJstL
. Gae |
N+ Channel N+
P-type body

a) No velocity saturation (S=1)

Wso Wy sat
P-type body
Transition to
saturation region
b) Velocity saturation (S>1)

Figure 4.1: Representation of a MOSFET a) in the linear regime, with the
inversion channel extending all the way to the drain terminal, and b) in satu-
ration, with the channel terminating at the transition to the saturation region.

In the previous chapter, we looked at the issues relevant to the development of a vertical
field mobility model, one that could be used to provide an accurate description of the
mobility dependence on the vertical component of the electrical field, having first made
the assumption that the lateral component is small in comparison. If such an assumption
were generally valid then the construction of MOSFET compact models would be greatly

simplified. However, this is only true for low values of drain-source voltage; beyond a
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cerain point, quickly reached in modern sub-micron devices, the lateral electric field be-

comes too large for its influence to be ignored.

Figure 4.1 shows how a high lateral field affects device operation. In Figure 4.1 a), we
depict a NMOS device, biased in strong inversion. The channel extends all the way to the
drain, and the drain surface potential is simply . In Figure 4.1 b), we show the same
device, but with the drain voltage increased to the point where velocity saturation of the
carriers has occured. The channel now terminates before reaching the drain; the surface
potential at this point is ¥szsqt, the drain saturation surface potential. This concept of a
saturation surface potential was first published in [1], and was used in the original STAG2
model [2].

In effect, ¥s1sq¢ is the maximum value that 1,7 can attain in the model. Assuming that
Vbs > 0, the surface potential at the drain end cannot be less than that at the source
end, being 150 ~ ¥s0. Also, if no velocity saturation effect were to be included, then the
drain saturation potential would be attained when the channel charge density q. vanishes.
Using these criteria and the linearised channel charge expression in Equation (2.19), the
upper bound of the saturation potential is found to be V?GT Therefore, the saturation
potential including high field mobility effects is defined in STAG2 as [2]

)
¢3Lsat = Q;Z)stO + § (41)

where 1 < § < o0, and ¥ = (Vgr/a) —1st0. In the limit of no velocity saturation (S = 1),
Ysrsat = (Vor/a), whilst in the limit of excessive velocity saturation (S — 00), ¥srsat
tends asymptotically to 1. Thus, it is ensured that 4154 is limited to a physical range

of values.

4.2 Modelling Velocity Saturation

The STAG model uses an expression for the channel current Io gy of the form:

To = L g [F (War) = 1 (b)) (4.2)

where pir¢ is the total effective mobility, and f(v,) is given by (2.30). Most compact
models, including STAG, take the same basic approach to modelling jicry. The following

empirical relation is commonly used [3-6]
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S=1 (saturation only)

a L = = =S=1 (including strong inversion transition)
e—S>1 (saturation only)

= = =S>1 (including strong inversion transition)

Surface Potential (V)

0 I I I I I
0 1 2 3 4 5

Gate Voltage (V)

Figure 4.2: Plots of surface potential against gate voltage, with (red line) and
without (blue line) the effects of velocity saturation. Note that the difference
is only seen outside strong inversion - at the appropriate value of gate voltage,
both curves transition into the dotted lines.

fofs = Haeff (4.3)

Nl

where Ey.rs is the average lateral field experienced by carriers in the channel, E,. is the

critical lateral field corresponding to the onset of velocity saturation, and § is normally a

fitting parameter. F. is generally defined as

B, = Usat
Hxeff

(4.4)

where vy, is the carrier saturation velocity. It will be recalled that ficrs is the vertical
field limited mobility, an expression for which has already been derived for STAG in Equa-
tion (3.25). Substituting Equation (4.4) into Equation (4.5) gives us

I
Heff = velf 1 (4'5)

{1 + (“»’CefnyEff>ﬁ:| B

VUsat

There has over the years been a certain amount of controversy over the ’true’ values of vy,
and B. There has been a kind of general consensus that g should be set to 1 for PMOS
and 2 for NMOS [5]. The established literature value for vy, for electrons is 1 x 107

1

cms™*. Compact models, on the other hand, sometimes use S5=1 for both cases, on the
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grounds that it makes the mathematics more tractable, with vs, usually being employed
as a fitting parameter. Various groups have made attempts to resolve this issue. Tak-
ing the case of electron mobility, around which the majority of previous work has been
centred, Assaderaghi et al. found a value for vy of around 8.5 x 10% cms™!, and for S
of 1.4 [3]. Roldan et al. concluded that the optimum value for vs, was 1.1 X 107ems™1,
and that 3 was not a constant but was itself a function of Ey.r¢ [4]. A more recent, and
possibly more rigorous, study by Hoyniak et al. found that a unity value for 5 gave the
best experimental fit for both NMOS and PMOS devices, but that vs,; was somewhat
lower than most other literature values, at 4 x 10%ms™! [5]. A distinguishing feature of
this work is that the range of E,.r¢ over which the fitting was performed exceeds that of
any previous study by a factor of 5-10. Such a large range is indeed required if the whole
operating range of a deep-submicron device is to be accounted for; furthermore the results
seem to indicate that neglecting the upper part of the Ey. ;s range may very well lead to

an overestimation of both wvs,; and £.

The source of all this confusion has been put down to numerous reasons, including differ-
ences in extraction technique, different definitions of vs4¢, and different technologies being
examined. This last one is particularly problematic, since other short-channel effects can
easily affect the results unless they are properly accounted for in the model, and these
effects can vary considerably between different technologies. One possible source of error
which has received little discussion is that the velocity saturation model and its param-
eters is closely tied to the vertical field model. As was discussed in Chapter 3, vertical
field models have evolved considerably over the past 5-10 years, and quite a number of
variations are now in use. This lack of consistency, coupled with the general failure to
provide details of the vertical field expressions, makes rigorous evaluation of the published

literature very difficult.

4.3 STAG Lateral Field Model

4.3.1 Series Resistance

STAG2 already provides the facility to model source and drain series resistance exter-
nally. However, these external resistances introduce two internal nodes into the devices
MOSFET sub-circuit model. This is acceptable when simulating small circuits or simple
devices, but with larger circuits we might expect simulation time to increase significantly.
Furthermore, apart from the algorithms introduced to scale the series resistances auto-
matically with device width (discussed in Chapter 7), these nodal resistances are constant,

quite independent of terminal bias.
With the emergence of drain engineered devices such as Lightly Doped Drain (LDD) MOS-

FETs, the series resistance can have a strong dependence on the drain and particularly

the gate bias. In order to model this dependence, and also to eliminate superfluous inter-
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nal nodes, a new internal model was introduced [7], with separate equations for Rg and Rp.

aR1
Rs = Rgint | 1+ 4.6
ST t( aR2+VGfB—VFB> (46)

aRr1
Rp=Rpim | 1+ 4.7

o are + Vo — Vi (4.7)
where Rgint, Rpint, ar1, and agre are fitting parameters. Rg;,: and Rp;,: are inversely
proportional to W. Adding the source and drain contributions gives the total series resis-
tance fr (note that because fr appears in the denominator of some equations later in this
chapter, Rgin: and Rp;n: are set by default to a small, non-zero value to avoid numerical

problems).

fr=Rs+Rp (4.8)

Finally, again following the approach in [7], we include the series resistance contribution
as a term in the denominator of the mobility expression. Equation (3.25) is therefore

modified to become

Ho

= —— 4.
Hxeff Gv+fR ( 9)

4.3.2 Velocity Overshoot

So far, our discussion of carrier mobilities have assumed that the device is operating under
the standard drift-diffusion model for carriers. In other words, the carriers are in thermal
equilibrium with the silicon lattice, exchanging energy with it as they undergo scattering
events. The maintenance of this thermal equilibrium is what causes the drift velocity of
the carriers to be restricted to a particular maximum value, which we already know as the

saturation velocity.

In deep sub-micron devices, however, the electric fields become sufficiently strong that
the drift-diffusion model no longer fully applies. The carriers receive enough energy from
the lateral electric field that they remain out of thermal equilbrium with the lattice. The
carriers are now said to be undergoing ballistic transport. The result is an increase in the
device transconductance, which exceeds the theoretical maximum value applicable to a

drift-diffusion only model. The effect is termed welocity overshoot.

In order to model this effect, we start with the treatment given in [8]. The increase in the

local field-defined velocity in the drift-diffusion model, vp, is given by
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v=up (14 FBTHess0 AByess (4.10)
quatEyeff dy

At high values of Eycf¢, vp approaches vsq:. We can therefore apply Equation (4.10) to

Vst 1O Obtain an new effective value which we will call vsgi o

kT laesy dByers
Vsat_vo = U 1+ 4.11
sat_vo sat ( quatEyeff Cly ( )
We now need to find expressions for Fy.rr and dEg;f L. For this, we use the following
standard expressions [9]
Fyepy = ot t0) 7 L) (4.12)
dEyeff _ Gyo (wsL - ¢SO) (413)

dy L?

where a,, is a constant of propportionality. Substituting Equations (4.12) and (4.13) into
Equation (4.11) gives

kgTu
Vsat_vo = Vsat + avoixeff (4.14)
qL
We now lump the various constants into a single model parameter A,
T
Usat_vo = Usat + Avo ,umegf (415)
Finally we need to simply the expression by replacing pi,.rr with pg
ol
VUsat_vo = Usat + AUOL (416)

L
4.3.3 Final Expression

We need to obtain an expression for p.s; in terms of the surface potential. Most of the
work has already been done; all we have to do is to substitute pgerr and Eyepp, from
Equations (4.9) and (4.12) respectively, into Equation (4.5), and replace vsq; with vsat_vo
from Equation (4.16). Simplifying then yields the following expression
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Ho

Y1 —Ys 2
GU\/{l + (GvflositLiAm%T)) } + fr

Heff = (4.17)

4.4 Calculation of Saturation Surface Potential

The standard approach to solving ¥sr s 1S to equate it to the drain surface potential at
which the channel current turns over (reaches saturation) [10]. Therefore, ¥s;, = Ysrsat

when the following condition is met:

dlcu
8Q;Z}sL

=0 (4.18)

If 1s1.sqt is over-estimated, it can result in a non-physical rollover of the channel current [1].
Figure 4.3 shows the effect of this on the device characteristics. Problems can occur even
if the over-estimation is just a few mV. So, while it is therefore important to ensure that
YsLsat 1S calculated as accurately as possible, we must give the highest priority to ensuring

that our value does not even slightly over-estimate the exact solution of Equation (4.18).

0.012

001 -

0.008 r

0.006 r

0004 — Exact value of saturation surface potential

Channel Current (A)

0.002 - — Over-estimated saturation surface potential

0 1 2 3
Drain Voltage (V)

Figure 4.3: Plot of channel current against gate voltage, showing the non-
physical behaviour that occurs if the saturation surface potential is overesti-
mated.

It is interesting to note that little coverage is given to the determination of ©srsq in

the literature. Older empirical models did not have to worry about this, being piece-
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wise models which often contained discontinuities at the boundaries between operating
regimes. Early surface potential models were often formulated using simple expressions,
so that (4.18) yielded a quadratic expression for 1srsqt [1,11]. But newer models employ-
ing more complex mobility relations cannot go down this route without sacrificing some
of their accuracy. One possibility is to approximate with a series expansion, but there is

not necessarily any guarantee that the resulting expression will avoid the roll-over problem.

Another approach is to retain the effect of vertical field degradation when calculating Iy,
but neglect it when calculating ¥srsq: [7]. This has the benefit of avoiding roll-over; be-
cause vertical mobility degradation acts to delay the onset of saturation, and thus raises
the drain surface potential at which it does occur, removing it from the calculation ensures
that the approximate solution for ¥4y will always be lower than the exact solution of
Equation (4.18). Because the G, term in Equation (4.17) is being set to 1, the only func-
tional dependence on 57, comes from the velocity saturation term (the second term in the
denominator). The result of the differentiation, after making suitable approximations, is

therefore an easily solvable quadratic equation.

Without further ado, let us proceed with the treatment for obtaining 11,5 in the STAG3
model. We will make the popular assumption that £ should be set to 1 for PMOS and 2

for NMOS in Equation (4.5), and we will consider the more complex case of § = 2.

Attempting to directly substitute Equations (4.2) and (4.17) into Equations (4.18) leads
to a very complicated expression. This is because G, in (4.17) has a complex functional
dependence on the surface potential (due to there being three contributing terms: G,
Gph, and Geoy). We would like to simplify the mathematics, but we would prefer not to
completely ignore the effects of vertical field degradation by setting G, to 1 as in [7]. A
compromise is to replace G, with G, the mobility reduction factor at the source end of
the channel. Since we are now using g, the surface potential at the source, instead of
the average surface potential along the channel, G,¢ will be a constant, and will not vary

with 1sr. In other words

anO
877Z)sL

—0 (4.19)

Thus we can simplify the mathematics considerably, whilst still getting some kind of esti-
mate for the effect of the vertical field in delaying the onset of velocity saturation. Since
the magnitude of G, is less than G, we still ensure that our approximate sy ¢ Will be
lower than the exact solution of Equation (4.18). Hence, we are guaranteed to avoid roll-
over, though our error will be smaller than [7]; clearly, using G, = G, is more accurate

than simply setting G, = 1.

If we set Gy, = G in Equation (4.17), we can then re-write Equation (4.2) in the form
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WC,r o

Icy = L 4G+ Lf (sz) — | (s0)] (4.20)
where
_ fto (Ps — ¥so) ?
Yoot = \/1 (Gt ) (4.21)

If we now apply Equation (4.18) to Equation (4.20), we obtain the following

dlcn _ WCoy ( df (sr) | dpesy )
= e sL) — s = 4.22
Of course, we need to derive expressions for % and dd’;%. From Equation (2.30), it
can easily be seen that
df (¢s
deZpLL) = Vopr — atsr, (4.23)
Similarly, we find that
dpte ff —Ho ( dy dG oy )
= Gy + sa 4.24
der, ~ WoatGoo + T2 \ oy, " (424

where from Equation (4.21)

dysat M(Q) (Q/)SL - %0) { ) deO }
= Gyo — sL — Ws
d¢sL G?)O (UsatL + )\UO,MUT)Q v dwsL (d} L d} O)
20 (Wsat L + AvoptoT)?
B St (eat +2 ,U«20 ) 2 (4.25)
Gvo ('UsatL + )\vo,UOT) + 1g (wsL - 1/150)
If we substitute Equation (4.23) and Equation (4.24) into Equation (4.22), we get
Ho
Vv _
yS(ZtGUO + fR ( GBT OZ'QZJSL)
dYsat | dGy
—— Goal | S0yt | [F (az) — £ (50)] = 0 (4.26)

(YsatGuo + fR)2 °0 dsp,  disy,

Now multiply both sides by % (yGwo + fr)* and apply Equation (4.19)
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(yzatG'UO + ysatfR) (VGBT - awsL) - ysathOdiyL [f (w5L> - f (%0)] =0 (4'27)

When Equation (4.27) is expanded out, we find that we now have only a single term
containing a fractional power of ¢;. We therefore take a Taylor expansion of ys.:fr, and
then solve the resulting polynomial. Since 7, = Y51t at roll-over, we introduce it now

in place of 1,y,.

ngsat + al¢§Lsat + G/QwsLsat +as = 0 (428)
where
2
a1 = _3¢50 + P |:GU0 (UsatL + AUO#OT)2:| ZsatfR (429)
0

2 %
az = 3¢§0 + ) Gwo (UsatL + >\vo,U/0T)2 Goo + Ysat JR — Zsat fR | Yss + -G (430)
Ho @
2 Ve
az = —¢§’o - ? |:GU0 (UsatL + AUOMOT)Q} % [GUO + ysatfR - Zsatwass] (431)
0
and
2 _
Zsat = Ho (¢8L wso) (4‘32)

ysatG%Q (UsatL + )\UO,LLOT)2

The problem with deriving ¥ssq; in this way is that it does not ensure that ¥, ¢4 remains
in the physical range discussed in Section 4.1 (Vg0 < VYspsar < %) Attempts to use
this formulation in STAG3 resulted in non-physical results and numerical evaulation er-
rors. In particular, problems were encountered when the body potential was greater than

the source and drain potentials (Vsp < Vpp < 0).

In order to resolve this problem, we use Equation (4.1) to confine 1154+ to a physical range
of values, just as was done in STAG2. We substitute Equation (4.1) into Equation (4.28),
multiply by S3, and simplify to obtain the following cubic equation in S

53 + a152 +a2S +a3=0 (4.33)
where
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a1 = Agq — 1 (4.34)

s = —Auas (4.35)
a5 = — Ay (%) (4.36)

and
Asor = Guwo + fr (CJZ%:IEMS — sto]) (437)
Co = \/1 n Gvsat(l/fgsvo— ¢st0)2 (4.38)
o = Gusat (Vss — Psto) (4.39)

CoGro?

Using Equation (4.33)-(4.39) allows us to compute S in a robust manner. Converting to
YsLsat 1S simply a matter of using S in Equation (4.1). We shall return to the inclusion of
YsLsat N our surface potential model at the end of Chapter 5, once our high field treatment

has been concluded.
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Chapter 5

High Field Effects 3: Quantum
Mechanical Model

5.1 Introduction

V(X)

A /
EZ

AE

v
x

Figure 5.1: Representation of a quantum well formed by strong conduction
band-bending close to the silicon-oxide interface. The lowest three quantised
energy levels are also shown.

As devices have been scaled down into the deep-submicron regime, it has been necessary
to increase the doping of the silicon layer in order to control threshold voltage and to
suppress short-channel effects. This has in turn led to an increase in the vertical electric
field being applied across the inversion layer. With increased doping levels, it becomes
possible for the gate field to be sufficiently strong - even around the inversion threshold -

to induce significant band-bending in the conduction band (or valence band in the case of
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holes) close to the silicon-oxide interface. When the width of the confining potential be-
comes comparable with the thermal de Broglie wavelength of the carriers in the inversion
channel, those carriers find themselves subject to quantum mechanical confinement in the
direction perpendicular to the interface [1]. In effect a quantum well is created between

the interface and the conduction band. This situation is illustrated in Figure 5.1.

v
x

Figure 5.2: Comparison of the classical and quantum mechanical distribution
of inversion layer electrons as a function of depth into the silicon. zcop and
zom give the average distance of electrons from the silicon-oxide interface in
each case.

This quantisation of the inversion layer carriers leads to two important effects, both of
which arise from basic quantum well theory. The first is that the perpendicular compo-
nent of the carrier energies can no longer take on a continuum of values, but instead are
restricted to certain quantised states. The lowest of these energy states, the ground state,
does not lie on the conduction band, but is displaced by some energy value AE,. Since
carriers now require more energy to enter the conduction band, and hence contribute to
the inversion charge, we see a reduction in the inversion charge density for a given surface

potential [2]. This can also be viewed as an effective increase in the threshold voltage [3-5].

The second effect relates to the distribution of carriers within the inversion layer. It is
usual for compact models to assume that the charge sheet model [6] is valid. In other
words, the inversion charge consists of an infinitessimally thin conducting layer located at
the silicon-oxide interface. This is consistent with the classical nature of the assumptions
underlying these models. In a confined system, it is no longer valid to assume that the

entire carrier population is located at the interface. Instead, it is distributed through the
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quantum well, and the centroid is displaced away from the interface by some distance
Azr [2]. This quantity was introduced in Equation (3.2), and results in an effective in-

crease in the gate oxide width [3,4].

Figure 5.2 depicts the situation for electron distribution in the semi-classical and quantum
mechanical regimes. In situations where quantum effect are ignored, it is assumed that
Azr = Azcp. Furthermore, it is often common practice to assume that Azgr = 0 - in
other words that the entire carrier population is located in an infinitesimally thin charge
layer located at the silicon-oxide interface. This assumption is acceptable for situations
where t,5 > Azgu, since the effective increase in the oxide thickness is small compared
to the real value. However, in modern MOSFET devices, t,¢ is typically only a few nm,
while Azgys has a field dependent value which is of the order of ~Inm. Thus, it now

becomes preferable to set Azr = Azgay.

Another difference of the quantum confinement model compared to semi-classical one is
depicted in Figure 5.3. Here we plot the density of states (DOS) for the electron population
in a NMOS inversion layer against the carrier energy (with the x-axis origin taken as E.,
the semi-classical value of the bottom of the conduction band). We see that the classical
DOS distribution is a continuous function that begins at E.. In contrast, the quantum
mechanical distribution matches a 2-D step-like DOS profile, corresponding to a number
of discrete subbands, each of of which has constant electron occupancy over the energy
range pertaining to that subband [2]. In the literature related to quantum confinement of
the inversion layer, many treatments begin with the assumption that the inversion layer is
operating in the electrical quantum limit, when all the inversion carriers occupy the lowest
subband. This occurs in the limit of high electric fields and low operating temperatures,
such that the thermal carrier energy kg7 is small compared to the separation between the
subbands. In real devices this assumption is generally not valid, resulting in errors when

predicting deviations from the semi-classical case.

Note that Figure 5.3 is only intended to give a idea of the qualitative differences between
the 3-D and 2-D DOS profiles. For more precise profiles, together with a more detailed
treatment of the influence of how changes in the DOS structure influence device behaviour,

references such as [7] should be consulted.

5.2 Quantum Theory of MOSFET Inversion Layers

Much of the work in this area uses results from a few early papers which developed
approximate expressions to determine the quantized energy states in a MOS inversion
layer [1,2]. A lengthy but comprehensive review paper gives extensive background on
these and other early studies [8]. Due to the complexity of many real quantum systems,
it is usual for self-consistent computational calculations to be employed. Where a high

degree of accuracy is needed, this holds true for silicon inversion layers as well. However,
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Figure 5.3: Representation of the density of states (DOS) for 2D and 3D
electron distributions

given some approximations, it is possible to reduce the complexity to the point where
analytical expressions can be obtained for important quantities. In one early paper by
Stern [2] two methods are summarised which have yielded particularly useful results for
subsequent work. These are the triangular potential approximation and the variational
method.

5.2.1 Triangular Potential Approximation

Strictly speaking, the band bending created close to the interface follows a parabolic curve.
Accurate results are obtained when simultaneously solving the Schrodinger and Poisson
equations using a parabolic potential profile [9]. However, numerical iteration is needed
to arrive at the solution. The same is true if a logarithmic potential is used instead [10].
A useful simplification is to replace the parabolic potential with a triangular one. This
permits an analytical solution, if a second simplifying assumption is also made - that the
interface is an infinite barrier. In other words. it is assumed that there is no penetration

of the carrier wavefunction into the oxide.

Under these assumptions, the expression for the energy of a particular quantised state is
found to be [2]

h2 1/3 3 3 2/3
E;; = L I I 1

where E,.rs is the effective vertical gate field defined in Equation (3.1), E;; is the jth

99



energy level in the ith valley (referring to the energy bands), and m; is the effective mass
in that valley. Since Ej; is expressed relative to the bottom of the conduction band, we

can find AE, by setting it equal to the lowest energy state

h2 9 :|2/3

1/3
AEg = E10 = () |:87Tqu€ff (52)

2m1

While the triangular well approximation is an appealing prospect because it offers closed-
form solutions, the question must be asked: how much accuracy is being lost? Let us
consider the infinite barrier approximation first. A recent study by Kauser et al [11] has
showed that this is a valid assumption, with the associated error being typically no more
than a few percent. We can therefore treat this as an acceptable simplification. However,
the triangular well approximation itself is more of a problem. Using this simplified profile
leads to a significant loss of accuracy in the case where the inversion charge density is
comparable with the body charge density [2]. This is unfortunate, since it means that
the greatest loss of accuracy occurs in strong inversion, exactly where quantum effects
have the most pronounced effect on device behaviour. The treatment is still accurate in
depletion and weak inversion, since here the inversion charge density is too small to per-
turb the potential away from the triangular case. A study by Ma et al [12], in which an
analytical triangular well solution was compared with a numerical simulation based on the
parabolic model, demonstrated that the shift in surface potential was very similar in both
cases. However, the triangular well treatment did show poorer accuracy when calculating
the inversion layer charge centroid at high gate overdrives (i.e. well into strong inversion),

where the error was as high as a factor of 2 or more.

The work described in [12] raises another point. The triangular well approximation does
not actually give a convenient result for the position of the peak inversion charge. In fact,
only the initial solution of the Schrodinger equation to obtain the wavefunctions and en-
ergy states was done analytically for the triangular case in [12]. Numerical calculation was
then used to determine the inversion charge centroid. Obviously this must be considered

a major disadvantage from a compact modelling perspective.

5.2.2 Variational Method

Having looked at the triangular potential approximation, let us turn our attention to the
second treatment, which is based on the variational method. Once again it is assumed that
the interface forms an infinite potential barrier. It is also assumed that all carriers reside
in the lowest subband i.e. in the electrical quantum limit when the thermal carrier energy
kpT is small compared to the separation between the subbands. Using this method, AE,
is found to be [2]

272
AEg:?)hb

(5.3)

&M
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where b is the variational parameter and is given by

12meq\ /3 11 73

The variational method also provides us with a simple expression for Azy, the displacement

of the inversion layer charge centroid away from the silicon-oxide interface [2]

Azp = 3 (5.5)
b

These results are valid in strong inversion, but lose accuracy in medium and weak in-
version [2]. However, the effects of quantum confinement become less important once we
move outside the strong inversion region of operation anyway; since the carrier density falls
rapidly outside strong inversion, the vertical electric field is no longer sufficiently large to
impose strong confinement on the remaining carriers. From a compact modelling perspec-
tive, it is sufficient to achieve an accurate functional dependency in strong inversion, and
then employ some empirical expression to ensure a gradual reduction in the contribution

from quantum mechanical effects.

5.3 Quantum Mechanical Compact Modelling

The variational approach seems to be favoured by several groups interested in constructing
quantum mechanical models suitable for circuit simulation. Pregaldiny et al [13,14] used
Equations (5.3) and (5.4) as the basis for their quantum model of inversion layers. Inter-
estingly, they extended their model to account for accumulation as well, but decided to
use Equation (5.2), since the occupation of the energy levels becomes more complicated in
this case [15]. Since STAG3 does not account for the accumulation regime, this is outside

of the scope of the present work.

Clerc et al also used Equations (5.3) and (5.4) as the basis for their compact model for
direct tunnelling from MOSFET inversion layers [16]. They developed separate models
for weak and strong inversion, the need for accuracy in both regimes being a consequence
of their specific application for quantum tunelling. Again, this is outside the scope of the
development of STAGS3.

When we look at well-established compact models, it can be seen that they tend to adopt
quite simple quantum mechanical expressions. We have seen that there are two main
effects arising from carrier confinement - lowering of the inversion charge for a given gate
voltage, and an increase in the effective gate oxide thickness. What is interesting is that
many compact models will only model one effect or the other, in effect lumping both ef-
fects into the same set of equations. This is probably partly a consequence of a frequently
referenced study by Van Dort et al [4], in which the two effects were lumped into a single

term which was then used to model the threshold voltage shift associated with quantum
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confinement. It was later argued by Ma et al [7] that this approach - taking one effect
relevant to energy space, and another relevant to real space - and lumping them together,
was non-physical, and could lead to significant over-estimation of the threshold voltage
shift. This is perhaps too subtle a point to apply to a circuit simulation model, where
rigorously derived constants of proportionality are often converted into fitting parameters,
but it is something to keep in mind as we briefly review the approaches taken by some
of the well-known compact models. We shall include key equations for each model; even
if the treatments are too brief to allow proper comparison, they at least allow the reader
to get a feel for commonly employed expressions. Where appropriate, we will highlight

similarities between these model equations and the equations given earlier in the chapter.

The HiSIM model only models the charge centroid displacement effect, using the assump-
tions of a triangular well and carriers being restricted to the lowest energy subband. The

resulting effective gate oxide thickness is given by [17]

11 —-1/3
toweff = tom + « (Qb + 32QZ> (56)

where « is a fitting parameter, although according to the literature it is defined by

48mTm.q —1/3
o= (5 (5.1

Clearly the HiSIM model uses the variational method, judging from the form of Equa-
tion (5.6). [17] actually makes no mention of the band-gap widening effect, and refers to
the change in the charge distribution as being the main quantum effect in the inversion
layer. It should be noted that use of Equation (5.6) means that the gate oxide capacitance
is no longer constant, but instead is a function of the body and channel charges, and hence
of the surface potential. Thus the effective gate oxide width would need to be recalculated

for each DC operating point.

The SP (now PSP) model focuses on the other main effect, that of the band gap widening,
and ignores the effective oxide width change. The change in the band gap is handled

through the following semi-empirical expression [18]

(Ve — Vi — s) 1/3
2. T

AE, = kg (5.8)

where kg is a fitting parameter, and T is the temperature. The term in the brackets
effectively gives a normalised expression for the total charge in strong inversion, which is
where quantum effects are most pronounced. Having determined AFEy, the corresponding
change in the surface potential is derived by treating AF, as a small correction to the

standard surface potential expression, and then linearising the result.
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5.4 New Quantum Mechanical Model

When developing the quantum model for STAG3, it was decided to include both of the
main quantum effects associated with confinement of the inversion charge. In other words,
two corrections will be made: one to the surface potential to reflect the increase in the
band gap, and one to the effective gate oxide thickness to reflect the displacement of the
inversion charge away from the silicon-oxide interface. The intention is to provide a degree
of flexibility in how quantum effects are modelled, whilst at the same time keeping as much

of the basic physics intact as possible.

We have already mentioned that quantum effects only start to have a large effect in or
close to strong inversion. Furthermore, one feature of the variational treatment is that
it works well in the electrical quantum limit (i.e. high electric field, low temperature),
which corresponds more closely to the strong inversion condition. Let us begin with the

definition of AE, given in Equations (5.3) and (5.4). In strong inversion, it is valid to write

AE,
5.9
. (5.9)

AV ~ AV, =

If we now substitute Equations (5.3) and (5.4) into Equation (5.9), and simplify the q.

factor, we obtain the following

gr2 \ V3 1 12/3
AV:( ) {%+4 (5.10)

Me(g€si 3

We can compare this simple model to the SP model, as in Figure 5.4. We can see that
good matching is obtained in the strong inversion region, but that the difference increases
below threshold. This behaviour of the SP model is qualitatively correct; the more robust
equations in [18] causes AV to tend to zero below threshold. In fact, the way that the
surface potential model for STAG3 has been constructed means that no similar measures
are even necessary. We simply apply our definition of AV directly to the low field surface
potential 14, which we defined in Equation (2.55).

Q;Z)stqu = wstO + AV (511)

wstqu = wstL + AV (512)

Now, we recall that we have defined a high field saturation surface potential ¥gi1sq: in
Equation (4.1). What is interesting is that the inclusion of mobility and velocity satura-
tion has resulted in a modified surface potential outside of the strong inversion region only,
whereas our quantum treatment is intended to only give an accurate results inside strong
inversion. Thus the two sections of our surface potential curve have each been modified
by a separate high field effect, and all that remains is to combine them into a single high

field expression. We do this by simply taking the smooth minimum of the two curves
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Figure 5.4: Comparison of AV for the STAGS and PSP models. Although
there is close matching between the two expressions when equivalent parame-
ter values are used, PSP displays more physical behaviour in that AV moves
towards zero outside of the strong inversion regime.
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Figure 5.5: Graphical plot of the mathematical transformations used to obtain
Yso and s, (Vps = 1.8V)
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wSO - wsLsat - 0.5 |:(¢5Lsat - wstqm0> + \/(wsLsat - wstqu)Q + 4¢t2:| (513)

wsL = wsLsat - 0.5 |:(¢sLsat - wstqu) + \/(wsLsat - wstqu)z + 4¢?:| (514)

This mathematical transformation is indicated in Figure 5.5. Having derived the high field

values for the source and drain surface potential, we take Equation (5.15), and replace g

with pierr, Vsto With s, and g7, with 1), to give the final expression for the high field

drain current.

Tom = ties Cor( (1) = 1(0:0)) (515)
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Chapter 6

Threshold Voltage Model

6.1 Introduction

In a surface potential based model, it is a misnomer to describe part of the model as
a ’threshold voltage model’, since threshold voltage is a somewhat vague and ill-defined
term, and so is not used directly in the model. For this reason, most of the effects described
in this chapter are actually handled by modifying the silicon body factor s, which in turn
modifies the threshold voltage. That being said, all of the model improvements detailed
in this chapter manifest themselves primarily through a shift in the threshold voltage, and
this term is so widely used that it makes sense to lump them under that heading. The
model improvements dealt with in this chapter are: the effect of non-uniform doping in
the vertical direction, the short channel effect, the reverse short channel effect, and drain

induced barrier lowering.

There are of course a number of other effects which will modify the threshold voltage
and yet are not included in this chapter. They include the polysilicon depletion effect,
and quantum effects. Early theoretical models generally used a threshold voltage shift to
express the impact of these effects on the device behaviour [1,2]. Modern compact models
normally handle these effects by modifying the surface potential [3,4]. As we have seen in

Chapters 2 and 5, this more modern approach has been adopted in STAG3.

The chapter concludes with a detailed look at the way in which the threshold voltage
parameter ties in with the core surface potential model. While the threshold voltage can
defined in a variety of ways, and extracted using numerous different methods, we show
that it is possible to quantify and minimise the degree of error involved when relating this
quantity to the well-defined flat band voltage. In this way, we are better able to bridge the
gap between the empirical models frequently used in characterisation and circuit design,

and the more strictly defined models used in modern compact models.
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6.2 Modelling of Non-Uniform Doping

Modern MOSFET devices are typically doped by means of ion implantation. It is usually
valid to assume that the result of this and the subsequent high-temperature annealing
stages is a silicon layer containing dopants in an approximately Gaussian distribution
[5]. We have chosen to model this distribution as a combination of two components; a

uniform background doping concentration, and a varying part which follows the Gaussian
distribution

2
N(z) = Ny + (Nmax — No) exp (@gﬁ) (6.1)

where Ny is the uniform background dopant concentration, N, is the maximum doping
concentration, which occurs at * = R,,, x is the depth into the silicon, measured from the
oxide-silicon interface, R, is the projected range of the doping implant (modified by any
subsequent processing stages), and AR, is the standard deviation. Thus, any such profile
can be characterised by 4 parameters: Ny, Npae, Rp, and AR,. In Figure 6.1 we show

two different profiles corresponding to different values of these 4 parameters.
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Figure 6.1: Two example dopant profiles. Profile 1: R, = 100nm, AR, =
590nm, Npaz = 2 X 1017em™3, No = 5 x 10Y%em™3. Profile 2: R, = 80nm,
AR, = 40nm, Npyaz =9 x 1017em ™3, Ny = 4 x 106em 3.

The first curve corresponds to the case where R, > AR,,. In practise this condition is met
when R, > 3AR,. In this case, the doping concentration at the silicon-oxide interface is
equal to Ny. We can identify three distinct regions within the silicon layer, as indicated
on Fig. 6.2. We can imagine that as the surface potential 15 (effectively the gate-body

voltage) is increased, the edge of the depletion region, which we shall denote by x4, passes

68



through each of these three regions in turn. Region 1 is identical to a silicon layer with
uniform doping Ny, and the relation between x4 and v, is given by the standard expression

relating depletion depth to applied voltage

2
qN0$d
=2 -d 6.2
1/}51 2631’ ( )
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Figure 6.2: Profile 1, showing 8 distinct modelling regions.

Once x4 reaches the edge of the non-uniform profile (Region 2), things get more compli-
cated. The mathematical derivation for this region is somewhat involved; here we simply

present the result

Noz2
Yoz = (";d + (Nmax — No) AR, [@RpRerf + RexpD (6.3)
where
Trd — Rp Rp
Rep = AR + e 6.4
f=00 [erf <\/§ARP> erf (ﬁARp 04
and
R? (zq — Rp)*
_ _ P _ e TP
Rexp = AR, [exp < 2AR§> exp ( AR (6.5)

Note that erf is the error function. We will return to this result several times over the
course of the chapter. For now, suffice to say that it is not possible to rearrange (6.3) such

that x4 can be obtained in closed-form as a function of 5. Of course, this is trivial for
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(6.2) (uniform doping case).

Continuing on to Region 3, we see that we can obtain a simplified expression by applying
the condition z4 > R, to (6.3). We then obtain

q | Noz?

_ 4 Ry RIQ’
g3 = o |2 + (Vmax — No) AR, <\/;Rp lerf (M) +1| +AR,exp (— 2AR%>>](6.6)

Before we continue it should be noted that the relation (6.3) governs the behaviour of the
depletion region in all three regions. However, in Regions 1 and 3, it is possible to make
asymptotic simplifications such that x4 can be expressed as a closed-form function of ;.

It is only in Region 2 that no such simplification is possible.

The second profile, shown in Fig. 6.3, corresponds to a case where R, is comparable to
AR,. We can see that Region 1 does not appear, and Regions 2 and 3 are as before. From
a modelling point of view, the two types of profile shown in Figs. 6.2 and 6.3 are the only

two that matter. For AR, > R,, we find that N(z) — Npqee, and hence this case is
trivial.
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Figure 6.3: Profile 2, showing 2 distinct modelling regions (no Region 1).

Our goal is to obtain an accurate closed-form expression which allows us to determine x4
as a closed-form function of 1)s. However, an examination of (6.3) reveals two major prob-
lems. The first is the transcendental nature of the equation. The second is the presence of
the error function, itself an iterative function. This complexity makes (6.3) unsuitable for

circuit simulation without modification [6]. A number of approximate models are outlined
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in [6], many of which rely on breaking the profile into a two region step profile, each with
its own constant value of doping concentration. The most accurate of these early models
is the doping transformation model [7], but while it gives reasonable results, it fails to
capture the true functional dependence of x4 on ;. Furthermore, being a two section
model, mathematical discontinuities are introduced when transitioning between the two

regions, as the effective body factor jumps from one value to another.

It should be noted that many compact models have attempted to circumvent the issue of
modelling Gaussian-type dopant profiles. The EKV model uses an empirical expression for
the dopant profile, using a formulation similar to [7], but which removes the discontinuity
in the first derivative [8]. However, it is implicitly assumed that the doping concentration
is the body is lower than that at the surface, so this model could not be used to simu-
late a retrograde profile, for instance. The SP compact model, prior to its evolution into
the newer PSP model, employed a single empirical expression with a number of fitting
parameters to account for the effects of a non-uniform doping profile, as well as normal
and reverse short channel effects [9]. This expression was then used to modify the body
factor. In contrast, the PSP model uses a somewhat more physical approach; this time an
empirical expression is used to approximate the profile itself [10]. However, the expression
presented in [10] is specifically intended to simulate a retrograde-type dopant profile, and
so it can be considered as having the opposite problem to the EKV model. Although it is
stated in [9] that other, more complex expressions can be employed, it is not clear what
these are, how much flexibility they provide, and how many additional parameters are

required.

6.3 New Non-Uniform Doping Model

6.3.1 Approximation of the Error Function

We shall now propose a new model which accurately models Gaussian-type profiles, with-
out the need for iterative algorithms. Of the two problems outlined in the last section,
the presence of the error function is the easiest to solve. Although it is an iterative func-
tion, many studies have been made to devise accurate closed-form approximations [11-17].
Many of these studies date back to the 1970s and 1980s, when limited computing power
made numerical iterations even less desirable than today. Probably the most suitable

approximation is given by Menzel [11,12]

erf(a) ~ \/1 — exp <_47(:2) (6.7)

This equation gives a maximum percentage error of 0.7 percent for all positive values of

a. Clearly we desire similar accuracy for negative values of a (0 < z4 < R,) as well, so
we apply a simple modifier and our z4 dependent error function term can now be approx-

imated by
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-R -R 4 (zq — Rp)®
er f (a:d p) ~ _ Ta— 1 J 1— exp (_W) (6.8)
V2AR, (24 — Ry)? T 2AR2
A look at Fig. 6.4 should be enough to convince the reader that this aspect of the problem
has been handled to a very high degree of accuracy. In Fig. 6.5 the percentage error has

been plotted as a function of the depletion depth, and it can indeed be seen that the error

does not exceed 0.7 percent.
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Figure 6.4: FEzxact and approximate error functions erpressions, plotted vs

increasing depletion depth. R, = 80nm, AR, = 40nm, Nyqe = 9 X 107 em™3,

Ny =4 x 106 ¢em=3.

6.3.2 Obtaining a Closed-Form Expression for z,

The problem of directly approximating (6.3) with a closed-form expression poses greater
difficulties, which is why a different approach will be taken. Let us replace (6.3) with the

following equation

_ aNeys (s)7G
2€;

Vs (6.9)

In writing this equation, we are defining an effective doping concentration Nesf(1)s), which
can be obtained through some as yet unspecified mathematical transformation of the real
doping profile N(x), and which allows us to define x4 as a closed-form function of )

through simple rearrangement
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Figure 6.5: Percentage error of the approximate solution shown in Fig. 6.4.

_ 2€5its
YT\ Ny () (6.10)

Just as Equation (6.3) provides us with a universal (albeit intractable) relation, Equa-
tion (6.10) can be used to model the variation of x4 with 15 across all three regions. The
key is to somehow determine the correct functional form of Ncs¢(1)s). Fortunately, we
already have some simplifications to use. Comparison of Equations (6.2) and (6.9) shows

that Negr(vs) = Neps1 = No in Region 1. In Region 3, we can rearrange Equation (6.6)
to give

Td3 = \l ]\270 [682/)8 - (Nmax - NO) ARp <\/§Rp [67“f (\/ERAPR> +1
P

Substituting z43 for x4 in (6.9) and rearranging gives

R
+ AR, exp AR
P

(6.11)

2€5i1s
qr3
This leaves us the with the task of finding a suitable form for N.s; in the problematic

Region 2. Rather than attempt any formal mathematical transformation, which would

Negy (s) = Nepga (1s) = (6.12)

leave us in no better a position than before, we will opt for an empirical fitting approach
instead. We start by defining our profile, by determining appropriate values of Ng, Nz,

R,, and AR,. The next step is to define a suitable range of values for x4, and then using a
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mathematical software simulation tool (Mathcad 7.0 was used for this work) to calculate
the corresponding values of 15, using Equation (6.3). Having done this we can express

Neyr as a function of x4 easily enough by rearranging (6.9).

2657L1/}s
qz5

Nepy (s) = (6.13)
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Figure 6.6: True doping profile, and effective doping profile corresponding to
Equation (6.9), for Profile 1.

Between Equation (6.13) and the implicit relation given in Equation (6.3), we now have
enough information to plot N.s; as a function of 9, using our mathematical software.
Figs. 6.6 and 6.7 show our two profiles, with both the true doping profile N and the
effective profile N, plotted as a function of x4. In both cases, we have indicated the ap-
proximate boundaries marking Region 2, the area in which we need to achieve an accurate
approximation to N.rr. Notice that we have not selected the whole of Region 2 in the
case of AR, = 50nm. It has been found that fitting the curve is more difficult when AR,
has a mid-range value, since Region 2 accounts for a larger range of 1; values than when
R, > AR,. We therefore avoid trying to fit the part of Region 2 close to the silicon-oxide
interface, since this will be accounted for when we construct our complete closed-form
expression for x4. Also, it should be appreciated that very high levels of accuracy are not
required. This is because, as can be seen in Equation (6.10), 24 is dependent on the square

root of Nyr, which serves to mitigate any errors in our approximation.

Looking at the selected parts of each curve, it seems that a polynomial approximation
might suffice. Remembering that the aim is to fully define N.¢s as a closed form function

of 15, we can test this idea with the following equation
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Figure 6.8: Matching of polynomial expression to effective doping profile
(Profile 1).

Nefo = a'md + bxd@b;/Q + dews (6.14)

where a,,, by,, and c,, are fitting parameters. The x4 subscript reminds us that these
parameters relate to our closed-form expression for the depletion depth x4 as a function of

1. Again, using our mathematical software environment, it is a straightforward procedure
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Figure 6.9: Matching of polynomial expression to effective doping profile
(Profile 2).

to obtain best fit values for these three parameters for any given range. The best fit cases
for our two profiles are also indicated on Figs. 6.8 and 6.9. It can be seen that good fits
are obtained for both curves, with a particularly close fit in the case of AR, = 10nm.
Having demonstrated that Equation (6.14) can be used to approximate Ngff2, we can
now combine it with the expressions for Nesr1 and Nesr3 to obtain a complete expression

for Ny across the entire range of 1;. This is achieved through the following expressions

Negraz = Nepp2 — 0.5 [(NeffZ — Neygyps) + \/(Neff2 — Neggs)® + 46%3} (6.15)

Neffappros = Nepraz — 0.5 [(Neff% — No) — \/ (Nefras — No) + 46?2] (6.16)

Figs. 6.10 and 6.11 show the matching between N.f toppror and Neyy for the two profiles.
Negro and Neysyrg are also shown for completeness. Overall the fit is good, with the most
pronounced deviations occuring well away from the low surface potential region corre-
sponding to actual device operation (Vpg = 0.1V'). Thus we can see that a suitable choice
of polynomial fitting constants is sufficient to give good fitting.

Finally, having obtained a suitable approximation for Ns;, we substitute Nef roppros for

Neysy in Equation (6.10), to obtain the final expression for x4

2€si¢st0
Tg =] ———— 6.17
\ aNegro (6.17)

where

76



1E+18

e == Y

@
€
L
<
=)
§ e
= - — Neff
[
(8]
c
S — Neff3
— 1E+16 1+
S 4

4
S : Neff2
a

Neff_approx
1E+15 T T T
0 10 20 30 40 50

Surface potential (V)

Figure 6.10: Comparison of exact and approximate effective doping profiles
for Profile 1.
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Figure 6.11: Comparison of exact and approximate effective doping profiles
for Profile 2.

Nefo = Neffappra;t(qpstO) (618)

Figs. 6.12 and 6.13 plots the approximate relation between x4 and s, and compares it
to the exact relation given by Equations (6.3)-(6.5). This time we are restricting the plot
to low values of 15, which is the relevant region for real device operation. Fitting is very
good, and confirms that the approximation method does indeed work to provide a set of

accurate, analytic expressions which reproduce the effects of a non-uniform doping profile.
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6.3.3 Modifying the Body Factor ~;,

Since we can now express 4 as a closed-form function of the surface potential, and hence
of the terminal voltages, we are now in a position to calculate the total depleted body

charge @Qp for a non-uniform doping profile under any set of bias conditions.

Qy = —q/omd N(z)dx (6.19)

And the expression for threshold voltage in the case of a non-uniformly doped device is [6]
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T4
Vir = Vien + ot — o /0 N(x)da (6.20)

O:

From Equation (6.1) we obtain

/Omd N(z)dx = Nozq~+ (Nmax — No) \/ZARP [erf <fdf2_A§§> —erf <\/;§pRp>1 (6.21)

= NOmd + (Nmax — N()) \/ZARP |f27'f (m) + eT'f (\/;Zﬁp>‘| (622)

Substituting Equations (6.17) and (6.22) into Equation (6.20) gives

qNo 253i1/)5i q (Nmax - NO) 7T
Vra = Ve + Ysi + + —R,, 6.23
Cor \| gy () Cor g flers (6:23)

While this is an acceptable way of modifying the classic threshold voltage relation, we

would prefer to express the effect of non-uniform doping by directly modifying the silicon
body factor vs. If we look at the definition of 75 in Equation (2.14), we can see that it is
possible to re-write Equation (6.23) in the following way:

N T
Vra = Vig + Ysi + s (\/ sti + (Nmax — No) U%quORerf> (6.24)

Before we leave this section, a brief discussion concerning parameter extraction is in order.
While great care has been taken to ensure that the STAG3 non-uniform doping model can
be used with any generic Gaussian-type profile, we have seen that there will always be
some part of the profile which is modelled with less accuracy than the others. When ex-
tracting the three fitting parameters, it is important to consider the type of profile, and to
have some idea of what range of values x4 can be expected to have, based on the operating

voltages of the device. In this way, greater accuracy can be achieved in the range of interest.

For instance, it is common for MOSFETSs to receive a deep high dose implant, in order to
ensure that punch-through and short-channel effects are suppressed, whilst at the same
time keeping the surface doping concentration relatively low, so that the carrier mobility
is not adversely affected by Coulomb scattering from ionised impurities. This would corre-
spond to a profile with a high value of N4, relative to No, a large value of R, and perhaps
a relatively low value of AR,,. It might be found that under normal operating conditions,
the edge of the depletion region passes through the uniformly-doped Region 1, only reach-
ing Region 2 at around the onset of strong inversion. Beyond that point, the relatively
slow increase of x4 with respect to 15 (due to screening from the inversion charge), com-
bined with the increased doping, might mean that the depletion region does not actually

penetrate very far into Region 2. In that case, the best accuracy can be achieved by fitting
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parameters to that part of Region 2 which can be depleted, and ensuring an accurate tran-
sition between Regions 1 and 2. The rest of the profile can be largely ignored, though of

course we are always guaranteed good accuracy once the depletion region reaches Region 3.

If the same profile were to be moved much closer to the silicon-oxide interface, so that
now R, is small, we might find that the entire profile has to be accounted for, and so
our approximation would become more difficult. If, for instance, we place less emphasis
on approximating the profile close to the interface, the likely result is that we will get
poorer accuracy in the subthreshold region. But in any case, it has been shown that the
relative error associated with the Region 2 approximation can be kept quite small, and
certainly represents a significant improvement on other approximate models such as those

employing step profiles.

6.4 Drain Induced Barrier Lowering

The drain induced barrier lowering (DIBL) effect is frequently modelled via an empirical
threshold shift relation [6]. As the STAG model is physically based, an effective flat-band
voltage is introduced instead

g
Viger = Vibg — 7 Vs (6.25)

6.5 Short Channel Effect

The well known short-channel and narrow width effects are modelled via a modified body

factor [6] N A
Yeff = Vs <1 — L) : <1 + 7W > (626)

where AL and AW are left as model parameters. The modified g is then used throughout

in the evaluation of the surface potentials. This is identical to the STAG2 equation.

6.6 Reverse Short Channel Effect

In addition to the standard short channel effect described above, it has been found that
for some devices, the threshold voltage displays the opposite behaviour. As the channel
length is decreased, the threshold voltage first increases, before decreasing again in the
usual manner. The result is a hump in the threshold voltage versus channel length char-

acteristics. This behaviour is known as the anomalous short channel effect, or the reverse
short channel effect (RSCE) [18,19].

There is strong evidence that the reverse short channel effect is caused by a build-up of

active channel dopant close to the source and drain [20-22]. This is a common occurrence

in sub-micron devices, and has its origin in the high energy implants used to define the
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source and drain junction regions. The implants cause substantial damage where they are
made, and this region of damage acts as a source of silicon intersititials during subsequent
high temperature annealing stages. It has been shown that these interstitials act as cata-
lysts which promote diffusion of dopant ions towards the surface. As a result, the dopant
concentration is greatest around the source and drain regions, and decreases towards the

centre of the channel.

The effect of this dopant pile-up at each end of the channel causes an effective increase
in the average channel doping concentration. The smaller the length of the channel, the
more pronounced the effect will be, hence we see an increase in the threshold voltage as L
decreases. In order to model this effect, we need to calculate Ny.4, the averaged doping

concentration, and then use this in Equation (6.20).

1 L
Nug=7 [ N dy (6.27)

A common assumption when modelling the RSCE is that the dopant profile decreases
exponentially from the source and drain ends of the channel [23,24]. We therefore can

express Equation (6.27) in the following form

1 L —L
Navg =7 || N (Nrscely) = Nen) {exp <_Ly ) T exp (yL )} dy  (6.28)
rsce rsce

where N, is the position independent background component of the channel doping,
Nysce 18 the maximum value of the position dependent component associated with the
RSCE, and L, is the characteristic length associated with the doping profile. Solving
Equation (6.28), we obtain

Navg = Ne, {1 + 2LT£“ (NN:‘”) - 1) (1 —exp {—LL D] (6.29)

rsce

Figs. 6.14 shows the general form of the resulting profile.

As with the non-uniform doping treatment and short channel effect, we would like to

express this as an effective change in the body factor ~s.

Yeff =VsV1+ Arsce (6.30)

where

o Lysce Nrsce(y) |: L :|>
Anscp =27 < Non 1> (1 R (6:31)

Figs. 6.15 shows how the new RSCE model can be used to match real threshold voltage-
channel lengths plots. The distinctive RSCE hump is visible at around 0.1-0.25um. The
STAG3 model does a good job of fitting the experimentally extracted data. SCE fitting
parameters were also included to ensure that the simulated threshold voltage drops beyond

a certain point.
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Figure 6.14: Lateral doping profile from applying Equation (6.31), with
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Figure 6.15: Measured and simulated Vg vs L plots, showing the fitting
capability of the new STAG3 RSCE model.

6.7 Threshold Voltage Extraction Method

Many methods have been proposed to extract the threshold voltage of a MOSFET exper-
imentally [6,25-28]. Irrespective of the extraction technique used, the measured threshold
voltage, Vrez, is conventionally set equal to Vg, the threshold voltage corresponding to

the classical criterion for strong inversion [6]

Vra = Ve + Ysi +vsV¥si + Vs (6.32)
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where Vrp is the flat band voltage, v is the body factor, Vgp is the source-body voltage,

and g is the surface potential at the onset of strong inversion, usually defined as

VYsi = 2¢p (6.33)

where ¢r is the Fermi potential.

It is generally recognised that Ve, will not correspond exactly to Vppg; the degree to
which Vpe, and Vpp differ will depend partly on the extraction technique used to ob-
tain Vpe,. Compact models based on device surface potential avoid such ambiguity by
using the flat band voltage, which has a clear physical definition, to determine the level
of inversion in a device. However, in practise the flat band voltage is difficult to extract
experimentally, and a common alternative is to extract a value for the threshold voltage
and then obtain the flat band voltage using (6.32). Using an unmodified value of Ve,
in this way will often result in quite large deviations from the correct flat band voltage,

which in turn leads to poor characteristic matching.

We can see the result of such an approach in Figure 6.16. Values for the threshold voltage
have been extracted from measured data using three different extraction techniques: the
well-known linear extrapolation technique [6,25,26], a modified extrapolation technique
which employs the device transconductance [27], and the transconductance change tech-
nique [28]. Simulations were performed in STAG, using the standard relation (6.32), and
compared with the experimental results. It can be seen that the size of the error depends
on which extraction technique is being used, but that none of these techniques give a very

close match to the measured data.

It has been proposed that a more accurate correspondance between the threshold volt-
age and the flat band voltage can be obtained by subtracting several ¢; from V., [25].
However, the main objection to this approach is that it lumps all the errors into a single
correction factor, so that it is impossible to separate out different contributions to the
threshold shift between V., and Vrg.

We will now examine how the flat band voltage can be more closely related to the measured
threshold voltage by means of a simple physically-based expression. When evaluating our
new threshold relation, we will be using the linear extrapolation technique as a reference
method, since it is a well-known and widely-used technique [6,25,26]. However, before
we look at how the threshold model might be improved, let us first examine the existing

relation, and the physical assumptions underlying its derivation.

6.7.1 Standard Threshold Voltage Model

Let us consider the case of a body-tied NMOS SOI MOSFET (Vgp = 0), to which a gate
bias Vgrp is applied. A small measurement drain voltage Vpg is applied to the device.
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Figure 6.16: Drain current versus front gate voltage, simulated using unmod-
ified threshold voltages from three different extraction methods, and compared
with measured data.

If we apply Gauss’ law and the laws of charge and potential balance across the front gate

oxide of the device, we get the following standard result [6,25]

_ Gtot (Y)
Cof

Vase = Vitg +vs(y) (6.34)

where V? p is the front gate flat band voltage, C, is the front gate capacitance per unit
area, 1s(y) is the surface potential, and qs»¢(y) is the total charge density in the silicon.

Note that because we are applying a voltage between drain and source, the surface po-
tential s will be a function of the channel position y, as will gz, since this is itself a
function of ;. We can simplify the treatment by assuming the Vpg is negligibly small,

thus removing the dependency on channel position.

Gtot

VGfB=V£B+wS—Cf

(6.35)

The total charge density q¢: consists of body and channel charge components q; and qc.

Qtot = qb + qe (6.36)

The well-known expression for the body charge is used to relate it to the surface potential.
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@ = —Cofvs\/ Vs (6.37)

Substitute (6.36) and (6.37) into (6.35).

dc
Coy

Vars = Vig + ¥s +76V/¥s — (6.38)

The threshold voltage V7 is taken to be the value of Vg yp at which the channel enters
the strong inversion regime. At this point, v is equal to 1, the surface potential at the
onset of strong inversion. It is assumed that at the classical onset of strong inversion, the
gate voltage is still insufficient to generate a significant inversion layer, and so we consider

the inversion charge density q. to be negligible with respect to the body charge density
9p-

¢ =0 (6.39)

We can therefore neglect the last term of (6.38). This gives us a general expression relating
V? g to Vrm.

Vi = Verr — vsi — 15\ ¥si (6.40)

It now only remains to define the value of 1g;, which under the standard convention is
taken to be equal to 2¢p. Substituting this into (6.40) gives

Vilg = Vo — 208 — 15/ 268 (6.41)

This standard relation is the one used in STAG2 to obtain the flat band voltage from the

value of the threshold voltage used in the parameter set.

6.7.2 Qualitative Features of New Threshold Voltage Model

In order to improve on the existing model, it is necessary to develop a more precise rela-
tionship between an actual extracted value of threshold voltage, Ve, and the flat band
voltage, Vrp. To achieve this, several adjustments must be made to the standard treat-

ment. These can be summarised in the following three statements.

1. Since a threshold voltage extraction is made using a non-zero drain voltage, the new
treatment must account for the influence of a finite drain voltage on the measured thresh-

old voltage. We will use Vpe, to designate the drain voltage at which Vp., is extracted.

2. The new treatment must also account for the fact that the value of the extracted thresh-
old voltage usually corresponds to a surface potential which has a value greater than 2¢p.
This is because most extraction techniques extrapolate from the strong inversion region,

which in reality begins at a higher surface potential than the classical onset point of 2¢ .
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We will introduce an empirical parameter, dy, which expresses the additional surface po-
tential as a fraction of ¢r. The optimal value of dg will vary between different extraction
techniques and process technologies; as a result, analytic derivation of gy is not possible.
We shall show in this study how it is possible to minimise the range of values which dy can
take, by using the new model to account for the different contributions to the threshold

shift. In this way, empirical optimisation can be kept to an absolute minimum.

3. Finally, when deriving the standard relation given in (6.41), it is assumed that the
inversion charge is negligible compared with the body charge. This is valid when the
surface potential is equal to 2¢r, but beyond this point, the inversion charge will rapidly
become comparable in magnitude to the body charge. It is therefore not valid to discount

the influence of this charge component, especially for larger values of dg.

6.7.3 Derivation of New Threshold Voltage Model

As for the standard treatment, we will derive the new relation for the case of a body-tied
NMOS SOI MOSFET (Vgp = 0). A small measurement drain voltage, Vpe,, is applied

to the device. We once more take (6.34) as our starting point

_ ot (Y)
Coy

Vage = Vibg +vs(y) (6.42)

Let us now consider the new form of 1);, the strong inversion surface potential correspond-
ing to Vpe,. Statements 1 and 2 in Section 6.7.2 outline the two primary mechanisms by
which ¥ (Vrer) and ¢ (V) will differ. As was the case in the standard treatment, the
presence of a drain bias makes the surface potential a function of channel position. We
now simplify the treatment, not by neglecting the drain voltage as in the standard treat-
ment, but by averaging V p., over the entire channel. To account for this average shift in
surface potential due to V pesz, we recall that in strong inversion, the drain voltage can be

added to the gate induced surface potential [25]. This yields the following expression for
7#si

Vsi = (2+ 00)¢r + 0.5Vpes (6.43)

The surface potential corresponding to Ve, is a constant value, which is necessary since
Ve, is itself independent of channel position. The next step is to derive an expression for
qtot Which is also position independent. Because we cannot neglect the inversion charge
(Statement 3 in Section 6.7.2), it is insufficient to simply approximate g using the expres-
sion for the body charge density, as is done in the standard treatment. Instead, we solve
the 1-D form of Poisson’s equation in the vertical direction [25], and by again averaging

the drain voltage over the channel, we obtain the following result

(6.44)

si — 20F — 0.5VDex
Qtot = —%Cof\/zbsi + ¢pexp (1/1 i L )

o
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Under the new strong inversion condition, (6.42) can be written as

VTex = VFfB + wsi - gOt (645)
of

Substituting (6.43) and (6.44) into (6.45) and rearranging gives us the final result

)

where 1)g; is defined in (6.43). For a particular measured device, with a set value of Vlf: B

Vip = View — tsi — s \/ Vsi + P exp ( (6.46)

we would therefore expect V., to increase as V pe, is increased.

For PMOS devices, the sign of the following parameters will be reversed: Vrey, Vpes, OF,
and 4. The sign of V’; 5 will depend on the gate type, the convention being given in [6].
The full PMOS expression is therefore

-0
V}{:B = Vrer — Vsi + s \/th exp < ;j)F> — i (6.47)
where
Ysi = (24 00)¢F + 0.5VDeq (6.48)

6.7.4 Evaluation of New Model

Before we test the accuracy of the new expression, one more issue needs to be considered.
Although we have accurately accounted for the effect of drain voltage during extraction
in an entirely physical manner, there is still an empirical aspect to the new treatment,
which is embodied in the parameter dg. This parameter can be expected to vary somewhat

between different extraction techniques, and also between different technologies.

To reduce the uncertainty associated with this parameter, we can impose a range of val-
ues for §y for a given extraction procedure. This was done for the linear extrapolation
technique, by testing the new expression against a number of different process technolo-
gies, between 0.8um and 0.25um. It was found that in all cases, the optimum value of
dg required to match the simulated transconductance to the measured data ranged from
0.05 to 0.1, for both NMOS and PMOS devices. We therefore set a default value for g to
0.05 for this particular extraction method; this provided an good degree of fitting in all
the tested technologies. This choice, combined with the factoring out of the drain voltage
contribution, allows us to improve the accuracy of our threshold value significantly, with-

out resorting to any optimisation.

Such an approach cannot be used in the standard treatment, since all the contributions to

the threshold uncertainty are lumped together. Under the standard regime, therefore, it
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would not be possible to distinguish between errors attributable to the selected extraction

technique and those resulting from the applied drain bias.

Using the default value for dg of 0.05, and without further optimisation, we can compare
the new expression with the standard one; Figures 6.17 and 6.18 make the comparison for
two different foundry technologies, which we shall refer to as Technologies A and B (see
Appendix A). In each case, a major improvement is seen. Further improvement can of
course be obtained with optimisation, but it must be stressed that any optimisation of dq
can then be made within a much tighter range of values compared with the standard op-
timisation of Vrp alone. In some cases, the degree of accuracy obtained using the default
value will be sufficient. There will of course be other extraction techniques for which the
range of dg is higher or lower than it is for the linear extrapolation technique. However,
once a range is established for a given technique and a minimum default value deduced, a
similar level of accuracy can be obtained, with optimisation only being required for fine-

tuning.
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Figure 6.17: Comparison of measured data with simulation results using new
and standard threshold voltage expressions (Technology A). Default value for
b0 of 0.05 is used.

That the model does succeed in accounting for the effect of the measurement drain voltage
is demonstrated in Figure 6.19. For each of the experimental curves plotted on the figure,
obtained using different values of Vp.,, a value was extracted for V... Each pair of

Vper and Ve, values correspond to a point on the standard extrapolation line plotted in
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Figure 6.18: Comparison of measured data with simulation results using new
and standard threshold voltage expressions (Technology B). Default value for
0o of 0.05 is used.

Figure 6.20. These pairs of values were then used in simulations to reproduce the exper-
imental curves. This approach has been taken in order to demonstrate that the correct
flat band voltage is obtained regardless of the selected value of Vp.,. A single value of
do = 0.08, optimised for this particular process and extraction technique, was used for all
the simulations. Once &g is set, the variation of Ve, with Vpe, is then automatically
calculated by the new model equations, resulting in close matching with the experimental
data.

We can also examine the way in which Vrp., is affected by the drain voltage Vpe,. As
mentioned in Section 6.7.3, we would expect the extracted threshold voltage to increase
with increasing V pesz, provided Vpe; is small. This is confirmed experimentally in Fig-
ure 6.20,which uses the same three extraction techniques as were used in Figure 6.16.
Both the standard and modified extrapolation results indicate a linear relationship, which
is reasonable at such low drain voltages. There is slightly more noise associated with
the modified extrapolation method, since it involves taking a first derivative of the drain
current. The error has been kept small by using small voltage steps and long integration
times when obtaining the data used in Figure 6.20. However, if these precautions are
not taken, the presence of the first derivative in the extraction equations will lead to less

accurate estimates for threshold values. The transconductance change method relies on
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Figure 6.19: Comparison of measured data with simulation results using the
new threshold relation, showing accurate relation between extracted threshold
voltage and applied drain voltage.

the second derivative of the drain current, giving it a larger associated error. As a result,

the dependence of Ve, on Vpe, is less obvious when using this technique.

The results shown in Figure 6.20 have implications for the selection of a suitable threshold
voltage extraction technique. Techniques which require the use of first or higher deriva-
tives of the drain current will possess a larger inherent measurement error compared with
those that use the drain current directly. While the new model is able to compensate for
systematic errors relating to process technology and extraction method, it cannot account
for the random errors inherent to a particular technique. When employing the new thresh-
old relation, it is not necessary to choose a technique with a smaller associated systematic
error, which translates to a smaller value of dyg. Instead the desirability of using a tech-
nique with a low random error becomes the guiding criterion when selecting an extraction
method. On this basis, the linear extrapolation technique has been shown to work well in

conjunction with the new threshold model.

Both the standard and new threshold treatments require that only small drain voltages
be used when performing threshold extraction measurements, with an upper limit of 0.1V
applying in both cases. This is necessary in the standard treatment in order to justify

neglecting the effect of drain bias on the device surface potential. One of the advantages
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Figure 6.20: Variation of measured extracted threshold voltage Ve, with
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of the new model is that it recognises that even these small drain voltages can influence
the extracted threshold value to a significant degree. However, a small value of Vpe,
must still be used, because extracted threshold voltages typically correspond to a surface
potential only slightly greater than 2¢ . Increasing the drain voltage above this limit may
cause the drain end of the channel to move from strong inversion to saturation. We have
assumed strong inversion throughout the channel in order to obtain (2.45), because adding
the averaged channel voltage to the gate induced surface potential becomes progressively
less valid as more of the channel leaves strong inversion [25]. Furthermore, the treatment
presented here does not account for drain induced barrier lowering (DIBL) or any of the
other effects described in this chapter. At higher drain biases, the DIBL effect will become

dominant, and threshold voltage will then decrease with increasing drain voltage.
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Chapter 7

Auxiliary Model

7.1 Introduction

The core model accounts for the intrinsic device including high field effects, and has been
discussed in detail in Chapters 2-6. In this section the auxiliary model is presented, which
handles the additional effects outside of the intrinsic MOSFET device. These include se-

ries resistance, channel length modulation, parasitic bipolar effect, and self-heating.

7.2 Extrinsic Parasitics and Floating Body Effects

Accurate modelling of floating body behaviour in DC, transient and small signal simu-
lations is essential for a PD-SOI; in all three modes, the observable behaviour will differ
profoundly from familiar bulk characteristics [1-3]. Without a sound physical represen-
tation of the underlying phenomena, such accuracy cannot be achieved. Furthermore,
since digital designs in particular are frequently operated with floating body devices [4],

robustness and convergence performance under these conditions must be considered from

the outset.
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Figure 7.1: Ezxtrinsic parasitic components included in the STAG3 model.
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The equivalent circuit for the static part of the extrinsic parasitic components is shown in
Fig. 7.1 alongside the channel current model. The impact ionisation current is modelled
by Insqp for normal operation and by I, for the case Vpg < 0. This arrangement ensures
the symmetry of the model and at all times only one of Iy;q, and Iy will be non-zero.

Assuming normal operation, the expression for ;g is

« lme '
Ivay = IcH [ﬂsvm - exp (-J‘C/Jj bo

where ap and 3y are the impact ionisation constants, l,,.fs is the effective length of the

)} Vin = Vps — n(¥spsat — Vs0) (7.1)

impact ionisation region, and 7 is an empirical model parameter used to compensate for
errors in the approximation of the lateral field. To improve the fitting capabilities of the

model, l,ery is defined as

Imef = lm + ln1(VDs — Vgers) + lm2(Vps — VGeff)Q (7.2)

where Iy, lin1, and ;2 are empirical model parameters, and Vgeyys is given by

Vaers = Vg = Vsp — 1s20F — YersV20r (7.3)

The body-source and body-drain junction diodes are modelled by I and I, respectively.
However, they also form part of the Ebers-Moll model used to account for the lateral

parasitic bipolar transistor effect. The expression used for the body-source junction is

elon(@) ()] o

Ibsdiff Ibsrec

The first term models the normal diffusion current mechanism of the diode and the second
term accounts for low level recombination. I, and I4; can be thought of as reverse biased
leakage currents and 74 and 741 are the ideality factors with g = 1 and ng; ~ 2. A similar

expression is used for the body-drain diode.

For analogue design, the model only needs to indicate if the device is being operated in
a regime where bipolar action is dominant. Thus the parasitic bipolar model in STAG
acts merely as a warning mechanism and is not a breakdown model involving positive
feedback [5]. A modified Ebers-Moll model is used based on the body source and body
drain diodes, indicated within the dashed lines in Fig. 7.1. The expressions for the current

sources are

BBJITef ) ( BBJTef )
Ipgray = (=287 N e Tpore = [ =287 1o 7.5
BJTdb ( Bporeq + 1) oot BJTsb Bpyreq + 1) Tbdait (7.5)

where Spjrest is the current gain of the BJT. It has been found that Spjreg exhibits an
inverse square dependence on the channel length [6]; therefore STAG uses the following

expression

BBTett = —5— (7.6)
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where By is a model parameter.

Note that although a body tie connection from the body region to a convenient reference
node (usually the source) will, in principle, eliminate all anomalous behaviour related to
the body node, in reality there is always some series resistance. This resistance is technol-
ogy, layout and indeed bias dependent, and major departures from expected characteristics
can arise from its presence [7]. STAG3 does not include this series resistance, therefore
if body tie layouts are used, an external resistance should be added based on specific

characterisation data.

7.3 Self-Heating Model

The STAG self-heating model is described in detail in [8]. To ensure the consistency and
robustness of the model in both static and dynamic analysis modes, the thermal effects
have been included directly in the formulation, rather than as a macro model or as a

post-processing function.

7.3.1 Basic and Advanced Models

Although the temperature rise in a device is strictly a distributed effect, satisfactory results
can be obtained by assuming a uniform average temperature rise. A simple electrical

analogue is used in the STAG model involving the basic Joule heating model
AT = [Ion - Vos + I2(Rs + Rp)| - Rr (7.7)

where R is the device thermal resistance. The temperature rise node is made an external
node of the device, allowing both monitoring of each individual device temperature rise

and also thermal coupling of the device to neighbouring devices [9].

In cases where multiple time constants have been observed [10], more precise modelling
of the thermal behaviour may be needed. STAG allows additional thermal nodes to be
introduced, each one possessing an associated thermal resistance and capacitance element.

The heating model is implemented as shown in Fig. 7.2 with
Rr = Rro + Rr1 + Rra + Rrs + Rra (7.8)

Each of these nodes corresponds to an individual thermal time constant, which appears
as a pole-zero doublet on a frequency response plot. Under this regime, Rp and Crp effec-
tively become Rp¢ and Crg, with Rp;_4 and Cpy_4 then providing the facility to model
up to four additional thermal nodes. The existence of each thermal node requires first that
its associated resistance be set to a non-zero value, but also that all preceeding thermal
resistances be non-zero. For example, setting R7o to zero will not only disable the third

thermal node, but will also preclude use of the fourth and fifth thermal nodes as well.
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Figure 7.2: Thermal sub-circuit for STAGS; up to 5 thermal time constants
can be modelled.

Unlike the first-order thermal parameters Ry and Cp, Rpi_4 and Cpri_4 automatically
default to zero. This arrangement means that the basic self-heating model, which is more
appropriate for most circuit design work, is switched on by default, while the more spe-

cialised model needs to be activated by the user.

7.3.2 Using the Basic Model

In order to make the self-heating model more useful for modelling and circuit design work,
a number of new features have been introduced in STAG3. One feature missing from
STAG?2 is the facility to calculate default values for thermal resistance Ry and thermal
capacitance Cr, in cases where they are not specified. This is useful when performing sim-
ulations on circuits containing many transistors, as it can be time-consuming to calculate
values for each individual device by hand. Often only an approximate figure is needed for

the self-heating parameters, and in these cases a simple first-order model is adequate.

There are several regimes by which Ry and Cr can be specified for any given device in

STAG. The following list gives the priorities of these different regimes:

1. By directly specifying Ry and/or Cr, the user overrides all other priorities.

2. If Ry and Cp are not specified, the user can set RTA and CTA, which are the area
scaling factors for the thermal resistance and thermal capacitance. RTA and CTA are
model parameters; if assigned values in the model netlist, they are used to calculate R

and Cr for all devices in a circuit using the following relations:

Cr = CTA - Ap (7.9)
Ry — B4 (7.10)
Ar
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where Ar is the total thermal area of the device defined as being

Ap = (W 42+ Frugn - 107%) - (L + 4+ Fpin - 107%) (7.11)

Note that the total thermal area is not simply equal to the front gate area (W multiplied
by L), but includes the source/drain contact regions, as well as any overlap around the
gate. STAG3 employs an empirical scheme often used by circuit designers to provide an
estimate of total device area, based on Fy;,, the minimum feature size of the process tech-
nology. The scheme is shown pictorially in Figure 7.3. It is assumed that the front gate is
surrounded by a perimeter of silicon material; the width of this border is approximately
equal to Fi,;,. The drain and source contacts are each assumed to have widths of twice
Frin. The units of F,;, are microns (um); the factors of 1079 are included because W

and L are given in metres (m). Fy,;, defaults to zero if not defined in the model netlist.

2Fmin SOURCE

Y

GATE

2Fmin DRAIN

Fmin W Fmin

Figure 7.3: Approximate scheme for calculating the effective thermal area of
an SOI device.

These additional area contributions are important when calculating thermal parameters
for devices which approach the minimum feature size in either dimension. Model tests
performed on short/narrow channel devices have shown that leaving F,,;, set to zero re-
sults in a serious overestimation of Rp, and a corresponding underestimation of Cp. If
process layout data is available, then an optimal value of F,,;, may be deduced which may
differ from the actual minimum feature size. If, however, no process data is available for a
particular technology, it is strongly recommended that F,;, be set equal to the value (in

microns) of the process minimum feature width, simply to provide a reasonable order of
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magnitude estimate for the self-heating, i.e. when simulating a 0.35um process, set Fpin
to 0.35. Since F,;y, is also used to calculating default values for the overlap capacitances in
STAGS, it is good practice to include a value for this parameter whenever a new netlist is
created, irrespective of the self-heating model being used. It is always possible to override

any default parameter value calculated from F;,.

3. If neither Rp/Cr or RTA/CTA are specified by the user, STAG3 will calculate default

values, using a first-order physical model. The relations used are

CT = Psi * Cgi * AT . tb (712)
tob

Rp=—— 7.13

T Rox * AT ( )

where p,; is the density of silicon (2330kgm —3), cy; is the heat capacity per unit mass of sili-
con (700J K ~'kg~1), and k,, is the thermal conductivity of the silicon oxide (1.4W K ~tm~1).
tp and t,, are the model parameters specifying the silicon film thickness and back oxide

thickness respectively.

It should be understood that the first order self-heating model is switched on by default;
if Ry and C7 are not specified by the user, STAG3 will calculate them using the above
default model.

4. To switch off self-heating for a single SOI device, simply set Ry to zero. As discussed in
the previous section, this will eliminate all the thermal nodes from that device, regardless
of the settings of the other thermal parameters. To switch off self-heating for all SOI
devices, set RTA to zero. Be aware that this will only work for devices for which Rp is
not set; because of the order of priorities, any device with a non-zero Ry will ignore the
RTA setting.

To switch off dynamic self-heating effects only, for a single device, set Cr to zero, whilst

leaving Rt set. To do this for all devices, set CTA to zero, whilst leaving RTA set.

Note that the preceeding options apply to the basic, single node model only. The multi-
ple node model is chiefly intended for detailed modelling of thermal characteristics, and
is appropriate when multiple thermal time constants have been extracted experimentally
and need to be incorporated into simulations. In such instances, it will usually be more
appropriate to use extracted values to specify R, Rpi, Rps etc, rather than rely on a
scaling model. For this reason, no scaling model is provided for Rp1_4 and Cpi_4. The
area scaling regime can still be applied to Ry and C7 when the other nodes are set (pro-
vided of course that RTA/CTA or the default values are used).
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7.3.3 Thermal Effect on Physical Parameters

The STAG model implements dependence of threshold voltage (via the flat-band voltage),
mobility and carrier saturation velocity on the local device temperature. Being a physically
based model, these three quantities should be sufficient to model the thermal dependence

of the intrinsic device [11,12].

Threshold Voltage

The thermal dependence of the measured device threshold is accounted for by the use of

an effective flat-band voltage.
o
Viger = Vig - - Vbs + xrp - AT (7.14)
where the shift due to DIBL is included for completeness.

Mobility

For a given temperature rise, this physical quantity has by far the most effect on the output
characteristics of a device. It has been found that the surface mobility in a MOSFET
varies as T—% [13], with k reported between 1.4 to 1.8. In STAG, the mobility thermal

dependence is written as

AT )_k (7.15)

poth = po(T) = p10(Tamb) - <1 7
amb

k has been left as a model parameter in STAG, but it defaults to 1.5. The thermal
dependencies of each scattering mechanism hae already been discussed in Chapter 3.
Carrier Saturation Velocity

In STAG, it is assumed that a saturation velocity has been found at 7,1, being denoted

by vsato, and this value is related to the value used in the model by

Vsat0 * [1 + 0.8 exp (%&b)]
1+ 0.8exp ( 7Tamé’(;6AT)

Usat =

(7.16)

This expression reflects the functional temperature dependency reported in the literature
[13].

7.3.4 Thermal Effect on Parasitic Components

The local temperature rise AT will affect the parameters of the parasitic components
of the device as well as the intrinsic device. Investigations into the impact ionisation
current [14,15] indicate that the only parameter which exhibits a temperature dependence
is Bg. This dependence is linear and so the STAG model uses the following equation to
incorporate this effect.

Bar = o+ x5 - AT (7.17)
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where g is a model parameter. 3y is then substituted for 3y in Equation 7.1.

There are two quantities in the ideal diode equation which exhibit a temperature depen-
dence. The obvious one is ¢y = kT'/q, and the other is the reverse saturation current I
and Ig;. It has been found [13] that

E
I. ~ T3+p/2) <_9) 718
: exp (24 (718)
where p is a constant as specified in [13]. At normal operating temperatures however,
the exponential term dominates, and hence the STAG model uses a simple exponential

temperature dependence.

7.4 Channel Length Modulation

The effect of channel length modulation (CLM) is modelled using a variant of the Klaasen
model [16,17], suitably modified to avoid numerical difficulties. An alternative linear ‘\’
model for CLM [18] can also be used within STAG to facilitate fast parameter extraction

at the expense of some accuracy.

The effect of channel length modulation (CLM) on channel current is included in STAG3

in the following way

I
Ioy = <1 + -4 > I Hsat (7.19)
Leff

where [ is the length of the saturation region, and Ly is the effective channel length of

the device.

Two CLM models are available in STAG, the standard lambda model, and a more ad-
vanced model intended to provide a better fit for sub-micron devices. In the lambda

model, [y is determined according to the following equation

li=X-(Vbs — Vpsat) (7.20)

where A is a model parameter, and Vpg,t is the saturation voltage, which in STAG is

expressed in surface potential form.

VDsat = wsLsat - ¢50 + (Zst (721)

In the sub-micron model, [ is determined as follows

lg=1;-In (1 + VDS_VDSZ"‘) (7.22)
Up
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The quantities [, and v, are model parameters. Vpgy, is given by

—In(Vhg + VA
Vbsiim = Vbs - VDsat - €xp ( ( Dsk Diat) (7.23)

In the above equation, k = 2-MEXP, where MEXP is a model parameter which should be

set to an integer value. For short-channel devices, MEXP=1 has been found to work well.

Which CLM model is selected depends on which model parameters are present in the
netlist. The lambda model has priority, so that if parameters from both models are se-
lected, the lambda model will be used. There are three possible CLM model configurations
in STAGS3.

1. If X is set in the model netlist, and MEXP is not set, then the standard lambda
model will be used.

2. If X\ is set in the model netlist, and MEXP is set to an integer value of at least 1,
then the lambda model will be used, but with Vpg, being replaced by Vpsiim-

3. If X is not set, but [, and v, are, and MEXP is set to an integer value of at least 1,

then the sub-micron model will be used.

7.5 External Source and Drain Series Resistance

STAG3 models the effect of source and drain series resistance using two lumped resis-
tances, Rg and Rp. It is possible to specify these parameters using three regimes, which

are described below in order of priority.
1. By directly specifying Rg and Rp, the user overrides all other priorities.
2. The user can define the series resistance in terms of the sheet resistance RSH.

Rg = NRS - RSH (7.24)

Rp=NRD-RSH (7.25)

where NRS/NRD are the number of squares associated with the source and drain (these

are specified as instance parameters for each device).

3. The user can ensure that series resistances scale automatically with device width by
using the source/drain series resistance scaling factors, RSW/RDW. To calculate values
for RSW/RDW, we extract Rg and Rp for a single device. We define RSW as the product
of the source series resistance (ohms), and the width (microns) of that device. RDW is
similarly obtained by multiplying Rp and W for the same device. Once these values are

in place, scaling is automatically performed for any device, using the following relation
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RSW

= 2
Rs =37 7070 (7:26)
RDW
o= 1070 (7.27)

Thus, by introducing RSW and RDW as STAG3 model parameters, we remove the need

to perform manual calculations of Rg and Rp.
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Chapter 8

Charge Model

8.1 Capacitance Modelling in SPICE

SPICE-based compact MOS models generally utilise two types of capacitance model -
intrinsic and extrinsic. Intrinsic capacitances are associated with the movement of charge
within the silicon device, and are can be derived from the expressions for channel and
body charge. Extrinsic capacitances are usually handled outside of the the main charge
model, and are used to account for parasitic contributions, such as overlap capacitance

and junction depletion capacitance.

8.2 Intrinsic Capacitances

In SPICE models, an intrinsic capacitance Cj; is implemented according to the definition

dQ;

Cij = de

(8.1)

where @); is the total charge associated with node i, and Vj is the small-signal voltage at

node j, referred to the other nodes which are held at a steady DC bias.

Since we are considering floating-body behaviour, our treatment is only relevant to partially-
depleted devices, and we will therefore neglect the influence of the back gate. This leaves
four terminal nodes, and therefore sixteen intrinsic capacitances. Of these, four are con-
ventional capacitance elements: Cys, Cyq, Cyrgr, and Cp,. The remaining twelve are
transcapacitances, which model the variation of charge at one node with respect to the
small-signal voltage at another node. It should be noted that these transcapacitances are

non-reciprocal, so that in general

Cij # Cji (82)

It has been shown that this condition of non-reciprocity is linked to the issue of charge con-
servation [1], and that reciprocal models, such as the Meyer model [2], give non-physical

results. As a result, the inclusion of non-reciprocal capacitance elements in SPICE-based
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models is critical to allow accurate modelling of small-signal effects.

For the modelling of the dynamic charge equations, the approach taken closely follows
that used in the SUSOS model [3]; charge non-conservation is avoided by modelling the

transient currents as the time derivatives of the nodal charges.

In order to calculate the transcapacitances, we require analytic expressions for the nodal
charges. These are obtained by integrating the charge densities ¢, and g, along the length
and width of the device. As was explained in Chapter 2, the active length of the device
is split into two distinctive regions. The GCA region (i.e. that portion of the channel
where the Gradual Channel Approximation is taken to be valid), is the region for which
the core and high field models in Chapters 2-6 were developed. The second region is the
drain region, where the lateral drain field is at least comparable to the gate, and for which
the GCA approximation is not valid. In this second region, it is necessary to introduce

empirical models such as the CLM model in order to account for high lateral field effects.

The length of the GCA region is denoted by L', and the drain region by l;. We have already
defined [ in Section 7.4, using either Equation (7.20) or Equation (7.22), depending on
which CLM model we have selected. L’ is defined as

et (8.3)

)

The above expression is the same as that used in STAG2. In keeping with the convention
used in STAG2, the charges associated with the GCA region will be denoted by the suffix

’1’, while the drain region will use the suffix '2’.

8.2.1 GCA Region Charge

The total channel charge in the GCA region can be expressed as follows:

L/
Qe = [ qudy (84)
0

It is necessary to partition this charge between the course and drain node such that

Qp1+ Qs1 = QcmH1 (8.5)

Various partitioning schemes have been proposed; we have chosen to use the commonly
employed Ward-Dutton treatment [4]. While other more sophisticated schemes are avail-
able, it has been shown that this method gives accurate results, provided that the variation

of surface potential with respect to position along the channel is correctly modelled [5].
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Using the Ward-Dutton charge partitioning scheme yields the following relations for the

drain and source charge

L/
@p1 :/%chy (8.6)
0

Qs1 = /L <1 — g,) qedy (8.7)
0

Because we have defined the channel charge as a function of the surface potential, we need
to find a way to express it as a function of y, the position along the channel. We start with
the charge sheet model expression for channel current from Equation (2.1), and neglect

the diffusion contribution to give only the drift term

dis (y)
dy

Icn (y) ~ —psWae (y) (8-8)

We remove the position dependence by integrating from y=0 to y=L’, and then dividing
by L’

TZ}SL
w
Ton = —psg; | ac(v)d, (8.9)
) s0

We now change variables, and substitute Equation (2.19) into Equation (8.9)

44

W 1

lon = —tie gy oo [ acda (810
as

where g5 is the channel charge density at the source end of the channel

qs = —Uof [VG’T - awSO] (811)

and gg is the channel charge density at the drain end of the channel

qa = —Cor Var — athsy] (8.12)

We can also integrate Equation (8.10) to some point y in the GCA region of the channel

qc(y)

/ qcdqe (8.13)
qs

w 1
SyaCOf

Iog = —p

Assuming that the device is quasi-static, Ioy must be the same at every point along the

channel. Therefore we can equate Equation (8.10) and Equation (8.13) to give

y
n

Rearranging allows us to formulate an expression for ¢. as a function of y

-2 = a2 - (8.14)
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2
g
qc—qs$1+g, 4 _ ] (8.15)

Substituting Equation (8.15) into Equation (8.4) gives us our final expression for the

channel charge

2 (F?+F+1
=WL |-2¢s | ————— 1
Qcm l 54 ( ol )] (8.16)
where
F:% (8.17)

Similarly, by substituting Equation (8.15) into Equation (8.7), and integrating by parts,

gives us our final expression for the drain charge

2 [3F34+6F%+4F +2
=WL —g 8.18
Qb1 54 F+1) (8.18)
The total body charge in the GCA region can be expressed as follows:
L/
Qp1 = W/dey (8.19)
0

As before, we have the problem that ¢, in Equation (2.18) is expressed in terms of 1.
We use a similar procedure to that used for Q¢ in order to change the variable to y.
Equation (8.19) then yields

ds 12 g (F24+F+1
QBIZWL/Cof’Ys{a[ q <++

: 1%
3C \ F+1 >+ or

- (\/@H - 5s¢st0) } (820)

8.2.2 Drain Region Charge

The treatment for the drain region charge is very simple; since the carriers are velocity
saturated, the channel charge density is assumed to be uniform in the drain region. Since
we already know g4, the channel charge density at the drain end of the GCA region, we
use this quantity. The simple STAG2 model has been retained, whereby the drain channel
charge is partitioned equally between the source and drain nodes.

_ Qcma _ Wlaga

Qs2=0@p2=—5—"=—, (8.21)

The drain body charge is a more complicted issue, since depletion charge would be shared

with the drain p-n junction depletion region, which is handled by the extrinsic charge
model. STAG2 sets @p2 to zero, and relies on setting the junction capacitance charge to
compensate. As we shall see in the detailed analysis given in the next section, this approach

can lead to problems. Here we shall simply present the expression used in STAG3 for the
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drain body charge density, with the derivation to follow.

Qb2 = VsCofWEcslg [\/@ + 05 (Ysp, — %to)} (8.22)

Since we do not take account of the back gate charge, we can now compute the front gate

charge using the law of charge conservation.

Qc = — (Qcu1 + Qonz + Qp1 + @p2) (8.23)

8.2.3 Drain Region Body Charge Model

A number of floating body effects have been observed in Partially-Depleted SOI devices
which lack a body contact, or those in which the contact is ineffective [6]. Of these, per-
haps the best understood is the kink effect, which has received a great deal of attention
previously [7-9]. In the small-signal regime, the variation of output conductance with
frequency is very pronounced in the kink region of a floating body device, and if compact
models are to accurately reflect the behaviour of floating body devices, they need to be

able to account for this effect.

However, most analogue circuits require that devices be biased in the saturation region,
below the onset of kink. This ensures that devices are not subjected to large variations in
their output conductance whilst biased in saturation [10]. Hence the small-signal effects
which occur in saturation below the onset of kink will have a large influence on the char-

acteristics of an analogue circuit designed in a floating body MOS technology.

Despite being of interest to analogue designers, the small-signal behaviour of floating body
devices in the below-kink saturation region has received relatively little coverage. It has
been shown [9] that when measuring saturation output conductance, g, as a function
of frequency, a pole/zero pair is seen, as shown by the experimental data in Figure 8.1.
This feature appears due to variations in the small-signal body potential with frequency,
which modulates the output conductance via the body transconductance. This behaviour
is not observed in bulk MOS devices or body-tied SOI where there is no floating body
node; instead the conductance response is essentially flat over this range. In modern SOI
devices, the pole/zero pair occurs in the 1-10Hz frequency range, and thus is difficult to
observe directly unless equipment is used which is capable of taking measurements at such
low frequencies. In order that the frequency response be clearly seen, the measurements
shown in Figure 8.1 are for a floating-body Silicon-on-Sapphire (SOS) device, possessing
body junction leakage currents than are higher than modern SOI processes; hence the
pole is shifted to a higher frequency [9]. Any compact model intended for analogue design
in SOI must be able to account for this variation in the saturation output conductance.
Simple qualitative agreement is not usually sufficient, since the characteristics of many

circuits (i.e. amplifier gain) will be directly determined by the magnitude of gouy;.
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Figure 8.1: Measured small-signal output conductance versus frequency for
a floating body SOS device biased in saturation, below the onset of kink
(W/L=20/3um, Vgs=2V, Vps=2V). Taken from Reference [9].

Floating Body Small-Signal Equivalent Circuit

Although the equivalent circuit representation used in [9] is sufficient to qualitatively pre-
dict the AC behaviour of floating body devices, for frequencies up to about 1-10 MHz, it
considers only the use of reciprocal capacitance elements and so does not reflect the use
of transcapacitances in SPICE models. In this study we will be using a modified circuit,
shown in Figure 8.2, which does include non-reciprocal elements. This approach allows us
to derive a mathematical relation between the SPICE intrinsic capacitance model and the

simulated output conductance response.

The basic circuit configuration is the same one used in [9]. The source and gate terminals
are tied to AC ground, and taken as the small-signal reference, while an AC voltage is
applied to the drain. DC biases are applied to the gate and drain such that the device
is operating in saturation. We have neglected the presence of source and drain series re-
sistance; although they can be included, they complicate the mathematical analysis, and
do not contribute to our understanding of the key issues. This simplifies the treatment
considerably, as it eliminates the effect of the front gate transconductance, and means that
only two intrinsic capacitances appear in the equivalent circuit. Since we are interested
in the below-kink saturation region, we will also neglect the influence of impact ionisation

and parasitic BJT action.
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Figure 8.2: Equivalent small-signal circuit for a floating body SOI MOSFET
with the source and front gate tied to AC ground.

The circuit elements in Figure 8.2 are as follows: g4 is the internal drain-source con-
ductance, g,,p is the body-source transconductance, gps and gpg are the body diode con-
ductances, and gps7y is the minimum nodal conductance employed by SPICE to improve
convergence behaviour. The influence of gp;ry on floating body simulations will be dis-
cussed in Section 8.2.3; for the moment, we will assume that it is set to a negligible value.
There are two intrinsic capacitances Ch, and Cpy, and two extrinsic junction capacitances,
Cjps and Cjpq. Note that (8.1), the transcapacitance definition as implemented in SPICE,
yields the opposite sign to the convention commonly used in literature [11] when applied
to non-reciprocal capacitances. In Figure 8.2 therefore, we have reversed the direction of

the current source associated with Cpg.

Derivation of Small-Signal Drain Admittance

The general form for the external drain-source admittance of a floating body SOI MOSFET
is given by (3) in [9] as

- _Zbs
Zps + Zpq Zps + Zpd

where Zps and Zp,; are the body-source and body-drain network impedances. This ex-

(8.24)

Yout = Gds + + Gmb -
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pression only holds if there are no transconductive or transcapacitive elements present in

either body network.

Three terms contribute to the total drain admittance in Equation (8.24). The first term
is the internal drain-source conductance ggs. The second term is the contribution from
the direct path through the body network. The third term is the contribution of the
body-source transconductance g,,;, modulated by the body-source bias, which in turn
is governed by the potential divider ratio of the body network impedances Z,s and Zpq.
We can neglect the second term, since it is typically much smaller than gg4s and gy [9].
This approximation is quite valid when applied to frequencies in the range depicted in

Figure 8.1.

We will now obtain an expression for the drain admittance, 1., in our equivalent circuit

in Figure 8.2. Let us write an expression for the drain-source current

Ias = gas - Vis + gmb - Vos + Gbs - Vos + 5+ (Cop - Vis + Ciog - Vaas + Cvs - Vis) (8.25)

We can simplify Equation (8.25) by neglecting the current component passing through
the body impedance network, which is equivalent to omitting the second term in Equa-
tion (8.24). We retain only the current contributions associated with g4s and g,,p. Now

we get the following expression

Ids ~ Gds * Vds + gmb * %s (826)

In order to eliminate V,s, we apply Kirchoff’s Current Law to the body node, and we

obtain the following result

_ gvd + 5 - (Cjva — Cha)
* gbs + gbd + 5 - (Cop + Cjps + Cjpa)
Substitute Equation (8.27) into Equation (8.26) and divide both sides by Vys to obtain an

expression for the output admittance.

Wos = Va (8.27)

gbd + 5 (Cjpa — Cpa)

= Gas + Gmb - 8.28

Yout 9ds Im Gbs + Gba + 5 - (Cbb ¥ Cjbs + Cjbd) ( )
In the low frequency (DC) limit, Equation (8.28) becomes
bd

Yout(DC) = gas + gmb - rsg oy (8.29)

In saturation gps is at least several orders of magnitude greater than g4, since the body-
drain junction is more heavily reverse biased, so we can simplify Equation (8.29) to the

result obtained in [9]

yout(DC) ~ Gds (830)
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Note that in the below kink region, gps is typically much larger than any contribution
from impact ionisation or parasitic BJT action, so we are quite justified in omitting these

elements from the equivalent circuit.

In the high frequency limit, Equation (8.28) becomes

Cipa — Cra
Chy + Ciips + Ciipa

Yout (HF) = gas + gmp - (8.31)

In order for simulations to match the experimental frequency response shown in Figure 8.1
(Yout (HE') > your(DC)), it is necessary for the second term in Equation (8.31) to yield a
positive result. Since Cjps, Cjpq and Cyy, are reciprocal capacitances, they all have positive
signs, and ¢,,p is modelled as a positive quantity in SPICE. Therefore, the condition for

qualitatively correct small-signal behaviour is given by

Cjba > Cha (8.32)

This is an interesting result. A compact SPICE model must satisfy Equation (8.32) in order
to yield the correct saturation conductance profile, yet most SPICE models for SOI do not
use an integrated model for intrinsic and junction capacitances. As a result, there is no way
to guarantee that Cjq will always exceed Cpg. The incorporation of intrinsic and extrinsic
capacitances into a single unified regime would be a very demanding undertaking, and
will not be attempted here. Instead we will demonstrate how a straightforward empirical

model for the intrinsic body charge can improve model accuracy

Empirical Body Charge Model

Body charge in the saturation region can arise in two ways; either it is the result of
depletion under the front gate (in which case it accounts for part of the intrinsic body
capacitance), or else it is associated with the depletion region around the drain-body pn
junction (in which case it contributes to the extrinsic junction capacitance). We shall see
how extrinsic capacitances are calculated in Section 8.3; for now we shall develop a basic
intrinsic capacitance model, and examine how its formulation can affect the validity of a

SOI compact model in the small-signal regime

Let us consider a generic scheme for assigning charge in a MOSFET device with width
W and channel length L, operating in saturation. We shall employ the Gradual Channel
Approximation (GCA) [12] and assume that prior to channel pinch-off, the field strength
along the channel is much weaker than the vertical gate field. Closer to the drain, beyond
the pinch-off point, the GCA is no longer applicable; we call this region the saturation
region. The GCA region and saturation region are shown in Figure 8.3, where they are
labelled as Region 1 and Region 2 respectively. Also depicted is the variation of the body
charge across the two regions. Notice that in the saturation region, the intrinsic charge
is expected to remain constant, since surface potential is independent of drain voltage in

this region.
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Figure 8.3: Pictorial representation of new body charge model, showing the
role of the new model parameter Fcg. At the boundary between Regions 1 and
2, the intrinsic body charge density is continuous.

Qp1 has already been defined in Equation (8.20). Finding an expression for the drain region
saturation charge () po is more complicated, since the standard expression for g, [12,13] is
only valid in that part of the device where the Gradual Channel Approximation is valid.
Because the electrical field in the saturation region has a pronounced two dimensional na-
ture, it is difficult to derive an analytical expression which adequately describes the charge
distribution in this region. In addition, some of the body charge in the saturation region
will be associated with the body-drain depletion junction, and hence will not contribute

to the intrinsic drain-body capacitance.

To take account of this, we introduce a new model parameter, Fog, or charge sharing
factor. Fog takes a value between 0 and 1, and represents the fraction of Region 2 over
which we should integrate ¢, in order to obtain Qps. The other part of the region is
assumed to contain charge associated with the external junction capacitance; in effect, no
intrinsic body charge exists in this region. The model is shown pictorially in Figure 8.3.
In Region 2, all charge to the left of the dotted line is used to calculate @ p2, and hence is
associated with the intrinsic transcapacitance Cpg. To the right of the dotted line is the
charge contributing to the external junction capacitance Cjpq, which is calculated using
(8.41) and (8.42).
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As mentioned earlier, we can assume that in the saturation region, g, remains constant,
equal to gy(L’), its value at the boundary between Regions 1 and 2. According to this

scheme, the expression for () g2 becomes

Qpa=W - Feog-lg-q(L) (8.33)

If we take Equation (2.18) and set v5(y) to ¥,z (the surface potential at y = L'), we can
use this is Equation (8.33) to obtain

QBQ = ’YSCOfWchld [\/ ¢st0 + 53 (wsL - Q;Z)st(])} (834)

Having found an expression for (Jps, the next step is to obtain an expression for the
intrinsic body-drain capacitance Cpq. Let us assume that the device is biased in saturation,
and then increase the drain voltage by an infinitesimal amount dVys. According to channel
length modulation theory [13], the pinch-off point for the channel will move towards the

source, and so the saturation region will increase in length by an amount dL

dL = \-dVy, (8.35)

where A is the channel length modulation (CLM) parameter given in Equation (7.20). Of
course, the GCA region must be reduced in length by dL. The changes to each region are
shown in Figure 8.4. The corresponding changes in the amount of charge in each region

are given by

T
|
|

REGION 1 REG|ON 2
a) (GCA) (SAT.)

Fes.la

T
|
|
|

REGION 1 REGION 2
b) (GCA) (SAT.)

Fes.(la+ dL)
L'-dL la+ dL

Figure 8.4: GCA and saturation region length for a) drain voltage Vds and
b) drain voltage Vds+dVds.
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dQp1 = —W -dL - [q(L') — (L' — dL)] (8.36)

dQpz =W -dL - Fcs - qp(L") (8.37)

and the total change in the body charge is obtained by summing dQy and d@ps

dQy =W -dL-[(Fos — 1) - (L") + (L' — dL)] (8.38)

From Figure 8.3 we see that the intrinsic (gate induced) depletion body charge reaches its
maximum value at the boundary between Regions 1 and 2, so that

@(L') > qp(L' — dL)] (8.39)

Therefore, for an NMOS device (g, is negative), d@p; will always be positive, and dQ g2
will always be negative. The reverse is true for a PMOS device. The sign of dQp is
dependent on both the device and the value chosen for Frg.

From the definition of intrinsic capacitance given by (8.1), we can substitute for dQp and
dVys using (8.38) and (8.35), and obtain the following result.

Cha = =W-X-[(Fos — 1) - q(L') + qu(L' — dL)] (8.40)

dVds

Evaluation of Body Charge Model

In order to evaluate the validity of the charge model, it was incorporated into STAG,
and small-signal simulations of floating-body PD-SOI MOSFETSs were performed. The
results presented in this study are for NMOS devices. Figure 8.5 shows simulated output
conductance plotted versus frequency for an NMOS device, for three values of Fog. For
Fes=0.5 and Fog=1 plausible results are obtained, with you:(HF') > yout(DC). However,
for Fos=0 we find that yout(HF) < yout(DC), so (8.32) is being violated for this case.

Let us first understand this result from a qualitative point of view. As we increase the
drain voltage, the CLM effect causes the saturation region (Region 2) to grow larger, and
the GCA region (Region 1) to grow smaller. Physically, we would expect some of the body
charge previously in Region 1 to become associated with Region 2 instead. However, if
Fcs=0, then the body charge in Region 2 is assumed to be zero, regardless of the size
of the region, and so dQp2, which is normally a negative quantity for an NMOS device,
will instead be zero. Removing body charge from Region 1, without adding any charge to
Region 2, will raise d@ (and hence Cjpq) to an artificially high value, making a violation
of (8.32) more likely. At the other extreme, setting Frrg=1 will produce a much smaller
rate of change of Q.

If we now actually substitute values of Fog into (8.40), we do indeed find that the largest
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Figure 8.5: Comparison of simulated drain conductance-frequency profiles
for different values of charge sharing factor Fog. The dotted lines indicate
the physical range of Fog, over which the correct drain conductance profile is
observed.

positive value for Cpq occurs when Frog=0, while Fog=1 actually results in a negative
value for Cpy. In the latter case, (8.32) will always be met, but this will not necessarily

yield quantitatively accurate results.

We can deduce from (8.40) that a non-physical conductance profile will be particularly
evident in technologies with pronounced CLM. Conversely, simulations in which the CLM
parameter, A, is set to zero should give the correct profile, since Cpg will then also be
zero. This is confirmed in Figure 8.6; here Fcg has been set to zero, and simulations
have been performed using different values of A\. It can be seen that for a combination
of a high X\ value and a low value for Fpg, the simulated conductance becomes negative,
even though self-heating has been switched off for these simulations. This occurs when
the negative contribution from the second term in (8.31) becomes larger than g4, and is

a clear indication that the model is yielding non-physical results.

Fos=0 and Fog=1 correspond to the lower and upper limits on the possible range of high
frequency drain conductance values. However, since we still get non-physical behaviour
for low values of Fg, the physical lower limit for Fog actually corresponds to the value
required to make the Yo (HF') equal to ggs. We would expect the optimum value for

Fes to lie somewhere between this lower limit and Fog=1; the physical range is indicated
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Figure 8.6: Variation of simulated drain conductance with channel length
modulation parameter A, for Fog=0. When X\ is set to zero, a physically
correct drain conductance profile is observed.

on Figure 8.5. When applying this model to all device instances of a particular process
technology, an averaged value for Fog will probably be required, bearing in mind that the

degree of charge sharing is likely to vary for different device dimensions and bias conditions.

We can attempt to fit simulation results to data obtained from measurements, to see if
experimental values of drain conductance fall within the acceptable range defined in Fig-
ure 8.5. Such a fit is shown in Figure 8.7, using a device manufactured using Technology
B (see Appendix A). A value of 0.5 was chosen for Frg. The simulated data (solid lines)
were obtained using the same parameter set used in Figure 8.5, from which we can see
that Fog=0.5 does indeed fall within the allowed range of values. Using this value, we can
see that reasonable matching is obtained, and that the below-kink saturation conductance

remains close to the measured curve in the region of interest.

If we now focus specifically on the below-kink saturation region, we can better gauge the
usefulness of the new model. Figure 8.8 shows the same plot as Figure 8.7, but with the
scale adjusted. Three sets of simulation data are displayed, corresponding to Fog values
of 0, 0.5, and 1. Values of 0 and 1 yield conductances which are too low and too high re-
spectively, whereas Fog=0.5 does give a reasonable result over the relevant voltage range.

Because of minimal fitting of the DC model for these simulations, the onset into satura-
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Figure 8.7: Simulated small-signal drain conductance versus drain bias, com-
pared with measured data. New charge sharing factor is used to model satura-
tion body charge, with Fcg set to 0.5 for the simulation data.

tion is rather abrupt. Additionally, the fact that Fog is modelled as a constant, without
any voltage dependence, means that fitting is not perfect in the saturation region either.
Clearly the new body charge model would benefit from further development, but it is at
least sufficiently good to demonstrate the physical principles underlying the small-signal

behaviour.

The evaluation results presented in this section show that it is possible to greatly improve
the accuracy of the small-signal modelling of SOI devices, using a simple theory, and re-
quiring only one additional parameter in addition to the basic DC parameter set. The
basic concept of using a charge sharing factor appears sound, and although more compli-
cated schemes could be devised in order to better reflect the terminal voltage dependency
of Frg, the empirical approach described in this work has been shown to yield adequate
small-signal characteristics. A more robust solution would be the implementation of an
integrated capacitance model, in which extrinsic and intrinsic capacitances are interde-
pendent. This would help ensure that the relative magnitudes of the two contributions
satisfied the condition for qualitatively correct conductance profiles, and ideally would
be able to provide quantative conductance matching as well. However, the author is not

aware of any such capacitance model suitable for use in a compact model.
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Figure 8.8: Plot of the small-signal drain conductance versus drain bias,
focusing on the below-kink saturation region. Measured data is compared with
simulation data for Fog=0, 0.5, and 1.

Influence of Minimum Nodal Conductance on SOI AC Simulations

We shall conclude this section by discussing a related issue, which if not handled carefully,
can also result in non-physical characteristics. In many SPICE-based compact MOSFET
models, an additional conductance gp;rn is placed in parallel with the junction conduc-
tances. SPICE uses gpsrn to provide a minimum nodal conductance, in order to ensure
that there is a non-zero conductance between these pairs of nodes in the equivalent circuit.
SPICE can step up the value of gpsrny in order to help individual devices to converge. It
is not a physical conductance, so when convergence is not an issue, one must be wary of

assigning to it a value which is comparable with any physical conductance.

For most bulk MOSFET modelling applications, a default value for gp;ry of 107128 is
found to be acceptable. However, in the case of SOI, using a default value of that magni-
tude can drastically alter the simulated conductances above and below the low frequency
pole. This is because most of the body network impedances in a SOI device are usu-
ally smaller than 107128, To illustrate this, Figure 8.9 shows the results of small-signal
simulations using two different values of gysrn. Below 1072°S, there is found to be no
significant change in conductance, suggesting that this value is small enough to be used
in SOI simulations. When we set gy7n to 10728, we can see that the difference in drain

conductance is very noticeable. This occurs when gp;rny becomes comparable to gps, SO
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Figure 8.9: Simulated drain conductance versus frequency, for gyrrny = 1072
and 10712S. The inset shows simulated drain current characteristics for the
same device and conditions, showing anomalous effect on saturation character-
istics of making garrny comparable in magnitude to physical body conductances.

that a significant proportion of the drain-source voltage is dropped between the body and
source nodes. When this happens, the threshold voltage is reduced by means of the body
effect, thus altering the DC operating point. From the inset of Figure 8.9, we can see how

guin can affect DC simulation results as well as AC.

We conclude that a much smaller value of g7y must be employed in SOI simulations. A
value of 1072°S has been found to be suitable, since this will make gy/7n at least one or
two orders of magnitude smaller than the drain-body junction conductance gpq under most
conditions. Setting gprrn to such a small value should be done as a matter of routine,
to ensure accurate floating body SOI simulations, and to avoid confusion when trying to
distinguish this kind of simulator anomaly from problems inherent to the compact model
itself.
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8.3 Extrinsic Capacitances

Extrinsic capacitances are usually modelled using separate auxilliary equations, which exist
independently of the main charge model. They are usually empirical expressions intended
to provide a first-order model, one which yields reasonably accurate values over most
operating conditions, without recourse to complicated mathematical schemes. Of greatest
relevance to this work are the body-source and body-drain junction capacitances, Cjs and
Cjpa, which can be modelled using pn junction theory. A widely used scheme [12,14] is to

calculate Cjjps and Cjpq from Cjg, the capacitance per unit sidewall area

Co

Cjbd:W'tb‘(_‘Jé’j’éi)M

if Veia < FC-PB (8.41)

Co

Com =Wt ey

1_F0(1+M)+1‘f’gM] if Vig> FC-PB  (8.42)

where FC, PB, and M are empirical parameters defined in [14]. A similar expression can

be obtained for the source-body junction capacitance, by replacing Vg with V.

8.3.1 Source and Drain Junction Depletion Capacitance

The model priorities for calculating drain-body and source-body junction depletion capac-

itances, Cjpq and Cjps are given below:

1. By directly specifying values for Cj,q and Cjps in the model netlist, the user overrides

all other priorities.

2. The user can provide a value for C';, the junction capacitance per unit area of junction
sidewall. STAG will then calculate Cj3q and Cjps from Cg.

3. If neither Cjpq/Cjps or C; are provided, then STAG3 will calculate a default value for

Cj using the following relation:

€si¢ ( Np-Nupp )
Cy= ( 8.43
/ \/2¢bi Np+ Nupp (8.43)

where Np is the silicon film doping concentration, Nz pp is the source/drain region doping

concentration (defaults to 102°°cm™3), and ¢; is the thermal equilibrium voltage across

the pn junction, defined as

$pi = ¢y In <W> (8.44)

i
If the need arises to switch off the junction depletion capacitances (for instance to test
the intrinsic capacitance model without interference from other capacitance contributions)

then C; can be set to zero in the model netlist.
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8.3.2 Overlap Capacitances

In STAGS3, all overlap capacitances are assigned default values, although these can be
overridden by setting parameter values in the netlist. The following set of equations are

used to calculate the default values.

€0 " €oz laifr - W

Cyfso = " (8.45)
of
. daiee W
Cyfao = 2 : it (8.46)
of
€op - (L—21girs)-(0.1-1076 . F,,;
Cgfbozﬁo €o * ( diff) - ( min) (8.47)
tof
oz (2-1078 - Fpin 4 lairr) - W
Cgbso = 0" Cor ( min & dlff) (8.48)
tob
. (2-1076. F . Liee) - W
Cybdo = € Coa - ( min + laif ) (8.49)
tob
c€op - (L—2lgirs)-(0.1-107 - Fppiry + W
Coppo = 2% ( difg) - { min + W) (8.50)

tob
where lg; ¢ is a model parameter specifying the lateral diffusion distance of the source and
drain regions under the front gate. Note that the units of F,;, are microns (um), so a

factor of 1079 is needed to convert to metres.

Front gate overlap capacitances can be set instead by specifying CGFSO, CGFDO, and/or
CGFBO. This can be used to switch off certain capacitances, by setting the appropriate
model parameter to zero. Back gate overlap capacitances are calculated per unit area.
Therefore, to set back gate overlap capacitances in the netlist, it is necessary to specify
CGBSO/CGBDO/CGBBO, and also Ag/Ap/Ap, the contact areas for the source, drain
and body regions. The exception to this is if it is necessary to set one or more of the
back gate overlap capacitances to zero. In this case, all that is required is to set CGBSO,
CGBDO, and/or CGBBO to zero in the netlist.

In the event that netlist values are used, the overlap capacitances are calculated according

to the following set of equations

Cyfso = CGFSO - W (8.51)
Cytdo = CGFDO - W (8.52)
CgbeZCGFBO- (L—2-ldiff) (8.53)
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Cypso = CGBSO - Ag (8.54)

Cyhio = CGBDO - Ap (8.55)

Cywo = CGBBO - Ap (8.56)

Note that any combination of overlap capacitances can be specified or be left as default.
For instance, setting CGFSO, CGBBO and Ap would set front gate-source and back

gate-body overlap capacitances, with the other four using their default values.
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Chapter 9

Model Evaluation Results

9.1 Introduction

In order to test the fitting capabilities of STAG3, single device characteristics are sim-
ulated and compared with those measured from a commercial 0.25um PD-SOI process
technology. Due to time limitations, only DC results for body-tied and floating NMOS
devices are given here. It would of course have been preferable to include other results:
results for PMOS characteristics, charge plots, and miscellaneous others. It should be
pointed out however that most of the important changes to STAG3 have not involved
changes to the floating body or charge models; these models were developed for STAG2,
and provided good fitting for older technologies down to about 0.7um [1]. The key to
achieving good fitting for STAG for deep-submicron devices have been the DC core and

high field model improvements, and to evaluate these we can rely on DC characteristics.

Unless otherwise stated, all results in this chapter are for Technology A (see Appendix A).
The default self-heating models have been used, so that the active thermal area is calcu-
lated from the device dimensions, and used to calculate R and Cp. The associated model

parameter set used to simulate Technology A is given in Table 9.1 at the end of this chapter.

9.2 Transconductance Results

To provide an initial idea of STAG3’s accuracy, and to extract and adjust some basic
model parameters, drain current was plotted as a function of gate voltage, for both low
and high drain voltages. As with most of the evaulations in this chapter, results have been
obtained for both a long channel device (W = 10um, L = 10um) and a short channel
device (W = 10um, L = 0.25um), with the same model parameter set being used to

generate all results. Fig. 9.1 shows the long channel data.

It can be seen that the match to experimental data is quite good, with only a small num-
ber of parameters needing extraction and optimisation in order to obtain these results.

The extracted threshold voltage was used, in conjunction with the model parameters from
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Figure 9.1: Drain current versus gate voltage for Vpg = 0.1V and 1.8V for
a W = 10um, L = 10um body tied device. Circles indicate measured values,
solid lines indicate simulated results.

the threshold fitting model in Section 6.7.3. The mobility was extracted, and the surface
roughness parameter was fitted to the portion of the curve corresponding to high Vgyg,
since surface roughness is the dominant scattering process in this region. The Coulomb
and phonon scattering parameters were then hand fitted. In order to get better fitting
for the high drain voltage curve, the DIBL parameter o was adjusted by hand. The front

gate thickness and a uniform doping concentration were obtained from process data.

Next we examine the transconductance curves for the same device (Fig. 9.2). Along with
the output conductance, the transconductance determines the gain of simple amplifier

stages, making it an important parameter for analogue circuit designers.

While good accuracy is seen for Vpg = 0.1V, there is a noticeable deviation for Vpg =
1.8V. This is probably due to inaccuracies caused by the linearisation of the channel and
body charges around the source. As we saw in Chapter 2, this can result in problems cor-
rectly estimating the channel charge density, and hence the drain current, at high drain

biases.

Although this was not a priority during this work, we shall also look at the higher deriva-
tives of drain current with respect to the gate voltage, since these come into play during
distortion analysis [2]. In Figs. 9.3 and 9.4, we plot the 2nd and 3rd order derivatives of the

drain current. It can be seen that STAG3 reproduces all of the qualitative features, and
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Figure 9.2: Gate transconductance versus gate voltage for Vpgs = 0.1V and
1.8V for a W = 10um, L = 10um body tied device. Clircles indicate measured
values, solid lines indicate simulated results.
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Figure 9.3: 2nd derivative of drain current w.r.t. gate voltage versus gate
voltage for Vpg = 0.1V and 1.8V for a W = 10um, L = 10um body tied
device. Circles indicate measured values, solid lines indicate simulated results.
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Figure 9.4: 3rd derivative of drain current w.r.t. gate voltage versus gate
voltage for Vpg = 0.1V and 1.8V for a W = 10um, L = 10um body tied
device. Circles indicate measured values, solid lines indicate simulated results.

provides high accuracy for quantitative matching as well. Some deviations are again seen

for Vpg = 1.8V, but again we can put these down to problems due to charge linearisation.

Looking now at the short channel device, we see that a similar degree of accuracy has been
obtained for the drain current as it was for the longer device (Fig. 9.5). The same param-
eters were used, and in addition the short channel effect parameter was extracted. The

RSCE parameters were then hand fitted to give a good estimation of the threshold voltage.

Getting close fits for the measured transconductance data was much more problematic, as
can be seen in Fig. 9.6. Once again, the problem is worse at high Vpg. Part of the prob-
lem can once again be attributed to issues arising from the STAG3 charge linearisation.

However, other parts of the model might be contributing to this error.

For instance, as was discussed in Section 3.3.4, there are some aspects of the mobility
model which could be improved to be more physical. The use of Matthieson’s rule is one
such aspect, though it is unclear exactly how much accuracy is being lost through its use.
Furthermore, no obvious alternative is available; hence its popularity in compact models.
One omission which can be assumed to have an impact is the absence of inter-valley scat-
tering. As was mentioned in Section 3.3.4, this is generally neglected in compact models,
as it is a complicated function of the gate voltage. Whether there is also a significant

dependence on drain voltage is unclear, but it seems plausible. Either way, these kinds of
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Figure 9.5: Drain current versus gate voltage for Vpg = 0.1V and 1.8V for

a W =10um, L = 0.25um body tied device. Circles indicate measured values,
solid lines indicate simulated results.
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Figure 9.6: Gate transconductance versus gate voltage for Vps = 0.1V and
1.8V for a W = 10pum, L = 0.25um body tied device. Circles indicate measured
values, solid lines indicate simulated results.
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simplications can be expected to reduce the overall ability of the model to fit to transcon-

ductance data over a range of biases and channel lengths.

Another possible source of error might come from the way that the drain series resistance
is being modelled. No significant relation was found between series resistance and gate
voltage for this process technology, due to the lack of LDD regions. However, STAG3
lacks the ability to model the resistance associated with the saturated drain region; this
has to be included as part of either the internal or external series resistance models. This
could be modelled in STAG3 by increasing the drain series resistance to be larger than
the source value. However, this measure alone is insufficient to give a good fit to the data

in Fig. 9.6, and so the two series resistances have been left equal in these simulations.
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Figure 9.7: Drain current versus gate voltage for Vpg = 0.1V and Vpg = 0,
—0.5, —1.0, —1.5, —2.0, and —2.5V for a W = 50um, L = 50um body tied
device in Technology B. Circles indicate measured values, solid lines indicate
simulated results.

Before we conclude this section, we should examine the ability of STAG3 to model varia-
tions in the body-source voltage Vpg. Because we lack the appropriate experimental data
for Technology A, we shall perform our comparisons using measured data from Technology
B (see Appendix A). Figs. 9.7 and 9.8 show how transconductance characteristics change
as Vpg is made increasingly negative and the threshold voltage increases. It can be seen
that the matching across the whole Vpg range is good, which indicates that the STAG3
body model is sufficiently accurate.
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Figure 9.8: Gate transconductance versus gate voltage for Vpgs = 0.1V and
Vs =0, —=0.5, —1.0, —1.5, —2.0, and —2.5V for a W = 50um, L = 50um
body tied device in Technology B. Circles indicate measured values, solid lines
indicate simulated results.

9.3 Subthreshold Results

The subthreshold region is important because it determines the leakage current and there-
fore the power dissipation of the device in the OFF state. This is of particular interest for
modern low-power applications. The measured and simulated subthreshold characteristics

are compared in Figs. 9.9 and 9.10.

The matching is good in most regions, and while there are some inaccuracies in the sub-
threshold slope, this is probably a result of not knowing the body doping profile for this
technology. If it were known, then it would be possible to use the STAG3 non-uniform

doping model to improve the fitting in this region.

The poorest matching comes in the region of negative gate voltage. Not only is the STAG
surface potential model not designed to give accurate results in this region, but it also
lacks the ability to model Gate Induced Drain Leakage (GIDL). GIDL can be seen in both
sets of measured data, but particularly in the short channel results. It manifests as an
increase in subthreshold current as the gate voltage continues to be reduced, and is caused
by strong drain-gate electric fields developing near the drain region. More will be said
about this in Chapter 10.

The subthreshold leakage model parameters were optimised to give an acceptable fit in
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Figure 9.9: Subthreshold characteristics for Vpg = 0.1V and 1.8V for a
W = 10um, L = 10um body tied device. Circles indicate measured values,
solid lines indicate simulated results.
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Figure 9.10: Subthreshold characteristics for Vpg = 0.1V and 1.8V for a
W = 10um, L = 0.25um body tied device. Clircles indicate measured values,
solid lines indicate simulated results.

133



the long channel case, and no attempt was made to improve the fit for the short channel
data.

9.4 Output Characteristics

For the drain voltage characteristics, an additional number of parameters were optimised.
These included the external source and drain series resistances and the saturation velocity
Vsqt; none of these parameters deviated much from their extracted or default values). Adi-
tionally, having used these parameters to fit below the onset of saturation, the sub-micron

CLM model was hand fitted to improve accuracy in the saturated region.
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Figure 9.11: Drain current versus drain voltage for Vgrs =0, 0.3, 0.6, 0.9,
1.2, 1.5, and 1.8V for a W = 10um, L = 10um body tied device. Clrcles
indicate measured values, solid lines indicate simulated results.

The resulting simulations can be seen in Figs. 9.11 and 9.12. Overall the fitting is good,
both in terms of current levels in saturation, and the onset of saturation itself. Some
overestimation of the saturation current occurs for both long and short channel devices,
at high gate voltages. In many analogue circuits, devices are biased with gate overdrives
of 0.5V or less, and so the model parameters have been hand fitted to ensure better fitting

in this region, at the expense of the high gate voltage range.

Figs. 9.13 and 9.14 show the corresponding plots of output conductance against drain
voltage. Output conductance is another important parameter for analogue designers.

In STAG2, there was a problem that the conductance plots entered into saturation too
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Figure 9.12: Drain current versus drain voltage for Vgrs = 0, 0.3, 0.6, 0.9,
1.2, 1.5, and 1.8V for a W = 10um, L = 0.25um body tied device. Circles
indicate measured values, solid lines indicate simulated results.
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Figure 9.13: Qutput conductance versus drain voltage for Vgrs = 0, 0.3, 0.6,
0.9, 1.2, 1.5, and 1.8V for a W = 10um, L = 10um body tied device. Circles
indicate measured values, solid lines indicate simulated results.
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Figure 9.14: OQutput conductance versus drain voltage for Vgrs = 0, 0.3, 0.6,
0.9, 1.2, 1.5, and 1.8V for a W = 10um, L = 0.25um body tied device. Circles
indicate measured values, solid lines indicate simulated results.

abruptly [1], a serious issue since designers need to know the onset quite exactly in order to
bias devices correctly within saturation. This problem is much less pronounced in STAG3,
with the new saturation model presented in Chapter 4 giving much smoother transitions.
Although there are still some deviations from the measured curves, the largest of these

occur at high gate voltages, as explained above.

So far our evaluation of the STAG3 model has dealt only with body tied devices. Of
course the model should also be able to accurately simulate floating body devices. The
only experimental data for Technology A is for short channel devices, so we shall only
evaluate for this case. This will provide the most challenging test of the model in any
case, since the high lateral fields at the drain of a short channel device mean the impact

ionisation has more of an influence on the characteristics.

Fig. 9.15 shows drain current plotted against drain voltage for 4 different gate voltages
above threshold. While the fit is good in places, the main problem is that the onset of
kink is not predicted accurately across the whole range of gate voltages. In this case, the
optimal matching occurs around Vs = 1.4V. Above and below this value, the accuracy
is gradually reduced, with deviations in prediction of the onset of up to 0.2—0.3V. Fig 9.16

shows the drain conductance plot for the same device and operating conditions.

Part of the reason for the deviations may lie in the fact that the impact ionisation models
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Figure 9.15: Drain current versus drain voltage for Vgrs = 0.6, 1.0, 1.4,
and 1.8V for a W = 25um, L = 0.25um floating body device. Clircles indicate
measured values, solid lines indicate simulated results.
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Figure 9.16: Output conductance versus drain voltage for Vgrs = 0.6, 1.0,
1.4, and 1.8V for a W = 25um, L = 0.25um floating body device. Circles
indicate measured values, solid lines indicate simulated results.
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have not been changed since STAG2, and may not be suitable for accurate modelling of
deep-submicron devices with high lateral fields. Another related issue is that as with all
of the evaluation results, the model parameters have been hand fitted, rather than using
computer optimisation. We have already seen from our body tied evaluations that this
approach can give good matching with minimal effort for the core model. However, the
impact ionisation model is a highly empirical auxilliary model with a large number of
fitting parameters (7 if we include the temperature dependence). Not only is it difficult
to judge appropriate values for parameters that lack a clear physical meaning, the task
becomes progressively more difficult the more parameters are involved. So it may be that

the existing model is adequate, provided that a software optimiser is used.

Overall, the new STAG3 model has been shown to provide good fitting across a range
of channel lengths and biases, using just a single parameter set to obtain all results for
the given process technology. Considering that all parameter optimisations performed
for these simulations were simply hand adjustments, the level of accuracy is quite high.
Full parameter optimisation would be expected to give better fitting, though some further

model improvements are expected to be necessary for optimal experimental curve fitting.
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Parameter | Symbol Description Value Unit
TNOM Parameter measurement temperature 25 °C
TPG Gate material type 1 -
TOF tox Front gate oxide thickness 4.5 %1079 m
TB tsi Silicon film thickness 90 x 1077 m
TOB thow Back gate oxide thickness 380 x 1077 m
NSUB Np Silicon film doping concentration 6 x 1017 cm ™3

NP Np Polysilicon gate doping concentration 1 x 1022 cm ™3
NRSCE Nysce Peak doping concentration at junctions 7.9 x 1017 cm ™3
LRSCE Lysce Characteristic length for lateral doping profile 6 x 1078 m

LD la Lateral diffusion 0 m

RSW Ry Width scaled source series resistance 300 Q.pm
RDW Raw Width scaled drain series resistance 300 Q.pum
VTEX Vies Extracted threshold voltage 0.64 \%
VDEX VDex Drain-source voltage used to extract Ve 0.1 Vv
DELTAO do Empirical threshold extraction parameter 0.07 -
SIGMA o DIBL parameter 7x 1077 m~!
DELTAL AL Short channel effect parameter 2x 1078 m
DELTAW AW Narrow width effect parameter 0 m
CHIFB XFB Temperature coefficient of flat-band voltage 9.5 x 1074 V/K
uo o Low field carrier mobility 370 cm?/(V.s)

ASR Qg Surface roughness scattering coefficient 6 x 10717 (m/V)?

APH aph Phonon scattering coefficient 2x107% | (m/V)'/3
ACOU Qeon Coulomb scattering coefficient 0 m?

VSAT Vsat Carrier saturation velocity 1.5 x 107 cm/s
K k Mobility temperature exponent 1.2 -

ALPHAOQ Qg Impact ionisation coefficient 5 x 109 m~!

BETAO Bo Impact ionisation coefficient 2 x 106 V/m

LM Ly, Tonisation length bias coefficient 4 %1078 m

LM1 Ly Ionisation length bias coefficient —7x107° m/V

LM2 Lo Tonisation length bias coefficient 0 m/ V2

ETA n Impact ionisation empirical field adjustment parameter 0.5 -

LX ly Short channel channel length modulation parameter 2x 1078 m

VP Up Short channel channel length modulation parameter 0.75 A%

MEXP Short channel channel length modulation exponent 4 -
JS Js Diode diffusion current density 6.8 x 1078 A/m
ETAD il Diode diffusion ideality coefficient 1.23 -

JS1 Js1 Diode recombination current density 9.6 x 1078 A/m

ETAD1 nD1 Diode recombination ideality coefficient 1.65 -
FMIN Forin Minimum feature size 0.25 pm

Table 9.1: STAG3 model parameters for simulation of Technology A device

characteristics.
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Chapter 10

Conclusions and Further Work

10.1 Conclusions

The thesis began with a detailed treatment of the new low field surface potential model
used in STAG3. It had been found that the old STAG2 model sometimes gave non-physical
kinks in the transconductance curves around the onset into strong inversion when simu-
lating deep sub-micron process technology. The model used by the Eindhoven model was
adopted instead [1,2], but this was found to give poor accuracy in subthreshold. In the
end, the STAG3 model became a fusion of the STAG2 and Eindhoven models, with the
additional feature that that possible presence of a lowly-doped polysilion gate is actually

built into the core model.

Following that, new models for high vertical and lateral electric fields were derived. The
old STAG2 mobility model, which had a linear dependence on vertical field, was replaced
with a modern formulation which takes into account various scattering processes. An
early form of this mobility model was presented in [3]; all the scattering terms are already
present in their present forms, although the lateral field and saturation models have since

undergone extensive improvement, and now include velocity overshoot.

The quantum mechanical model was then presented as part of the high field treatment.
The method of combining the expressions for surface potential in strong inversion and sat-
uration was demonstrated, which resulted in quantum effects automatically dropping to
zero outside of strong inversion. This yielded a continuous one-piece high field expression
for the STAG3 surface potential.

This was followed by a series of models dealing with shifts to the body factor or flat band
voltage, such as non-uniform doping, SCE and RSCE, DIBL, and a new method for relat-
ing the STAG3 flat band model to extracted threshold voltages. This last sub-model was
first published in [4].

Then the auxillary model was outlined, covering parasitics and floating body behaviour,

self-heating and thermal behaviour, CLM, and external series resistance. This was fol-
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lowed by the charge model, for which a new body charge expression had been devised for
the drain region to eliminate a problem seen in STAG2. The relevant methodology, first

published in [5], was also given.

Finally, some measured results were compared with simulations for body-tied MOS de-
vices. It was found that a single parameter set could be used to get a good overall degree
of fitting for a range of device sizes and terminal biases. The most noticeable problems

occurred for higher drain biases, due to limitations in the charge expressions.

10.2 Suggestions for Further Work

10.2.1 DC Model

Many of the improvements which have led to the STAG3 model have centred around im-
proving the accuracy of the DC model, in order to make it more applicable to devices in
the deep sub-micron regime. Judging from the literature on the subject, we can expect
STAGS3 to yield good results for devices down to about 100nm gate length. However, as
MOSFETSs continue to be scaled down, certain physical effects become increasingly im-

portant, and these trends will need to be reflected in any future versions of STAG.

One feature currently missing from STAG3 is some way of modelling the gate current. This
current results from quantum mechanical tunnelling of carriers across the potential barrier
of the gate oxide and into the channel. The tunnelling probability increases exponentially
with decreasing gate oxide thickness, so this effect becomes increasingly important as the

front gate thickness is scaled down in modern CMOS processes [6].

Gate Induced Drain Leakage (GIDL) is the name given to a subthreshold phenomenon
whereby a significant drain to bulk leakage current is induced, despite the drain voltage
being well below the breakdown voltage [7]. As gate voltage is reduced, the subthreshold
current starts to increase again. This occurs when the gate voltage becomes sufficiently
small compared to the drain voltage, such that a strong drain-gate electric field is created.
This strong transverse field allows valence electrons to tunnel into the conduction pair
to form electron-hole pairs. These electrons and holes then flow into the drain and body
respectively. This effect has even been observed in quarter micron technologies [8]. In
order to accurately model this aspect of the subthreshold characteristics, a GIDL model
needs to be added to STAGS.

One possible improvement has been identified for the mobility model, namely the inclusion
of carrier inter-valley scattering. If a functional dependence on gate voltage (and drain
voltage, if appropriate) could be identified, it could then be included as another scattering
term in the Matthieson’s rule expression. This would hopefully allow closer fitting across

the full bias range.
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Because we are concerned with simulating floating body SOI MOSFETsSs, accurate mod-
elling of the body region is more important than for a bulk MOSFET model. It has been
shown that body resistance in the form of a poor body tie can cause significant degra-
dation of intrinsic device gain [9], and can even be worse than no body tie at all. More
accurate modelling of the effect of a finite body resistance could be achieved by adding
a number of internal bias-dependent resistances between the body and the source, drain,

and external body nodes.

Also relevant to floating body simulations is the issue of the impact ionisation model.
This has remained unchanged from STAG2, and further investigations are needed to de-
termine whether the existing model provides sufficiently good fitting for short channel

deep-submicron devices.

In the saturation region, the drain and source series resistances are no longer symmetri-
cal, due to the presence of additional series resistance from the saturated drain region.
If a value for this resistance could be calculated automatically, it would reduce the need
to optimise the low field series resistance parameters to obtain a good fit at high drain
voltages. The CLM model would provide a good starting point for this, since it already

provides an expression for the length of the saturated drain region.

One numerical issue which remains in the STAG3 model is that the expression for the
channel current is not symmetrical around the point Vz; = 0. For a symmetrical MOS-
FET device, we would expect identical behaviour in the forward and reverse modes (i.e.
I3s(Vgs) = —1I4s(—Vys)) It is shown in [10] that in order for this condition to be met, the
second derivative of Ij; with respect to Vs must be zero. In other words, when plotting
the drain conductance g4 as a function Vg, the slope of this characteristic should be zero
at Vs = 0.

In order to overcome this problem, care must be taken when choosing the form of the
velocity saturation expression [10], as well as the smoothing function used to model the
transition between the linear and saturation operating regions [2]. Failure to do this can
result in convergence problems moving from forward to reverse modes, and also renders
the model unsuitable for performing distortion analysis. However, STAG3 has not shown
any obvious convergence difficulties in this transitional region, and we are not concerned

with developing a model for distortion analysis, so this issue was not given high priority.

A second numerical issue has been identified which relates to the linearisation of the body
and channel charge expressions. It may be recalled that this is done to allow analytical
integration of these expression to yield the total nodal charges. STAG3 follows the same
general approach to STAG2; linearisation is performed around source surface potential.

Linearising around the source is a common practise in compact models [11], but it does
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introduce an asymmetry into the charge expressions, and as we saw in Chapter 9, it can
lead to a reduction in model accuracy at high drain voltages. Furthermore, it results in

channel charge not being allocated equally to the source and drain nodes when Vg, = 0.

The PSP model addresses this problem by linearising the charge expression around the
surface potential mid-point [12]. This maintains the Gummel symmetry between source
and drain. Unfortunately, this approach results in a linearised channel charge expression
that has a functional dependence on the drain side surface potential. This complicates
the equation for the channel current, and creates problems when differentiating with re-
spect to the drain curface potential (which is how STAG calculates the saturation surface
potential). Therefore, if the PSP methodology is to be adopted, it will necessitate other
changes in the high lateral field model.

10.2.2 Charge and Noise Models

Another desirable improvement would be to further develop the body charge model dis-
cussed in Chapter 8. If detailed small-signal conductance data could be obtained for a
range of channel lengths, it should be possible to gain a much clearer idea of how the body
charge sharing varies with terminal bias, allowing a more complex and accurate model to

be constructed.

One other aspect of the capacitance model which would benefit from improvement is the
extrinsic p-n junction depletion capacitance model. Both STAG2 and STAG3 use the
standard SPICE depletion capacitance model. However, there are a couple of problems
with this standard model. The first problem is that we would expect the capacitance to
saturate at some maximum value under forward bias, whereas the model does not provide
any such limit. The second problem is that it is a piece-wise model which has discon-
tinuities in high-order derivatives. Not only can this result in smaller time-steps being
needed during transient simulations, but it can affect the accuracy of distortion analy-
ses. A model to solve these problems was first proposed in [13]; not only does it use a
single-piece, Coo-continuous expression, but it handles the dependence of the depletion
capacitance on forward bias in a more physical manner. This work would provide a good

starting point for improving this aspect of the STAG3 model.

The STAG3 model only provides a very rudimentary noise model. While it retains the
standard expressions for the thermal and flicker noise that were present in STAG2, no
further noise modelling capabilities have been added to this latest version. Given the
advances made in models developed for the latest generation of compact circuit simula-

tors [14], this is certainly one area where STAG could benefit from an update.
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10.2.3 Other Device Models

One key feature which is currently unavailable in STAG is the facility to model fully-
depleted device behaviour. Fully-depleted devices offer several advantages in performance
over partially-depleted devices; these include improved sub-threshold characteristics, and
reduction or elimination of electrical floating-body effects [15]. A number of fully-depleted

models are already in existence [16,17].

The viability of a model which can model transitions between partially-depleted and fully-
depleted modes of operation has yet to be convincingly demonstrated. An older model
does include this feature [17], but it employs an implicit equation, and as a result must
be solved using an iterative procedure. It is stated in [17] that this iteration leads to an
increase in CPU time of 30-40% when compared with closed-form analytical models. This
is a very significant increase if the compact model is being used to model large circuits.
An attempt to combine the two regimes was also made taking the BSIM3SOI model as
a starting point [18]. This model was released into the public domain, but subsequent
versions of BSIM3SOI reverted back to a dual model format, with entirely separate code
being used to handle PD and FD simulations [19,20].

While the ability to model fully-partially depleted switching is a desirable feature, there
is little justification for including it in STAG it if it adversely affects model performance
to any significant degree. Furthermore, time constraints meant that a full model imple-
mentation was not possible. It is nevertheless interesting to briefly consider some of the

issues involved in constructing such a model.

Perhaps the most difficult problem from an implementation point of view will be to suc-
cessfully determine the point at which switch-over from partially-depleted to fully-depleted
operation occurs, and to express mathematically the degree to which any residual floating-
body phenomena affect the operation of the device. It seems unlikely that basic deple-
tion region theory will be sufficiently accurate to make such predictions, especially for
short-channel devices, where the junction depletion regions will have a major influence.
FEmpirical adjustments will undoubtedly be necessary, although ideally some deductions

about the optimisation ranges might be made from examination of experimental data.

On the subject of experimental data, ideally we would like to evaluate the model against
devices which actually exhibit mixed partial-full depeletion behaviour. Fortunately, such
device data is available. At present, devices which exhibit such duality are more problem-
atic to circuit designers than even partially-depleted devices. Most SOI compact models
handle only one case or the other, and without a single unified model, the behaviour
of these devices is unpredictable. Devices which are mainly fully-depleted, with residual
partially-depleted behaviour near threshold, are more manageable, since the unpredictabil-
ity is confined to a relatively small region of device operation. However, dual mode devices

are ideal for testing a mixed model such as the one being proposed, since the characteris-
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tics show a clear transition region between fully- and partially-depleted behaviour.

Another useful development would be to create a bulk MOSFET version of STAG. This
would be relatively simple, and would require removal of the self-heating model (or at least
have it switched off by default), and the removal of certain parasitic elements connected
with the floating body. Additionally, the charge model would need to be changed to reflect
the fact that the silicon body would be electrically connected to the substrate.
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Appendix A

Technology Key

The evaluation results presented in Chapters 6, 8, and 9 make references to Technology A
and Technology B. These are the two PD-SOI technologies that have been used to evaluate
the STAG3 model. Table A.1 provides values for the minimum gate length and nominal

gate oxide thickness for these two technologies.

Technology | Minimum Gate Length (pum) ‘ Gate Thickness (nm) ‘

A 0.25 4.5
B 0.35 8

Table A.1: Minimum gate length and nominal gate oxide thickness for Tech-
nologies A and B
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