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Abstract

The fact that the Basel Accord formula is based on a corporate credit risk model and the mis-rating of mortgage backed securities which led to the credit crunch  have highlighted that developing credit risk models for portfolios of retail loans is far less advanced than the equivalent modelling for portfolios of corporate loans. Yet for more three decades behavioural scoring has proved a very successful way of estimating the credit risk of individual consumer loans. Almost all lenders produce a behavioural score for every one of their loans every month. This paper reviews the different models that are being developed to use these individual behavioural scores to assess the credit risk at a portfolio level. The models have parallels with the types of corporate credit risk models, but differ because of the need to deal with the features specific to retail loans such as the months on books effect. Thus there are structural type models, ones based on hazard rates and ones that use Markov chain stochastic approaches. 
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Introduction
Modelling the credit risk of portfolios of consumer loans has attracted far less attention than modelling the corporate equivalent. This was first apparent when the Basel II Accord formula for the minimum capital requirement (Basel Committee on Banking Supervision 2005), which was based on a version of the Merton-Vasicek model of corporate credit risk, was applied to all types of loans, including consumer loans. The parameters for the consumer loan regulations were chosen empirically to produce appropriate capital levels. 
Another example of the lack of research into modelling the credit risk of portfolios of consumer loans is the failure of the ratings agencies to accurately rate the credit risk of securities based on US mortgages. This was one of the causes of the credit crunch of 2008. It is clear the models they used were flawed, as the number and scale of the subsequent down gradings indicate – many of these down gradings occurred within nine months of the original rating. This has had such a severe impact on the world’s banking system there have been several inquiries ( Securities and Exchange Commission 2008), (Financial Service Authority 2009)  and a number of research papers (Ashcraft and Schuermann 2008; Crouhy, Jarrow et al. 2008; Sy 2008) investigating what went wrong.  Some of the problems identified were to do with the relationship between the ratings agencies and the originators of the securitization, with the data or lack of it supplied, but one of the problems was trying to extend a methodology most used for the credit risk of individual companies to portfolios of consumer loans. For example the only data used on the credit risk of the individual consumer loans was the initial application score, and some of the special features of consumer loans, such as  the length of time the loan has been in operation,  were ignored.

In this chapter we consider three approaches to modelling the credit risk of portfolios of consumer loans, all of which are based on the behavioural scores of the individual borrowers who make up the portfolio. This information is now calculated on a monthly basis by almost all lenders and by all credit bureaus and gives an assessment of the current risk of each borrower defaulting. Using this information which has proved so successful for thirty years in making decisions on individual borrowers, would allow lenders to develop models that can react quickly to the changes in the credit environment and the economic and market conditions.  The three models have analogies with the three main approaches to corporate credit risk modelling – a structural approach, a reduced form default mode approach and a ratings based reduced form approach. Examples of these approaches can be found elsewhere in this book and in (Saunders and Allen 2002) for example. 

Most of the models developed of consumer portfolio credit risk (or retail portfolio credit risk as it is often called using the Basel accord terminology) use the data on defaults. Thus (Bucay and Rosen 2001) build a sector based model of a retail portfolio where the correlation between sectors is obtained because they all depend on common economic variables. The relationship between the default rate for the sector and the economic variables are obtained using linear regression to estimate the impact of the economy on the logit or probit transformation of the aggregated default rate. (Rosch and Scheule 2004) split a retail portfolio into the residential mortgage, revolving loans and other loan sectors and use essentially the Basel Accord model in each sector. The relationship between default and economic variables in each sector is estimated at the individual loan level using a probit model, where the economic variables are suitably lagged. (Perli and Nayda 2004)  concentrated on revolving consumer credit and apply the corporate structural model but with the “assets” depending on two systemic factors rather than the one of the standard Basel model. 
(Musto and Souleles 2006) use behavioural scores in a consumer portfolio credit risk model but they take the difference in behavioural score for an individual between one month and the next as a surrogate for the “return on assets” of that borrower. These are used to mimic equity pricing models in order to get a value for the consumer loan portfolio. They make the point though that behavioural scores are easily available for each borrower and are updated frequently – well at least monthly-  and so have analogous properties to the prices in equity models.

This paper though looks at models where behavioural scores are used for what they really are – measures of the current default risk of the individual borrowers who make up the portfolio of loans. In section two we highlight how such behavioural scores are obtained and what they mean. We point out that there is an underlying assumption that the credit worthiness of customers is time independent but that one can find a simple adjustment that relaxes this assumption somewhat. In section three we describe a structural model for the credit risk of consumer loans suggested by (de Andrade and Thomas 2007) where the behavioural score is a surrogate for the creditworthiness of the borrower. A default occurs if the value of this reputation for creditworthiness , in terms of access to further credit drops below the cost of servicing the debt. In section four we look at default  mode hazard model developed by (Malik and Thomas 2007) where the risk factors were the behavioural score, the age of the loan and economic variables. Such an approach is now being used to develop  behavioural scores for the individual borrower. It has the advantage that it can give estimates of the default risk over any future time horizon ( Banasik, Crook et al. 1999; Stepanova and Thomas 2001), and an extra advantage is that it can be used to build credit risk models at the portfolio level by incorporating economic variables. In section five we describe a model more akin to the corporate reduced form mark to market model. It uses  a Markov chain approach, where the states are behavioural score intervals, accounts defaulted or accounts closed, to model the future dynamics of retail borrowers.  As in the hazard rate approach, one finds that the current age of the loan has a much more important role in the credit risk of consumer loans than it does for corporate loans. 
Behavioural Scoring
Credit scoring has been used for more than fifty years to support consumer lending decisions. Initially application scorecards were developed to assess the credit risk of potential borrowers if they were to be given a loan. By the mid-1979s, behavioural scoring which assessed the credit risk of existing borrowers was being widely used to assist in credit limit and cross selling decisions. Its usage was further enhanced by the introduction of the Basel Accord in 2007 since it is the basis for the internal ratings systems for assessing  the credit risk of consumer loans which were permitted to be used for regulatory capital allocation under that Accord.
Behavioural scores estimate the risk that the borrower will default in the next twelve months. They are obtained by taking a sample of previous borrowers and relating their characteristics including their repayment, arrears and usage during a performance period with their default status twelve months after the end of that performance period. The other characteristics that may be part of the scorecard included data from the credit bureaus, such as the borrower’s overall debt situation, some socio-economic data from the application form, but rarely anything on the current economic situation. Some of these characteristics indicate whether the borrower can afford to repay the loan, but the most important characteristics are usually those from the credit bureau and information on the arrears status of the borrower. A borrower is usually assumed to have defaulted if his payments on the loan are more than 90 days overdue.  If we define those who have defaulted as Bad (B) and those who have not defaulted as Good (G), then the behavioural score is essentially a sufficient statistic of the probability of the borrower being Good. Thus if x are then characteristics of the borrower, a score s(x) has the property that p(G| x)=p(G|s(x)). Scores which are constructed using logistic regression, by far the most common way of developing behavioural score, are log odds score, so
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Such scores decompose into two parts –one depending on the default rate of the underlying population and the other on the characteristics of the individual borrower. If pG and pB  are the proportions of Goods and Bads in the underlying population, p(x) the proportion of the population with characteristics x, then Bayes theorem implies p(G|x)=(p(x|G)pG​)/p(x) and hence that
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 is the weight of evidence of characteristics x. 
If one knew nothing about a borrower, then he or she would be given the score spop reflecting the overall proportions in the population. When one knows the characteristics x of the borrower then the woe(x) term is added to get the score for that individual borrower.

The hidden assumption behind behavioural scores is that the relationship between the score and the probability of being Good , or of defaulting, is time independent at least over time periods of a few years. Hence the same scorecard is used for a number of years and then when it has “aged” a completely new scorecard is developed using a more recent sample of borrowers. This assumption of time independence is not borne out by experience especially in turbulent economic times. The true score at time t of a borrower with characteristics x, if the scorecard was constructed at time t0, would satisfy 
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It may be defendable to assume the weight of evidence term is time independent and so let woe(x,t)=woe(x), even if it is not really true, but it cannot be reasonable to assume that the  population odds term is independent of t. However the score 
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Thus one should adjust the behavioural score so that 
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to obtain a score that reflects the dynamics of the situation. To do this one needs to use the current default rate ( or perhaps more correctly the projected future default rate in the next year) of the population of current borrowers. This would give the  spop(t) term while the spop(t0) term can be obtained from the default rate at the time the sample on which the scorecard was built, was active. The impact of this adjustment is to decrease the scores in times of difficult economic conditions and raise them when default rates are low. The equivalent of this adjustment is frequently made for application scores by increasing the score at which applicants are accepted in bad times and lowering them in good times. However no such adjustments seem to be made for behavioural scores to allow for the changes in economic conditions.

Reputational Structural Model
The basic tenant of the structural model approach to corporate credit risk is that a firm defaults if its assets falls below its debts and that the firm’s share price is a useful surrogate for describing its assets. Thus the shareholders can be considered to have a call option on the assets of the firm, which if the assets drop below the debt level they will not exercise, and so they will let the firm default. Such a model does not translate directly into the consumer context as most consumers do not know the value of their assets and would not be able to realise them anyway; there is no share price of a consumer and consumers default more because of cash flow problems than total asset difficulties. However (Andrade and Thomas 2007; de Andrade and Thomas 2007) suggested one could build a similar model for individual consumer loans and portfolios of consumer loans by assuming a consumer has a call option on his reputation. In such a model the behavioural score can act as a surrogate for the credit worthiness of the borrower.

Assume that the credit worthiness Qi  of borrower 
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 is an unobservable quantity. A lender though has information on this credit worthiness from credit bureaus and by checking the performance of the borrower in the recent past, which allows the lender to construct a behavioural score s(i) which is a useful proxy for this credit worthiness. The chance, Pi borrower 
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 can get access to further credit must be an increasing function of Q​i ,, 
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. This access to credit must be of value, Vi , to a consumer and the value must increase the easier – that is the more likely – it is for borrower 
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 to get credit. So 
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where g and f and hence v are strictly increasing function . If a borrower defaults, this information is passed to the credit bureaus and hence to all the lenders. So the borrower will lose his “reputation” for credit worthiness and will have no access to credit in the immediate future. The value of his creditworthiness drops to zero. Thus a borrower will only default if the cost to him of paying back the debt Di, ​ exceeds the value of his reputation Vi , Di >Vi ; otherwise he will continue to repay the debt. The borrower has a call option on his reputation which he will exercise if his reputation is above the debt level Di .

Assuming that the behavioural score s(t,i) of borrower 
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 at time t is a proxy for the borrower’s creditworthiness Qi  we have V​i = v( s(t,i)) and so default occurs if   
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So to model when borrower 
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 is likely to default one needs to model the dynamics of the behavioural score. (Andrade and Thomas 2007) suggest that it should be represented by a continuous time diffusion with jumps similar to the model suggested by (Zhou 1997) so that
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where ai  is the drift of the process, bi dW  is a Brownian motion and dYt  is a Poisson jump process. Although the process is written in continuous time, when it comes to estimating the parameters, one will need to use a discrete time equivalent with time intervals of one month. The idea is that ai  corresponds to a natural drift in credit worthiness caused in part by the account maturing and so improving. The Brownian motion described the natural variation in behavioural score while the Poisson jump  term is included to model jumps in behavioural scores due to major change in the economy. Perhaps a more interesting model would be to make the jumps be different for different individuals and so can relate to life changing events like job loss or marriage. This would give a  model of the form
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One can estimate the parameters ai  bi  and ci,t  for each individual by looking at the time series of that individual’s behavioural scores to date  and  using Bayesian MCMC ( Markov Chain Monte Carlo ) techniques or maximum likelihood estimators. 
Two issues are left. How to choose the default values Ki  and how to incorporate the population odds adjustment into the model to allow for future changes in the  economic conditions. One simple way to allow for forecasts for the population odds adjustment is to assume the economy can be in a number of different states which are classified according to the default rate for consumer loans . One can then calculate for each state of the economy what the suitable spop   value should be and use historical data to build a Markov chain of how the economy moves between these states.
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Figure 1: Monte Carlo simulation run to calculate appropriate K value

For the calculation of the default levels Ki (Andrade and Thomas 2007; de Andrade and Thomas 2007) suggested taking the same value K for all borrowers. The way they choose K is then to apply Monte Carlo simulations of the behavioural score paths. For each borrower the historical scores are available and having calculated the parameters using the historical data one can apply  simulation to obtain the score paths for the next few periods. This is done a number of times for each individual and if we consider a possible default value K  then we can calculate the number of paths that go below that value, see Figure 1.  This gives the estimated default probability for that borrower. One can then choose the value of K to ensure good calibration or good discrimination. In the former case, one sets K so that the simulated default rate in the portfolio is equal to the actual default rate allowing for the changes in the underlying population which affect the population odds correction. In the latter case, K  is chosen to maximise a measure of discrimination such as the Kolmogorov-Smirnov statistic or the Gini coefficient.  So one gets a model which is both good at correctly discriminating between the default risks of the borrowers who make up the portfolio and also hopefully giving a good estimate of the total number of defaults in such future period

(Andrade and Thomas 2007; de Andrade and Thomas 2007) produced a case example based on Brazilian data . They split the economy into four states where the spop  values were 0.307, 0.132, .0.026. and -0.368 respectively. The corresponding Markov chain transition matrix was 
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The surprise was when they looked at whether they needed all the terms in the dynamics of behavioural score. For each case they calculated what was the Kolmogorov statistic corresponding to the optimal K. As Table 1 shows they found that the simplest model

where no drift and no jump process ( ai=ci =0) was allowed in the dynamics of the behavioural score gave better results that the more complicated models.
	Model
	KS
	Increase in KS

	Behavioural Score (at last observation time)
	41.0
	0.0

	 Diffusion with drift and jump process
	44.4
	3.4

	 Diffusion  with drift but no jump process
	45.9
	4.9

	Diffusion with no drift but jump process
	44.8
	3.8

	Diffusion without drift and no jump process
	46.6
	5.6


Table 1: KS results for alternative models

Such a model also has the advantage that the continuous time version of the model has an analytical solution for the probability that default will occur within a time horizon t, P(t). The problem reduces to the first hitting time of a  Brownian motion against a fixed barrier, namely
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Of course making the value K to be independent of the borrower and of time is a significant simplification and more realistic models might make it a function of the vintage of the borrower – when was the loan taken out - and the current maturity of the loan- how long has the loan been in operation at time t.

Proportional Hazard Models
One feature of the credit risk of consumer loans which does not appear in corporate loans is the dependence of the risk on the maturity of the loan – the length of time since it was taken out. One approach which deals with this is survival analysis.This also has the advantages of accepting censored data as far as default is concerned  ( for example loans that paid off early or which are still repaying) and also allowing estimates of the default risk over any future time  horizon. Survival analysis models the default risk by estimating the hazard rate , where if T is the number of months until default, the hazard rate h(t) = Prob{T=t| T( t} 
In Cox’s proportional hazard model (Cox 1972), one can connect the default time to the characteristics x  of an individual borrower by defining 
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is essentially a form of behavioural score.  Credit scores developed in this way were first suggested by Narain (Narain 1992) and the behavioural score versions developed by (Stepanova and Thomas 2001) . Such survival analysis or intensity models have also been suggested in the corporate credit risk context  (Duffie, Saita et al. 2007) but there the time used is calendar time rather than months on book time. Both approaches though allow one to include changes in the economic environment into the model.
(Malik and Thomas 2007) suggest using this approach when estimating the credit risk for portfolios of consumer loans  so that the models could include the individual’s behavioural score as well as economic effects. Their model is as follows. The hazard probability of default at time t for person i whose current behavioural score is s(t,i) and who took out the loan in the period Vintagei, given that the current  economic conditions are given by EcoVari(t) is  
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In the above equation h0(t) is the baseline hazard which represents the risk due to the age of loan. On could think of the idiosyncratic risk, systemic risk and the risk that the lender’s marketing and acceptance policy strategy has on the quality of the loans as being represented by s(t,i), EcoVar(t), and Vintage, respectively. Such a model has strong parallels with Breeden’s dual time dynamics model (Breeden 2007), which directly models default risk ( and other related quantities) at the portfolio level by including, Months on Books, vintage and calendar time effects. The vintage terms are a sum of binary variables including which period the loan was taken out , while the h0(t) values give the months on books effect. The correlation between the default rates of different loans is given by the same economic variable values being applied to all loans in the same period.

One can extend this model to estimate the hazard rate for k months ahead  hi(t+k) for borrower i who is currently t months into repaying a loan taken out at time t0 ​by defining
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The coefficients of these hazard rates can be estimated using Cox’s partial likelihoods (Cox 1972) and the baseline hazard rate h0(t) then backed out using Nelson-Aalen estimators.
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BehScore Bins

BehScorer1 -2.24671 -2.3323 -2.6242 -2.70791 -3.09697 -3.18273 -2.75823 -2.84724 -2.48733 -2.56478 -2.61022 -2.67749

BehScorer2 -8.54738 -8.66029 -6.98778 -7.09739 -5.62776 -5.73832 -4.9138 -5.02491 -4.08235 -4.18073 -3.90613 -3.99306

BehScorer3 -9.60406 -9.71268 -8.08176 -8.19148 -6.08841 -6.20220 -5.57769 -5.69440 -4.84958 -4.95517 -4.50302 -4.60184

BehScorer4 -10.03671 -10.14294 -9.68832 -9.79372 -6.96915 -7.07702 -5.72644 -5.83734 -5.03777 -5.13704 -4.83499 -4.92699

BehScorer5 -11.5715 -11.66931 -11.90207 -11.99937 -7.60843 -7.71063 -6.20157 -6.30834 -5.42494 -5.52223 -5.22294 -5.31600

Special Value -6.01966 -6.11543 -6.47088 -6.56873 -5.80204 -5.90250 -5.1372 -5.24298 -4.58765 -4.68248 -4.48938 -4.57994

MacroEconomic Factors

Interest Rate 0.26229 0.25069 0.24416 0.22181 0.22013 0.23729

GDP -0.42539 -0.38256 -0.31511 -0.24414 -0.27600 -0.34237

Vintages

VintQrt1 -1.21870 -1.15786 -0.99363 -0.79594 -0.74695 -0.79301

VintQrt2 -1.13194 -1.07397 -0.96448 -0.80352 -0.74484 -0.79143

VintQrt3 -1.01896 -0.92263 -0.77844 -0.65098 -0.64334 -0.70042

VintQrt4 -0.75628 -0.68562 -0.59465 -0.50605 -0.46615 -0.49181

VintQrt5 -0.81972 -0.77152 -0.71633 -0.65304 -0.60409 -0.66492

VintQrt6 -0.73978 -0.69347 -0.62936 -0.62144 -0.60719 -0.64168

VintQrt7 -0.51075 -0.44722 -0.39576 -0.35188 -0.34361 -0.36271

VintQrt8 -0.38299 -0.31696 -0.26262 -0.24582 -0.21872 -0.23177

VintQrt9 -0.26098 -0.22958 -0.18531 -0.21149 -0.19159 -0.19938

VintQrt10 -0.13124

Vintage11

Vintage12

Vintage13 0.19690

Vintage14

VintQrt15 0.77901 1.00105

Likelihood Ratio Test: Model B vs Model A

p-value

Parameter Estimates

122.2438 109.3105

 <.0001  <.0001  <.0001  <.0001  <.0001  <.0001

218.5007 213.7275 175.9484 139.9434

5-Month 

Predictive Model

6-Month 

Predictive Model

1-Month Predictive 

Model

2-Month Predictive 

Model

3-Month 

Predictive Model

4-Month 

Predictive Model



Table 2: Coefficients in the case study of the proportional hazard model

How changes in economic variables affect the default risk of consumer loans has attracted less attention than the corresponding question for corporate loans (Figlewski, Frydman et al. 2006). Malik and Thomas (Malik and Thomas 2007) describe a case study using UK credit card data for the period 2001-2005 and use GDP and interest rates to describe the economic environment. They also examined unemployment rate, consumer price changes and stock market returns but in that benign environment these did not change much and were not very predictive. The coefficients ak , bk , and ck  they obtained are given in Table 2 where the behavioural score was split into five bands from 1 ( the lowest  behavioural score) to 5 ( the highest behavioural scores) with a special value meaning those with no performance history in the last six months to score. The vintages were quarter years from first quarter 2000 to third quarter 2004, while the different columns represent the coefficients for 1 month ahead to 6 months ahead hazard rates. Two models were considered ; Model A did not include the economic variables while Model B did include them.

The results are very consistent over the six different forward looking hazard rates. Recall that negative coefficients make that effect more likely to increase the chance of default. So as one would expect the least risky score band ( Band 5) is the least likely to default  and this risk increases as the behavioural score decreases. Increases in the interest rate in Model B increases the likelihood of default while an increase in the GDP decreases the chance of default. Also it is clear from the vintage coefficients that the quality of the borrowers accepted has been getting worse over the time period  under consideration.
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Figure 2: ROC curve for Model A and Model B of proportional hazards example

Figure 2: ROC curve for Model A and Model B of proportional hazards example

Adding economic variables makes very little difference to the discrimination power of the model as can be see from the ROC curves in Figure 2. These describe the relative ranking of the default risk over the next 12 months for a holdout sample, using data as of December 2004, compared with their actual default performance during 2005 . The default risk over the twelve month period for a borrower 
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 , t periods into the loan was obtained by using the hazard rate 
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 would not default in that period is then
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. The economic variables values were taken to be the ones that actually occurred in that period  so that there is no confusion about errors in the economic forecasts. The ROC curves are very similar to one another and suggest that the economic variables make very little improvement to the relative rankings which is not surprising since they give the same values to all borrowers and so the difference in the curves are because of the subsequent small changes in the coefficients of the other terms.

On the other hand we can sum the probabilities of default calculated above over all the borrowers in the portfolio to get am estimate of the total default rate in 2005 and compare that with the actual number of defaults that were recorded. The results are given in Table 3 and show quite clearly how incorporating the economic variables into the model  gives a much better forecast of the total number of defaults. Thus including economics is useful for estimating portfolio level default rates but may be less useful for discriminating who will actually default. In this model the population odds adjustment was not applied to the behavioural score because the economic variables were included separately and they performed  a function somewhat akin to this adjustment.
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Table 3: Numbers of predicted and actual defaults in out of time sample using proportional hazard models 

Markov Chain models of behavioural score dynamics 

(Jarrow, Lando et al. 1997) were one of the first to use a Markov chain model of the dynamics of rating agencies grade as the basis of a reduced form approach to corporate credit risk. The idea was to build a model to forecast multi-period distributions of default rates based on migration matrices built on historical data of ratings movements. A similar idea can be used for consumer credit based on behavioural scores and such models were developed by (Malik and Thomas 2009)
The first thing to do in constructing the Markov chain which describes the dynamics of the behavioural scores is to determine the basic time interval and the state space. The time interval could be one month , two months, three months and so on, as behavioural scores are updated monthly. The longer the time interval the less important it is that the dynamics is truly Markov. However there is also less data available to build the model and so to estimate the dependencies between the transitions and other factors like economic conditions and maturity of the loan. The next issue is what is the state space describing the behavioural scores. It is easiest to work with finite state Markov chains and so one needs to split the behavioural score range into a number of intervals together with some special states such as “closed account”, “inactive account” and “defaulted”. One way of finding such intervals is to first classify the behavioural scores into a large number of intervals – 10 or 15 – based on quantiles of the distribution of the behavioural scores in the portfolio of borrowers used to develop the model over the time sample being used. Then coarse classify the state space by seeing whether adjacent intervals can be combined into the same state. This is done by looking at the one step transitions from two adjacent intervals and comparing the distributions of which “finely classified” states they go to. This can be checked using the chi square statistic and though almost certainly all pairs of neighbours will produce statistics which suggest they are different at the 95% significance level, the actual value of the statistics gives a ranking of which pairs of adjacent intervals are closest to one another in terms of their dynamics. By combining some of the closest ones one obtains a suitable state space.

The simplest model would be to assume the Markov chain is first order and stationary so that the transition matrix is the same in all time intervals, The probability of moving from state 
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 to state 
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 is p(i,j). This can be estimated using the maximum likelihood estimator 
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is the number of transitions from state i to state j in the T periods of the sample and 
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ni

is the number of times a borrower is in state i in the first T-1 periods of the sample.
A more complex model would look at whether the current behavioural score has all the information needed to describe the future dynamics of a borrower or if one needs to know some of the borrower’s earlier behavioural scores. This would mean the Markov chain might need to be second or third order rather than just have the first order Markov property. Another possible extension is to allow the dynamics to be non stationary and to vary between borrower segments. Analysis of borrower data suggests that the transitions can depend both on the age of the loan – the Months on Books (MoB) effect – and on economic conditions. To allow this the probabilities of the transition matrices can be estimated by using a cumulative or ordered logistic regression. This is equivalent to saying that if a borrower is in state 
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 at time t, then the dynamics of where the borrower moves to next period is given by an unobservable quantity , the credit worthiness 
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Statet+1-k is a vector of indicator variables denoting borrower’s state at time t+1-k. EcoVart is a vector of economic variables at time t. MoBt  is a vector of  indicator variables denoting borrower’s months on books at time t, (t is a standard logistic distribution and ai,k, bi, ci  and di are suitable constants. With such a model the dynamics of the behavioural score s(t,i) is described by a Kth order Markov chain where the transitions depend on economic variables and on the length of time the loan has been in operation. One can translate the distribution of 
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 into the distribution of which state in the state space {Default , 1,2,…., J} the behavioural score moves into by the relationship
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    (15)
As  a case study (Malik and Thomas 2009) applied these ideas to the UK credit card data that was also used for the proportional hazards approach in the previous section. The time interval chosen was three months and the state space consisted of five behavioural score intervals [13-680],  [681-700], [701-715], [716-725] and 726+, together with states corresponding to  Defaulted accounts , and Closed accounts. The first order stationary model led to a Markov chain with transition matrix given by Table 4. 
[image: image44.emf]Initial State Transition State

13-680 681-700 701-715 716-725 726-high Closed Default

13-680 49.0 22.1 9.6 4.0 4.0 4.7 6.7

(0.2) (0.2) (0.1) (0.1) (0.1) (0.1) (0.1)

681-700 15.7 34.7 25.1 9.6 11.2 2.8 0.8

(0.1) (0.2) (0.2) (0.1) (0.1) (0.1) (0.0)

701-715 6.0 13.6 35.9 18.1 23.4 2.6 0.5

(0.1) (0.1) (0.2) (0.1) (0.1) (0.1) (0.0)

716-725 3.0 6.1 15.7 28.3 44.1 2.5 0.3

(0.1) (0.1) (0.1) (0.2) (0.2) (0.1) (0.0)

726-high 0.7 1.2 2.7 4.3 88.4 2.4 0.2

(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)


Table 4: First Order Stationary Transition Matrix

The results were what you would expect with the chance of defaulting in the next time interval being highest for the highest risk group and lowest for those with the highest behavioural score. Those with the highest scores were most stable with 88% staying in that state in the next period  but surprisingly the next most stable were those in the highest risk group even though just less than half stayed in that state for another period. The  figures in brackets are the standard sampling errors.

 The second model was a second order Markov chain where the transitions depended both on the Months on Books effect and on two lagged economic variables – interest rate and net consumer lending. The lag was that suggested by (Figlewski, Frydman et al. 2006) and the idea of using net lending was to give an indication of the state of the consumer credit market  as well as the economic conditions. To describe the second order effect the indicator variables describing the previous state the borrower was in were included in the transition matrix. The coefficients of the model are shown in Table 5. Each column gives the coefficients when the current state is the one given as the column heading   Then the coefficients of the economic variables are given( no figure means they were not significant).
 The Months on Books are the coefficients for the  seven indicator variables corresponding to the seven ranges into which the age of the loan was split. As one would expect, apart from very new loans, the credit 

[image: image45.emf]Parameter Estimates

Initial Behavioural Score

13-680 Std Error 681-700 Std Error 701-715 Std Error 716-725 Std Error 726-high Std Error

Interest Rate 0.0334 (0.0161) 0.092 (0.0143) 0.0764 (0.0123) 0.0834 (0.0134) 0.0778 (0.00885)

Net Lending 0.0129 (0.00489)

Months on Books

0-6  -0.027 (0.0351) 0.0161 (0.0347) -0.2182 (0.0368) -0.1637 (0.0448) -0.0849 (0.0315)

7-12 0.2019 (0.0241) 0.1247 (0.0225) 0.2051 (0.0226) 0.2317 (0.0261) 0.3482 (0.018)

13-18 0.2626 (0.0262) 0.2663 (0.0236) 0.2301 (0.0228) 0.2703 (0.0268) 0.2554 (0.0193)

19-24 -0.07 (0.0275) -0.0796 (0.0251) -0.1001 (0.0241) -0.0873 (0.0284) 0.031 (0.0206)

25-36 -0.0015 (0.0244) -0.0521 (0.0223) 0.00191 (0.0198) -0.00487 (0.0229) -0.0254 (0.0162)

37-48 -0.0703 (0.0262) -0.0519 (0.0243) 0.019 (0.0206) -0.0801 (0.0241) -0.00709 (0.0166)

49-high -0.2957 -0.2235 -0.13781 -0.16603 -0.51721

SecState

13-680 0.8372 (0.0165) 0.6762 (0.0168) 0.5145 (0.0222) 0.3547 (0.0337) 0.381 (0.0399)

681-700 0.2365 (0.0201) 0.2847 (0.0139) 0.3598 (0.0146) 0.1942 (0.0224) 0.5168 (0.024)

701-715 -0.0111 (0.0249) 0.0491 (0.0168) 0.1314 (0.0119) 0.1255 (0.0164) 0.2991 (0.0178)

716-725 -0.1647 (0.0345) -0.1764 (0.0239) -0.1795 (0.016) 0.0098 (0.0152) 0.0525 (0.0162)

726-high -0.8979 -0.8336 -0.8262 -0.6842 -1.2494

Intercept/Barrier

Default -3.213 (0.0756) -5.4389 (0.0826) -5.8904 (0.1285) -6.011 (0.0967) -5.1834 (0.0506)

13-680 -0.2078 (0.0734) -2.179 (0.0657) -3.2684 (0.1175) -3.6011 (0.0648) -3.8213 (0.0436)

681-700 1.022 (0.0736) -0.3978 (0.0649) -1.9492 (0.1168) -2.461 (0.062) -2.9445 (0.0421)

701-715 1.9941 (0.0746) 0.861 (0.065) -0.1796 (0.1165) -1.2049 (0.0611) -2.06 (0.0415)

716-725 2.7666 (0.0764) 1.6267 (0.0656) 0.7317 0.171 (0.0609) -1.326 (0.0413)

Likelihhod Ratio 3661.078 3379.459 4137.587 2838.765 20400.65

P-value <0.0001 <0.0001 <0.0001 <0.0001 <0.0001


Table 5: Parameters for second order Markov chain with age and economic variables

worthiness improves ( is more negative) the older the loan . Sec states means what was the state of the borrower in the previous period. What happens is that if the borrower had previously a high score  and then dropped down to a lower one this period , he is more likely to return to a high score next period than someone who though in the same score band this period was in a lower one the previous period. Thus there is no momentum effect. In fact quite the opposite is true.
To compare how well the two models perform (Malik and Thomas 2009) compared the predictions of the models with the actual performance on an out of time sample The results are shown in Table 6, where the average matrix is the first order stationary model and the Model predicted one is the second order one with economic variables and age of loan effects. The latter does seem better at predicting the default levels, but the former is better at predicting the number who stay in the highest score band level. However it is fair to say this test was done using 2005 data when the economic situation was fairly benign and also quite static. 
[image: image47.emf]13-680 1428 949 1040 1199 879 983 1080 769 889 1043

681-700 1278 1054 1117 1096 978 1061 1076 894 996 1001

701-715 1379 1291 1384 1257 1262 1393 1316 1216 1363 1219

716-725 876 1047 1178 812 1051 1228 774 1044 1234 718

726-high 7514 7994 7621 7968 8059 7535 7943 8208 7596 8074

Default 0 139 134 143 245 274 286 344 397 420
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Table 6: Portfolio distribution predictions for the two transition matrix models
Conclusions

This paper has shown how one can exploit individual borrower’s behavioural scores to develop a number of modelling approaches to the credit risk of portfolios of consumer loans. Such models have the advantage that behavioural scores are calculated for almost all borrowers and are updated monthly, so are ubiquitous and timely. They allow one to develop robust models because there is so much data available – much more than on corporate defaults- and the predictions from these models can be updated every month when a new behavioural score becomes available .

In all three approaches discussed in the paper the correlation between the defaults of different borrowers in the same portfolio is obtained by having the same economic conditions apply to all borrowers. This is one of the three ways, the others being directly imposing correlations or using cupolas to connect univariate loss distributions -  which are also used in corporate credit risk  to model correlations.

The difference in the models are in the way the dynamics is modelled. In the structural model, behavioural scores are assumed to be jump-diffusions while in the transition matrix approach the dynamics is given by a Markov chain. The proportional hazard models only concentrate on the time to default for a two state default/not default model. 
There are two extra features which are important in consumer credit risk models which are rarely considered in corporate credit risk models. The first is the age of the loan. The default hazard rate increase substantially in the first 6 to 18 months of the loan and then gradually drops. This effect is included in the proportional hazards and the Markov chain  models. It is not included in the structural model case example but could be introduced by making the default cut-off K to be a function of time on books. The second feature is the vintage effect – when the loan was taken out – which is useful in describing changes in the lender’s lending criterion. Again this appears directly in the proportional hazards model and though is not in the Markov chain or the structural model case studies it could be so included – in the transition matrix in the former case and in the default level K in the latter case. This effect is also important in Breeden’s dual time dynamics (Breeden 2007). If it is included and the model is to be used for forecasting future defaults one needs to consider how to forecast the quality of future vintages when the lender’s acceptance policy is not yet determined.
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