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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF ENGINEERING AND APPLIED SCIENCE
DEPARTMENT OF ELECTRONICS AND COMPUTER SCIENCE

A thesis submitted in partial fulfilment of the
requirements for the award of Doctor of Philosophy

Low-Complexity Near-Optimum Detection Techniques
for Non-cooperative and Cooperative MIMO Systems

by Li Wang

In this thesis, firstly we introduce various reduced-comipfenear-optimum Sphere Detection
(SD) algorithms, including the well-known depth-first Shetk-best SD as well as the recently
proposed Optimized Hierarchy Reduced Search Algorithm RSH), followed by comparative
studies of their applications, characteristics, perfaorogaand complexity in the context of un-
coded non-cooperative Multiple-Input Multiple-Output MIO) systems using coherent detection.
Particular attention is devoted to Spatial Division MukiAccessing (SDMA) aided Orthogonal
Frequency Division Multiplexing (OFDM) systems, which aansidered to constitute a promising
candidate for next-generation mobile communications.

It is widely recognized that the conventional List SD (LSI)moyed in channel-coded itera-
tive detection aided systems may still impose a potentetbessive complexity, especially when it
is applied to high-throughput scenarios employing higtheomodulation schemes and/or support-
ing a high number of transmit antennas/users. Hence, irtrigagise three complexity-reduction
schemes are devised specifically for LSD-aided iteratigeivers in the context of high-throughput
channel-coded SDMA/OFDM systems in order to maintain a-opdmum performance at a re-
duced complexity. Explicitly, based on the exploitatiortiod soft-bit-information fed back by the
channel decoder, the iterative center-shifting apdiori-LLR-Threshold (ALT) schemes are con-
trived, which are capable of achieving a significant comipjereduction. Additionally, a powerful
three-stage serially concatenated scheme is created fiysioally amalgamating our proposed
center-shifting-assisted SD with the decoder of a UnityeRaode (URC). For the sake of achiev-
ing a near-capacity performance, Irregular Convolutiddatles (IrCCs) are used as the outer code
for the proposed iterative center-shifting SD aided tstege system.

In order to attain extra coding gains along with transmitdity gains for Multi-User MIMO
(MU-MIMO) systems, where each user is equipped with mudtiphtennas, we contrive a multi-
layer tree-search basé&dbest SD scheme, which allows us to apply the Sphere PackiPpdided
Space-Time Block Coding (STBC) scheme to the MU-MIMO sciEsamwhere a near Maximum-
a-Posteriori (MAP) performance is achieved at a low coniplex

An alternative means of achieving transmit diversity wiileumventing the cost and size con-
straints of implementing multiple antennas on a pocketesinobile device is cooperative diversity,
which relies on antenna-sharing amongst multiple coopeyaingle-antenna-aided users. We de-
sign a realistic cooperative system, which operates witassuming the knowledge of the Channel
State Information (CSI) at transceivers by employing diffially encoded modulation at the trans-



mitter and non-coherent detection at the receiver. Furtbeg, a new Multiple-Symbol Differential
Sphere Detection (MSDSD) is contrived in order to rendercheperative system employing ei-
ther the Differential Amplify-and-Forward (DAF) or the Défential Decode-and-Forward (DDF)
protocol more robust to the detrimental channel-envelopetifations of high-velocity mobility
environments. Additionally, for the sake of achieving thestopossible performance, a resource-
optimized hybrid relaying scheme is proposed for explgitine complementarity of the DAF- and
DDF-aided systems.

Finally, we investigate the benefits of introducing coofigeamechanisms into wireless net-
works from a pure channel capacity perspective and from taetipal perspective of approaching
the Discrete-input Continuous-output Memoryless ChafR&MC) capacity of the cooperative
network with the aid of our proposed Irregular Distributeghidd Concatenated Differential (Ir-
DHCD) coding scheme.
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Chapter

Introduction

The main goals in developing next-generation wireless comaoation systems are to increase the
achievable transmission capacity and to enhance the attaispectral efficiency at an affordable
complexity. Thus, a system designer aims for:

e Data rate maximizatiorn order to support flawless multi-media transmissions;
e Error probability minization

e Signal processing complexity minimizationder the above-mentioned two constraints.

1.1 OFDM Technique

When aiming for high data rates, the bandwidth occupied yttAnsmitted signal in conven-
tional Single-Carrier (SC) communication systems oftgmificantly exceeds the coherent band-
width [1,2] of the wireless channel, resulting in a frequeselective wireless propagation medium.
In the context of the SC transmission, complex equalizatémhniques have to be employed at
the receiver in order to mitigate the channel-induced i8mnbol-Interference (I1SI). Orthogonal
Frequency-Division Multiplexing (OFDM) [3], which belosgo the family of Multi-Carrier (MC)
transmission schemes, has become the predominant traitmischnique in broadcasting and in
the Third-Generation Partnership Projects Long Term Biay3GPP-LTE). The prime benefit of
OFDM is that the original frequency-selective widebandreted may be viewed as a set of paral-
lel narrow-band channels created by the OFDM scheme. Thhighadata rate may be achieved
without using complex equalization techniques at the vecei

1.1.1 Principle of OFDM

In practice it is rare that a pure Line-Of-Sight (LOS) patlisexbetween the Mobile Station (MS)
and the Base Station (BS), owing to the multipath propagagifects imposed by surrounding
objects, such as buildings, trees, hills, cars and the Gksequently, different copies of the trans-
mitted signals experiencing random amplitude attenuaimhphase rotation arrive at the receiver
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with different time delay. If themaximum time delay spredd higher than the symbol duration,
which means that some delayed copies of the previous tréeshsiymbol are received within the
current symbol duration, I1SI is imposed, hence the charseferred to as time dispersive or fre-
guency selective. Again, OFDM systems [3] were designedtmieract these channel-induced
distortions. Over the years the OFDM technique has drawe wedearch interests as a benefit of
its merits, although during its early evolution, its apption has been mostly limited to the military
field as a result of its implementation complexity [3].

OFDM is a combination of a modulation and multiplexing teiciue [4]. Modulationmay be
interpreted as a method of mapping the data signal to theecaramplitude, phase, frequency or
their combinations, whilenultiplexingconventionally refers to a scheme of sharing the bandwidth
amongst independent data channels of different users. e sxtent, OFDM and conventional
Frequency Division Multiplexing (FDM) are similar. Orthogality of the sub-carriers constitutes
an important underlying concept in OFDM, which will be brjefeviewed as follows.

Let us assume that all the sub-carriers are sine or cosinesyahich are expressed in the form
of sin 27tk fot, wherek is an integer. Then for a pair of subcarriers we have:

f(t) = sin 27k fyt - sin 277l fot, (1.1)

wherel is also an integer not equal kaand the integral of this product yields:

21 21
F(tydt = / sin 277k fotdt - sin 272l fotdt
0 0

2 2
= ECOSZN(k— 1) fotdt —/ EcosZn(k—H)fotdt (1.2)
0 0
= 0-0 (1.3)
=0 (1.4)
If k = I, the above integral yielda. Consequently, if a number of correlators corresponding to

the sub-carrier waveforms are employed at the receiveh signal stream carried by the corre-
sponding sub-carrier can be recovered without interfexdrmm the other sub-carriers, owing to
their orthogonality as demonstrated above. Thus, OFDMesystare capable of simultaneously
transmitting a number of parallel sub-carriers withouérférence from each other.

1.1.2 Implementations of OFDM [3] [4]
1.1.2.1 Original Implementation of OFDM

Based on the aforementioned basic philosophy, OFDM caiss$ita multi-carrier transmission
technique, which divides the available bandwidth into palraarriers, each of which is modulated
by a low-rate data stream, as shown in Figure 1.1. The ofigieaal data stream is split into
K parallel channels after being passed through a SeriaktaHBl (S/P) convertor, which is not
shown in the figure to avoid obfuscating details. Given a fixegdl data rate, the data rate of each
sub-channel becomes a fractionlgfK of the original serial data rate i.e. we havev/K. Subse-
guently, thes& sub-streams are mapped to a bank of modulators, modul&gngptresponding
sub-carriersAf,2Af, ..., KAf. At the receiver, the same bank of modulators is employeddaro
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Figure 1.1: Block diagram of the orthogonal parallel modem: it consi$&s bank ofK modulators
and a bank oK demodulators at the transmitter and receiver, respegtiidie serial-to-parallel
convertor at its input and the parallel-to-serial conveatdts output are omitted.
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sin2wkA\ ft

Figure 1.2: Typcial QAM modulator schematic. This represents one ofkhmodulators in the
modulator bank at the transmitter of Figure 1.1.

to recover each sub-stream. It is clear that the differemtedeen the adjacent sub-carriersig
in this case, thus, the total bandwidth of the K modulated carriers iKA f.

A disadvantage of the OFDM implementation shown in Figuteid.its potentially high im-
plementational complexity as a result of employiKgndividual modulators and transmit filters
at the transmitter as well &6 demodulators and receive filters at the receiver. This dichihe
employment of OFDM to military applications until it was disvered that the OFDM technique
can be conveniently implemented with the aid of the Discketerier Transform (DFT) or the Fast
Fourier Transform (FFT) [3,5]. The latter is used, when thenber of sub-carriers is high. This
reduced-complexity implementation of OFDM will be discedsn the next section.

1.1.2.2 OFDM Implementations by DFT/FFT [3]

Based on the simplified block diagram of OFDM modem showngufé 1.1, a typical Quadrature
Amplitude Modulation (QAM) schematic is shown in Figure ,1v¢hich represents one of thé

modulators (denoted by a multiplier in Figure 1.1) in the miatbr bank of the transmitter, in
order to analyze the modulation process mathematicalfgréaighlighting the reason why OFDM
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can be implemented by the DFT. In Figure 1s2(t) = Ii(f) + jQk(t) denotes the baseband
waveform in thekth parallel path after a S/P convertor at the transmittersufsing that at the
transmitter rectangular pulse shaping is carried out, theepshaped signaj(t) at the input of the
kth modulator can be interpreted as the rectangular funetipt — iT) = rectt‘TiT weighted by
the complex QAM symbosy (i) = I (i) 4+ jQk(i). Consequently, the baseband signal waveform

can be written as:

()= 3 suliyma(t—i), 5)

i=—o0
wherei is the signalling interval index and is the symbol duration. Then the quadrature com-
ponentsi;(t) and Q(t) are split into two streams and are multiplied by the quadeatarri-
erscos(2tk/A ft) andsin(2tk/Aft), respectively. This operation yields modulated signak)

in the passband in the form of:

xe(t) = Ik(t) cos(2mkAft) — Qk(t) sin(2tk A ft) (1.6)
= Y(t) cos(QkAft + Py), 1.7)

where the amplitude of thigh output of the bank of modulators is given by

1e(t) = /I (5) + Q(1) (1.8)

—Q«(t) _ K-
A0 ), k=0,1,2 -, K—1. (1.9)

The signal at the transmit antenna is denoted (#y, which can be formulated as the superposition
of all the K sub-carrier signals, yielding:

and its phase by

P(t) = tan™'(

K-1
x(t) =) x(t). (1.10)
k=0

Eq.(1.6) can be equivalently expressed as:
xi(t) = R{se (£ 01, (1.12)

wherefR{e} represents the real value @f By substituting Eq.(1.5) into Eq.(1.11), we arrive at:

xi(t) = 9%{ i sp(i)ymy(t — iT)el?™*Aft) (1.12)

1=—00

Then substituting Eq.(1.12) into Eqg.(1.10), we have:

x(t) :Kfm{ i se(i)my(t — iT)el2Tk A1, (1.13)
k=0

i=—o0

Without loss of generality, we only consider the signallintgrvali = 0, thus we have the modu-
lated signal for the signalling interval= 0 as:

Xi—o(t) = Kil R{sc(0)mrp(t)el™ 11, (1.14)
k=0
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For notational convenience, we drop the signalling intein@dex i, and bear in mind that the mod-
ulated signal is confined to the interjal < Z for i = 0, where the OFDM symbol duraticfi is

defined as .

N
Consequently, we arrive at a simplified formalism for the oiated signal in signalling interval=
0 as:

T: (1.15)

K—
x(t) = Zlm{skeﬂ"mf . (1.16)
k=0

Then we take thé&i part with the aid of the complex conjugate operation as fasto

K-1 , .
x(t) = Z%{Skejznmft+Sze—]znmﬂ} (1.17)
k=0
K-1 1 )
— Y Lyemern (1.18)
k=—(K-1)

where fork = 0,1,...,K — 1 we haves_; = s}, sp = 0. Furthermore, we introduce the Fourier
coefficientF, which is defined as:

sk f1<k<K-1,
Fe=1q3s; if —(K—1) <k< -1, (1.19)
0 ifk=0.

Then we can represent the modulated sigrta) as:

K-1
x()= Y R (1.20)
k=—(K-1)

Until now the modulated signat(¢) was assumed to be continuous function of time within
the signalling intervak = 0, which has a very similar form to the Inverse Discrete Faufi@ans-
form (IDFT) [5]. For the sake of arriving at a discrete-timepeession forx(t), the sampling fre-
quencyf; is introduced, which is at least twice the overall bandwiBth- (K — 1)/ f according
to the Nyquist criterion [3, 6], hence we have:

fo > 2(K—1)Af. (1.21)
Thus, the sampling intervdl, can be expressed as:
1 1
.
fs T 2(K=1)Af

Upon introducing the discrete tinte= (T, leading to the discrete time expression of Eq.(1.20),
we have:

T, = (1.22)

K-1

x(1T) = Y Fel™asm (1.23)
k=—(K-1)
K-1 o
= Y ERJIY1=0.0Q0-1, (1.24)

k=—(K—1)
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Figure 1.3: Simplified Schematic of OFDM Transmitter and Receiver by Bmployment of
IFFT/FFT

where

_fs
Q= Af >2(K—1). (1.25)

Furthermore, by exploiting the conjugate complex symmefrthe spectrum, Eq. (1.24) can be
reformulated as:

Q
x(iT,) = YRR, 1= 0.0 -1, (1.26)
k=0

where

F._o=F: fF(2+1)<k<Q-1,
Fk{kQ ok TEHY<ksQ (1.27)

0 ifK-1<k<$.

Observe that Eq.(1.26) represents the standard IDFT esiprethat can be computed by the
Inverse Fast Fourier Transform (IFFT)df is an integer power of 2. According to the properties
of the IDFT, x(t) can be represented by ifs-spaced samples if and only:ift) is assumed to be
periodic and bandlimited t2(K — 1) A f. In other words, in order to get a bandlimited frequency
domain representation af(t), it has to expand from-co to co in the time domain. Therefore,
the modulated signat(t) derived by IFFT has to be quasi-periodically extended atléa the
duration of the channel’s memory before transmission thinahe channel. Consequently, instead
of employing a bank oK individual modulators and demodulators at transmitter r@agiver re-
spectively, as seen in Figure 1.1, the implementationalptexity can be reduced by employing
the IFFT/FFT, when the number of sub-carrier is high. Thepsifired schematic of the OFDM
system implemented using the IFFT and FFT is shown in FiguBevthere we assume that the
QAM symbols before being passed through the IFFT block smrefrequency domain signals,
denoted by, s1, ... ,sn_1, Whereas the modulated signal at the output of the block Iéfibted
by xo, x1, ... ,xn_1, may be regarded as time domain signals. Similarly, thenagsan applies at
the receiver end, wherg, rq, ... ,7ry—_1, andyo, y1, ... ,yn—1 represent the received time domain
signals and demodulated frequency domain signals, régplgct
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1.2 MIMO Techniques

The limitation of classic modulation/transmission scheisehat their capacity obeys the Shannon-
Hartley law, which only increases the achievable througHpgarithmically with the transmit
power. By contrast, Multiple-Input Multiple-Output (MIMCQtechniques have a capacity, which
is linearly dependent omin{M, N}, i.e. on the number of transmit and receive antennas. Hence,
provided that any extra power is assigned to additionalraate, their capacity is linearly dependent
on the transmit power. Therefore, the most significant teethitoreakthrough is the emergence of
multifunctional MIMOs [7]. The research of MIMO systems waspired by the pioneering work

of Foschini [8,9] and Telatar [10], who demonstrated thatdapacity of MIMO systems increases
linearly withm = min(M, N), whereM andN are the number of antenna elements employed at
the transmitter and the receiver, respectively. The basiogophy of MIMOs is centered around
space-timesignal processing, where the natural time-dimension isptemented by the ‘spatial’
dimension created by the employment of multiple spatiaibributed antennas [11]. Depending
on the specific configuration of the MIMO elements, MIMO teicjugs may be classified into the
following categories [3, 11]:

e Beamforming [12, 13]: When each element of the antenna asrapaced by half of the
wave-length, an angularly selective radiation patterrhefdntenna array can be created by
constructively superimposing the appropriately phasgudags in the direction of the desired
MSs and creating a null in the direction of the interfering ¢M8eamforming will perform
better in LOS environments than in those scenarios, wheramihitipath components are
angularly dispersed.

e Spatial Division Multiplexing/Spatial Division Multipléccess (SDM/SDMA) [3, 14-16]:
The user-specific or antenna-specific Channel Impulse ResgqCIRs) are used to differ-
entiate a number of parallel streams. The separability@MiVO streams relies on having
sufficiently different CIRs, which may be ensured in the pre® of rich multipath propaga-
tion conditions and that of well-separated antennas (at tea times the wave-length).

e Space-Time Coding (STC) [17-20]: In contrast to spatialtiplexing-oriented MIMOs, e.g.
SDM/SDMA, the STC schemes may be regarded as spatial-dix#eriented MIMO tech-
nigues aiming for mitigating the effects of multipath prgption, by transmitting multiple
copies of the data from multiple antennas, in order to imeribne reliability of the wireless
link.

Hence, the benefits of MIMO systems can be exploited eithenk@nce the robustness of the
system by achieving a diversity gain or to increase the datawith the aid of attaining a multi-
plexing gain. The various trade-offs between multiplexamgl diversity have been investigated, for
example, in [7,21, 22].

1.3 Combination of MIMO and OFDM Techniques [23, 24]

Based on our brief review of OFDM and MIMO techniques in Sewil.1 and 1.2, respectively,
we may argue that multiple-antenna-assisted MIMO-OFDMdg®me one of the most promising
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candidates when addressing the two major challenges fact Imext-generation communication
systems, namely the limited availability of spectral reses and the impairments induced by the
wideband propagation channel. In this section, the MIMCB®Rransmission model is reviewed,
which will be used as our fundamental system model empldyedighout this treatise.

For the sake of simplicity, a baseband MIMO-OFDM transnoissicheme using/l co-located
or distributed transmit antennas and receive antennas for communicating over a frequency-
selective wideband channel is considered. The contintimes-CIR of the spatial subchannel
between thenth transmit antenna and thh receive antenna can be expressed as [2, 25]:
Lg

Gum(Tt) = Y gm(Dy(t—7), 1<m<M 1<n<N, (1.28)
=1

where theL, resolvable multipath components are described by theilptmncoefficientsg,%(t)
and excess delayg, 1 < I < L,. Speficially, 7., denotes themaximum delay spreadf the
channel. Moreover, the signalling pulsét) describes the pulse shaping action of the transmitter
as well as of the matched filter at the receiver. Under thenaggan that the coefficientg,(f,zi(t)
remain constant within an OFDM symbol durationTof= 1/ A f as defined in Eq. (1.15) and the
guard intervall, introduced by the Cyclic Prefix (CP) to avoid ISI among thesemutive OFDM
symbols, the low-pass equivalent discrete time-domain @IEBq. (1.28) can be simplified for a
single OFDM symbol’s transmission by omitting the time irdgeyielding:

Lg

gunll] = Y gy (Te = 1), 1<m <M, 1<n<N, (1.29)

I=1
whereT; was defined in Eq. (1.22) as the sampling interval. Let usiktip two additional stan-
dard assumptions in order to guarantee that the freqelelegtve fading channel is indeed de-
coupled into a set of parallel frequency-flat fading chasifi26]: 1) The frequency-domain rep-
resentation of the signalling pulsgt) is flat in the frequency range of interest, namely, we have
| F{7(t)}|=constant. 2) The length of the inserted CP is higher tharofttae discrete-time base-
band CIR, so that we can avoid the ISI between the OFDM symbataely, we havég > T,

On the other hand, the low-pass equivalent discrete tinmaito OFDM symbols transmitted
from themth antenna corresponding to its passband counterpart ¢iLEX) can be written as:

K-1
Xm [[] = Z Sm,kejznkAfITsl L= 1/ 2/ T /K' (130)
k=0
Hence, the signal launched from theth transmit antenna and recovered atitkiereceive antenna,

namelyr,,,,, can be computed as the time-domain convolution of thenéted signal of Eq. (1.30)
and the CIR of Eq. (1.29), yielding:

Fum[t] = [Xm * §nm] (1) (1.31)
Tr/To—1
= ), xul]-gul—1. (1.32)

i=0

Then the CP of lengtfl is discarded, which is chosen to be long enough to ensurealinsiy-
nificant CIR components which would cause distortion die maluring T;. Hence, the receiver
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views the convolutions with the linear channel’s CIR as icygrovided that accurate symbol syn-
chronization is guaranteed. Consequently, this time domaivolution is equivalent to the corre-
sponding frequency domain scalar multiplication [3,23, B2hding to the following representation
of the received signal in the frequency domain:

FFT{rum} = FFT{xp} - FFT{gum }- (1.33)

More specifically, since th& subcarriers are mutually orthogonal, the frequency-domepresen-
tation of the signal received by theh antenna can be written on a per-subcarrier basis as:

M
yn,k - Z Sm,khnm,k/ (k - 0/ 1/ e /K - 1)/ (134)
m=1
where we have: .
8 .
T = Y gope 12ZkAS T, (1.35)
=1

In other words, the MIMO-aided signal processing can baeiwut independently for each of the
K subcarriers. Consequently, the subcarrier indmay be omitted without any ambiguity, and the
MIMO model derived for each subcarrier can be expressed as:

y =Hs +w, (1.36)

where the received signal column vectgrthe transmitted signal column vecteoand the noise
column vectomw can be written, respectively, as:

y=[v - ynl", (1.37)
s=[s15 - sml, (1.38)

and
w = [w; wy --- wN]T. (1.39)

The corresponding Frequency-Domain Channel TransfeoF&EDCTF) matrixH of each sub-
carrier may be expressed as:

hin hip -+ hm
A A A

H=| o 2 (1.40)
hnvi hne -+ hm

1.4 Low-Complexity Near-Optimum Detection Techniques

As discussed in Section 1.3, since the wideband channel eatetoupled into a set of parallel
narrow-band subchannels with the aid of the OFDM technitheeMIMO-aided signal processing
can be carried out on a per-subcarrier basis. In other wéhhdsconventional MIMO detection
schemes may be directly employed by the MIMO-OFDM systerardfie IFFT/FFT-based pro-
cessing, which transforms the received time-domain sighiaty. (1.32) into the frequency-domain
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Figure 1.4: The classification of narrow-band MIMO detection techngue

signal of Eqg. (1.34). The classification of narrow-band MIMEtection techniques is portrayed in
Figure 1.4. First of all, we distinguish between linear aod-finear detection schemes. In gen-
eral, the achievable performance of the latter family isesigp to that of the former class, which
is achieved at the cost of a potentially higher complexitige Thost well-known linear MIMO de-
tectors are the Least Square (LS) detector as well as therimi Mean Squared Error (MMSE)
detector, which are discoursed in a number of text bookd) asd3, 6]. The MMSE detector is
optimum in terms of minimizing the Mean Squared Error (MSERdinear detector by taking
the effect of the noise into account. By contrast, the LSdiete approach directly multiplies the
inverse of the CIR matrix in Eq. (1.40) by the received signabrder to obtain the estimate of
the transmitted signal, which might potentially enhance ribise component of Eq. (1.39), thus
resulting in a relatively modest performance in comparisoits MMSE counterpart. A Soft-
Input Soft-Output (SISO) MMSE detector has also been desigm [27], which can be employed
by channel-coded iterative detection assisted systemeoritrast to the minimization of MSE in
the MMSE detector, novel linear detectors were also dedigoalirectly minimize the Bit Error
Rate (BER) in [28-32]. The corresponding linear detectoeseweferred to as Minimum BER
(MBER) detectors, since they are optimum in terms of miningzhe BER. Since it is challenging
to design MBER detectors for higher-order QAM, Minimum SyshBrror Rate (MSER) detectors
designed for higher-order QAM have been proposed in [33i¢ckvtvere further developed in [34].

The performance achieved by the family of linear detectéypically regarded as satisfactory
in a MIMO system, where the number of transmit antennas isigloeh than that of the receive
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antennas. However, their performance is often unacceptaliien the former exceeds the latter,
rendering the overall MIMO system rank-deficient. In rargficient scenarios, the family of non-
linear detectors has to be employed. As shown in Figure Hedsét of non-linear detectors may be
further divided into two categories, depending on the deanmategies employed, namely, whether
a systematic or a guided random search strategy is utilirethe former class, a set of detectors,
which is capable of achieving an enhanced performance \eRhiéiting a relatively low compu-
tational complexity is constitued by the family of intedace cancellation based algorithms [35].
The well-known Vertical Bell LAbs Layered Space Time (V-BBA) scheme, operating based on
Serial Interference Cancellation (SIC), was introducedrbgchini [8]. Recently, a more powerful
SISO V-BLAST algorithm has been proposed by latel. [36] as well as by Kim and Kim [37]
in order to significantly benefit from the channel-codedati®e detection mechanism employed.
In contrast to SIC, Parallel Interference CancellationCjPthas been investigated in [3, 38—40].
Although the complexity imposed by the interference cdatieh based detection may remain af-
fordable, the achievable performance is still sub-optimuich is expected to degrade owing to
error propagation.

[41] Demenet. al. 1999 The first paper to extend the original SD to a GSD, which is bpaf opera-
ting in rank-deficient systems.
[42] Yanget. al. 2005 An improved generalized hard-output SD is introduced, Wisadesigned for

rank-deficient MIMO systems. The high-complexity detectiwocess is divi-
ded into two detection stages, which significantly redutedcomplexity.

[43] Cui and Tellambura 200% For constant modulus constellations, the ML cost metrihefrank-deficient
system using\N transmit antennas and receive antennas\{ > M) is modi-
fied so that the equivalent Grammian becomes equil. tdhe resultant GSD
algorithm has significantly lower complexity than previalgorithms.

[44] Akhtmanet. al. 2007 Based on the modified Grammian matrix of [43], an optimizestdghical search
structure is introduced to the GSD in order to further redtsceomplexity.

Table 1.1: Major contributions addressing the design of generalipdgse detection.

The classic non-linear Maximum-Likelihood (ML) detectdd] finds the ML solution by ex-
amining all the legitimate MIMO symbol candidates, whiclegarded to be optimum in terms of
the achievable performance. However, the full-searciedbddL detector may impose an exces-
sive computational complexity, especially in high-thrbpgt systems either invoking high-order
modulation schemes or employing a large number of transménaas, potentially preventing its
application in practical scenarios. Fortunately, ingpiby the Sphere Detection (SD) algorithm
introduced by Porst and Finke [46], Vitelko and Boutros happlied the original SD algorithm to
communication systems in [47] in order to approach the Mlfggerance at a complexity, which
avoids the exponentially increasing complexity of the Mlargh as a function of the number of
unknowns. Hence the design of SDs opened up a whole new casai@a. At the early stages,
Brunel and Boutros [48] as well as Hassibi and Vikalo [49]sidared systems, where the num-
ber of transmit antennas was no higher than that of the re@gitennas. Thus, in order to render
the SD applicable to rank-deficient systems, where the numibihe transmit antennas exceeds
that of the receive antennas, researchers embarked oiiviaungo-called Generalized Sphere De-
tection (GSD) schemes [41, 42,44,50]. Table 1.1 summatimesnajor contributions addressing
the GSD along with their short description. Furthermore tfi@ sake of approaching the channel
capacity at a low complexity, the SISO SD algorithm was edéehby Hochwald and ten Brink
in [51], where a list of the best hypothesized transmitted/Kdlsymbol candidates was generated
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and used as the most likely representatives of the entitiedatvhen computing the soft bit in-
formation. This SD family was termed as the class of List $pHhgecoders (LSD). However, in
order to achieve a good performance, the list size has toinesuéficiently large, since the above-
mentioned LSD does not take into account the effect ofthéori soft bit information during the
candidate list generation process. Hence, for the sakedatieg the complexity imposed by the
original LSD, Vikaloet al. [52] devised an enhanced LSD, which takes dhariori soft bit infor-
mation delivered by the channel decoder into account duhagandidate list generation process.
Furthermore, a SD has been proposed by Rauwl. in [53, 54], which is capable of detecting Dif-
ferential Phase Shift Keying (DPSK) modulated sigals. @dbP provides the major contributions
addressing the design of the differential SD.

[53] Lampeet. al. 2005 The first paper to introduce the SD algorithm to mitigate theplexity of ML
multiple-symbol differential detection (ML-MSDD) of [556].

[57] Pauli and Lampe 200% The first contribution to extend the MSDSD to detect the déffsial space-time
modulation.

[54] Pauliet. al. 2006 A soft-decision-aided MSDSD is devised, which can be engdany iterative de-
tection assisted receivers.

[58] Pauli and Lampe 2007 Complexity of the MSDSD is intensively investigated in theppr.

[25] Pauliet. al. 2008 2-D observation window technique is contrived for the MSD&Dployed in the
MIMO-OFDM system using differential space-frequency miation.

Table 1.2: Major contributions addressing the design of differergfatere detection.

As observed in Figure 1.4, the SD technique can be furthedetlivinto two sub-groups, de-
pending on the specifics of the tree search employed, nawledther the depth-first tree search or
the breadth-first tree search is used, which will be corgthast Chapter 2. Note that all the previ-
ously mentioned SD algorithms carry out a depth-first treecde Similarly, the recently conceived
Optimized-Hierarchy-Reduced-Search-Algorithm (OHR$®), 59] also belongs to the depth-first
category. The breadth-first SD is also referred to ak#irest SD [60, 61], which has a convenient
implementation and an SNR-independent computational ity

In contrast to the above-mentioned family of systematiectein based techniques, the other
category of non-linear detection schemes relies on guigiedam strategies, as seen in Figure 1.4.
Members of this detector family are for example Markov Chdionte Carlo (MCMC) detection
[72—74] as well as the class of Genetic Algorithm (GA) [75]ed schemes. MCMC techniques
have been shown to exhibit a low complexity, especially mldw-SNR region. In Table 1.3 we
have provided a number of relevant references for MIMO dietecincluding their description.

1.5 Novel Contributions and Outline

1.5.1 Novel Contributions

Part I: Non-Cooperative MIMO-OFDM Scenario: In the previous sections we highlighted the
benefits of combining the OFDM and MIMO techniques. Basedhenabove-mentioned back-
ground, high-efficiency MIMO-OFDM systems have been desigmwith an emphasis on the de-
velopment of advanced yet low-complexity near-capacitiect®on techniques. Specifically, we
designed new SDs for low-complexity near-ML detection fighhthroughput bandwidth-efficient
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[62] Thoenet. al. 2003

A LS MIMO detector is introduced and its performance is inigzged when applied
in a SDMA OFDM system.

[27] Wang and Poor 1994

In this paper conventional MMSE detection is extended taCSMBVISE detection,
which may be employed in iterative receivers.

[29] Chenet. al. 2005

Presents a MBER beamformer designed for BPSK and 4QAM sigisalvell as for
static channel conditions.

[63] Gesbert 2003

The author presented a robust MBER MIMO detector, which @edmstructed using
a closed-form expression, provided that certain channaditons are fulfilled.

[8] Foschini 1996

The first low complexity V-BLAST receiver designed for MIMGbed systems is
proposed.

[64] Leeet. al. 2006

The original V-BLAST technique is extended to a SISO aldworitand is employed
in an OFDM system. For the scenarios considered the prop6S8tdAST detector
approaches the ML performance.

[47] Viterbo and Boutros
1999

First paper, which applied the SD proposed in [46] to thedatite of received sig-
nals. This contribution inspired a whole new research area.

[41] Damenet. al. 2000

In this paper the original SD is extended to a GSD, which isb&pof operating in
rank-deficient systems.

[51] Hochwald and
ten Brink 2003

The authors propose a List Sphere Decoder (LSD), which ialdamf processing
soft information and compare the attainable performanctbeif LSD to the chan-
nel capacity bound, which is also derived in the paper.

[52] Vikalo et. al. 2004

A SISO SD is proposed, which is employed in an iterative syaiging different
convolutional codes as well as Low-Density Parity-ChedRIFIC) [65] codes.

[66] Yanget. al. 2005

An improved generalized hard-output SD is introduced, Wisadesigned for rank-
deficient MIMO systems. The high-complexity detection msxis divided into two
detection stages, which significantly reduced the complexi

[60] Guo and Nilsson
2006

A SD algorithm based oK-best Schnorr-Euchner (KSE) decoding is proposed,
which is capable of providing both hard as well as soft owgpEurthermore, hard-
ware based performance results are presented.

[67] Wang and Giannakis
2006

The original SD algorithm is extended to an exact Max-Logedr, which is em-
ployed in an iterative system.

[68] Santiago Mozos and
Fernandez-Getino Garcia
2006

Extends the SD using real-valued signals to a SD considedntplex-valued sig-
nals, which is capable of detecting arbitrary modulationstellations. The perfor-
mance of the proposed SD is investigated in the context of GBBAA.

[69] Zhuet. al. 2005

In this paper MCMC aided MIMO detection is proposed and thgpmance is com-
pared to that of SD algorithms. The results suggest that MGMIEd detection is ca-
pable of outperforming SD at a similar computational cost.

[70] Boroujenyet. al.
2006

MCMC based MIMO detection is discussed and the benefits fdrdifit methods
used for generating soft-information are presented. Thesthods include taking
the empirical average as well as using importance sampling.

[71] Aggarwal and Wang
2007

Presents a MCMC based detector optimized for MIMO systenysa@img higher-
order QAM signals. In order to reduce the computational dewity of the
proposed system, the received signal space is partitioniedubspaces, each of
which is optimized independently.

Table 1.3: Selection of narrowband MIMO detection contributions.
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communication systems.

Contribution 1[76—79} We designed low-complexity SDs for channel-coded highbtghput
systems using high-order modulation and/or large numb&aagmit antennas, where the SD has
to generate soft information for every transmitted bit. sTheéquires the observation of a high
number of hypotheses about the transmitted MIMO symboljltieag in a potentially excessive
complexity. To be specific, two major complexity-reductischemes were devised for iterative
detection aided channel coded systems with the aid of E3{¢rinformation Transfer (EXIT) chart
analysis. More specifically, we designed a generic SD schemeed as theenter-shiftingSD
and theapriori-LLR-threshold (ALT) aided SD scheme. The former one substantially reduces
the detection complexity by decomposing it into two stagesnely the generic iterative search-
center-update phase and the reduced-complexity seanghdhito By contrast, the latter is capable
of achieving a more flexible compromise between the perfamaand the complexity by expoiting
thea priori LLRs provided by the outer channel decoder.

Contribution 2 [80-83} A generalized multi-layer tree search was proposed for @Ote
sake of carrying out Maximum-a-Posteriori (MAP) detectaira significantly reduced complexity
in a multi-dimensional modulated system, such as for exampsphere packing (SP) scheme.
Moreover, the iterative decoding convergence of the caimeal two-stage system, where the
channel encoder/decoder and the modulator/detector gr@ped at the transmitter/receiver, were
improved by incorporating a Unity-Rate-Code (URC) havimgirginite impulse response, which
improves the efficiency of extrinsic information exchange.

Part Il: Cooperative MIMO-OFDM Scenario: The above-mentioned multiple co-located an-
tenna aided diversity techniques are capable of mitigdtiagdeleterious effects of fading, hence
improving the end-to-end system performance. Howeves, dften impractical for the mobile to
employ a large number of antennas for the sake of achievingeasity gain due to its limited
size. Furthermore, owing to the limited separation of thiemma elements, they rarely experience
independent fading, which limits the achievable divergigin and may be further compromised
by the detrimental effects of the shadow fading, imposinth&r signal correlation amongst the
antennas in each other’s vicinity. Fortunately, in multeuwireless systems cooperating mobiles
may share their antennas in order to achieve uplink trardirrétsity by formig a Virtual Antenna
Array (VAA) in a distributed fashion. Thus, so-called coogtése diversity relying on the cooper-
ation among multiple terminals may be achieved. On the dihad, the employment of coherent
detection becomes less practical in such scenarios, diecetiuired channel estimation may im-
pose both an excessive complexity and a high pilot overhesgkcially in mobile environments
associated with relatively rapidly fluctuating channel ditions. Therefore, in the second part of
our work, we investigate the distributed MIMO or user-cagpen aided OFDM system, where
differentially encoded transmission was employed combimith non-coherent detection schemes,
which requires no channel state information (CSI) at theiwet.

Contribution 3 [84, 85} The classic Maximume-Likelihood Multiple-Symbol Diffeméal De-
tection (ML-MSDD) technique is capable of eliminating soofethe power-loss experienced by
low-complexity non-coherent transmissions, when congbaoetheir high-complexity coherent-
detection-aided counterparts. We further developed #uisrtique for user-cooperative communi-
cation and invoked a low-complexity SD algorithm for the esai making the system robust to
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time-selective environments at an affordable complekégding to multiple-symbol based differ-
ential sphere detection (MSDSD) assisted user-cooperatitnmunication.

Contribution 4 [86, 87] Since the transmit power allocaton and the cooperating selec-
tion play a vital role in achieving the best possible perfante, we proposed novel Cooperating-
User-Selection (CUS) schemes and Adaptive Power ConteCAschemes for both Differental-
Amplify-and-Forward (DAF) and Differential-Decode-af@rward (DDF) aided cooperative sys-
tems. It was demonstrated that they are capable of signilfycamproving the achievable perfor-
mance as well as reducing the detection complexity at thénd¢éisn BS. Furthermore, in order
to exploit the complementarity of the above-mentioned tyye$ of cooperative systems, we pro-
posed a more flexible resource-optimized adaptive hybrimpemtion-aided system, yielding a
further improved performance.

Contribution 5[88]: It is widely recognized that DDF-aided cooperative traissmn schemes
are capable of providing a superior performance comparethssic direct transmissions employ-
ing differential detection, where no channel coding is uskldwever, the cooperative diversity
gains promised by the cooperative system are actually\ahigt the cost of suffering a significant
so-called multiplexing loss compared to direct transmissi which is imposed by the half-duplex
communications of practical transceivers. Moreover, theperative diversity gains achieved be-
come modest in practical channel coded scenarios, wheneténkaving and channel coding gains
tend to dominate. Therefore, when a cooperative wirelessramication system is designed to ap-
proach the maximum achievable spectral efficiency by tattiegooperation-induced multiplexing
loss into account, it is not obvious, whether or not the relmled system becomes superior to its
direct-transmission based counterpart, especially, vduranced channel coding techniques are
employed. Hence in this thesis the capacity of the sindlassisted DDF based cooperative
system was studied in comparison to that of its direct-trassion based counterpart in order to
resolve the above-mentioned dilemma.

Contribution 6 [89]: Based on the above-mentioned capacity evaluation of the-Bibed co-
operative system, we proposed a practical framework ofydexj a cooperative system, which is
capable of performing close to the corresponding netwartiscoherent Discrete-input Continuous-
output Memoryless Channel (DCMC) capacity. Using our lawmplexity near-capacity design cri-
terion, a novel Irregular Distributed Hybrid Concatendiéffierential (I-DHCD) coding scheme is
proposed for the DDF-aided cooperative system employimgapacity-achieving low-complexity
adaptive-window-aided SISO iterative MSDSD scheme.

1.5.2 OQuitline

In this section we provide an overview of the remainder of thiesis.

e Chapter 2: The main objective of this chapter is to systematicallyeemhe fundamentals of
the SD, which is considered to be one of the most promisingdomplexity near-optimum
detection techniques at the time of writing. Furthermore address the SD-related complex-
ity reduction issues. Specifically, the principle of the #h#mput Hard-Output (HIHO) SD
is reviewed first in the context of both the depth-first andaltk-first tree search based sce-
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narios, along with that of the GSD, which is applicable toliegmging rank-deficient MIMO
scenarios. A comprehensive comparative study of the codtpleduction schemes devised
for different types of SDs, namely, the conventional dep#t-SD, theK-best SD and the
novel OHRSA detector, is carried out by analyzing their @ptaal similarities and differ-
ences. Finally, their achievable performance and the cexitplimposed by the various types
of SDs are investigated in comparison to each other.

e Chapter 3: The fundamentals of the LSD scheme are studied at the begimfithis chap-
ter in the context of an iterative detection aided channdedoMIMO-OFDM system. A
potentially excessive complexity may be imposed by the entisnal LSD, since it has to
generate soft information for every transmitted bit, whiefjuires the observation of a high
number of hypotheses about the transmitted MIMO symboleBas the above-mentioned
complexity issue, we contrive a generic center-shiftingséBeme and the so-callegriori-
LLR-threshold assisted SD scheme with the aid of EXIT chadlysis, both of which are
capable of effectively reducing the potentially high coexity imposed by the SD-aided iter-
ative receiver. Moreover, we combine the above-mentionbdrmaes in the interest of further
reducing the complexity imposed. In addition, for the sakentancing the achievable itera-
tive detetion gains and hence improving the bandwidth efficy, a Unity-Rate Code (URC)
assisted three-stage serially concatenated transceiydoging the so-called Irregular Con-
volutional Codes (IrCCs) is devised. Finally, the benefiftshe proposed center-shifting
SD scheme are also investigated in the context of the abavgiomed three-stage iterative
receiver.

e Chapter 4: In this chapter we extend the employment of the turbo-dete&phere Pack-
ing (SP) aided Space-Time Block Coding (STBC) scheme toiNlder MIMO (MU-MIMO)
scenarios, because SP was demonstrated to be capable idigyawseful performance im-
provements over conventionally-modulated orthogonalgtesased STBC schemes in the
context of Single-User MIMO (SU-MIMO) systems. For the sakechieving a near-MAP
performance, while imposing a moderate complexity, we i§ipatty design thek-best SD
scheme for supporting the operation of the SP-modulateérsysince the conventional SD
cannot be directly applied to such a system. Consequerttignwelying on our SD, a signif-
icant performance gain can be achieved by the SP-modulgséehs over its conventionally-
modulated counterpart in the context of MU-MIMO systems.

e Chapter 5: The principle of the MSDSD is first reviewed, which has beerently pro-
posed for mitigating the time-selective-channel-indupedormance loss suffered by clas-
sic direct transmission schemes employing the ConveritDiierential Detection (CDD)
scheme. Then, we specifically design the MSDSD for both tHeef@ntial Amplify-and-
Forward (DAF) and Differential Decode-and-Forward (DDB}iated cooperative systems
based on the multi-dimensional tree search proposed int@hépwvhich is capable of achiev-
ing a significant performance gain for transmission oveetselective channels induced by
the relative mobility amongst the cooperating transceiver

e Chapter 6: In this chapter the theoretical BER performance of both tAé-Dand DDF-
aided cooperative cellular uplinks are investigated. Thased on the minimum BER crite-
rion, we design efficient Cooperating-User-Selection (Cail Adaptive-Power-Control (APC)
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schemes for the above-mentioned two types of differegtratbdulated cooperative systems,
while requiring no Channel State Information (CSI) at theeieer. Moreover, we investigate

the Cooperative-Protocol-Selection (CPS) of the uplirdtesy in conjunction with a benefi-

cial CUS as well as the APA scheme in order to further imprénedchievable end-to-end

performance, leading to a resource-optimized hybrid cadpe system. Hence, a number
of cooperating MSs may be adaptively selected from theaviailMS candidate pool and the
cooperative protocol employed by a specific cooperating M$ atso be adaptively selected
in the interest of achieving the best possible BER perfogaan

e Chapter 7: The DDF-aided cooperative system’s DCMC capacity is ingagtd in compar-
ison to that of its classic direct-transmission based @part in order to answer the grave
fundamental question, whether it is worth introducing aragive mechanisms into the de-
velopment of wireless networks, such as the cellular vorwe: @ata networks. Then, we
propose a practical framework of designing a cooperatiwtesy, which is capable of per-
forming close to the network’s corresponding non-coheE2@MC capacity. Based on our
low-complexity near-capacity design criterion, a novegdiular Distributed Hybrid Concate-
nated Differential (Ir-DHCD) coding scheme is contrived the DDF cooperative system
employing our proposed capacity-achieving low-complexitiaptive-window-aided SISO
iterative MSDSD scheme.

e Chapter 8: The main findings are summarized and suggestions for fuas®arch are pre-
sented.



Chapter

Reduced-Complexity Sphere Detection
for Uncoded MIMO-OFDM Systems

2.1 Introduction

2.1.1 System Model

Channel w;

uonels aseg

P 7

Figure 2.1: Schematic of an SDMA uplink MIMO channel scenario.

In Figure 2.1 a SDMA/OFDM Uplink (UL) transmission scenaisportrayed, where each
of the U users is equipped with a single transmit antenna, while t8ehBsN receive antenna
elements. Based on our discourse on MIMO-OFDM in Section fbi3each subcarrier the link
between each pair of transmit and receiver antennas maydabaatbrized with the aid of a unique
user-specific FDCTF, which was described by Eq. (1.35) adéimted a%,,, in Figure 2.1. The
subscripts ofi;, i.e. u andn, represent the user and receive antenna element index 8Sthe
respectively. For example, the FDCTF or the spatial sigeatfitheuth user can be expressed as a

column vector:
hu = [hlurh2u/ cees hNu]T/ (21)
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Figure 2.2: Representation of the optimum ML detector

with u € 1, ..., U. If the transmitted signal of theth user is denoted by, and the received signal
plus the Additive White Gaussian Noise (AWGN) at tith receive antenna element is represented
by y, andw,, respectively, the entire SDMA/OFDM system can be desdridoea per-subcarrier-
basis by a matrix equation written as:

y =Hs +w, (2.2)

where the received signal’s column vectoryiss CN*1, the transmitted signal’s column vector
iss € CY*1, and the noise’s column vector i8 € CN*1, which are given by the following
equations, respectively:

y = [y vz, ynl", (2.3)
s = [s1,52,...,su]’, (2.4)
w = [wy, wy, ..., wN]T. (2.5)

The FDCTF matrixH € CN*U s constituted by thél number of user-specific CTF vectors
defined by Eq. (2.1), witth, € CN*1, whereu = 1,2, ..., U. Explicitly, the FDCTF matrixH can
be expressed as:

H = [h; hy ... hy), (2.6)

where each column represents a user’s unique spatial signadere, we assume that the FDCTF
H,, between usen € 1,2,..., U and receive antenna elemente 1,2,..., N are independent,
stationary, complex-valued Gaussian distributed pr@&sessth a zero-mean and a unit variance [3].
Furthermore, both the transmitted signal of each oflifhesers and the AWGN noise encountered
at each of theéV antenna elements exhibit a zero-mean and a variar@e?and2c?, respectively.

2.1.2 Maximum Likelihood Detection

The Maximum-Likelihood (ML) detector jointly detects thé different users’ complex symbols
that are most likely to have been transmitted. The stylizdghatic of the ML detector is shown
in Figure 2.2, wheré/, is the constellation size of a specific modulation schemese®/e that the

received signal’s column vectgrof Eq. (2.2) possesses afrdimensional multi-variate complex
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Gaussian distribution, with a vector of mean value$#lsfand a covariance matrix given R, €
CN*N_ The latter is given by:
R, = E{wwf} (2.7)
= 2021, (2.8)
under the assumption that the noise contribution addedchtregeive antenna element are uncor-

related. Consequently, tlaepriori probability function of the received signal vectprs equivalent
to the complex Gaussian distribution function, which cambiten as [3]:

1
P(yls,H) = f(y|s,H) = mexp(—(y — Hs)R,, " !(y — Hs)) (2.9)
N W”P(—%HY—HSHZ)- (2.10)

On the other hand, the basic idea behind the ML detector isatdrmize thea posterioriproba-
bility P(3|y, H), where the candidate vectore CY*! is an element of the satt!' of trial vectors,
which was transmitted over the channel characterised bgtthenel matrixH € CN*U and under
the condition that the received signal vectoyidmportantly, the relationship between th@oste-
riori probability and the priori probability can be formulated with the aid of Bayes’ theor@n

as follows:
P(8)

P(y)’
whereP(8) = # is a constant, since it is assumed that all symbol vectorgtritibes are identi-
cal. Furthermore, since all probabilities have to sum tdywimie have:

). P@Bly,H) =1 (2.12)

seMY

P(8ly,H) = P(y|$,H) (2.11)

Additionally, the total probabilityP(y) can be expressed by:
P(y)= ). P(ylsH)P(3), (2.13)
seMY
which is also a constant. Consequently, we have:

% = const., (2.14)

which leads to the conclusion that for the ML detector, thabfem of finding the optimum solu-
tion $ymr, which maximizes the posterioriprobability of P(3|y, H) is equivalent to maximizing
thea priori probability of P(y|8, H). Hence, according to Eq.(2.10), the problem is also eqemal
to minimizing the Euclidean distance metfjg — H3||?, i.e. we have:

Smr = arg m;/frb |ly — HS| ]2. (2.15)
seML

The ML detector is capable of achieving the optimum BER penfmce by jointly detecting
all the U different users’ symbols at the cost of a potentially exisessomputational complexity,
which depends on the size of the modulation constellatiaficgithe number of users supported by
the system, since the ML detector evaluates the Euclidestardie metric of Eq. (2.15) for all the
possible transmitted symbol vectors. For example, if a SDOFDM system employs 16-QAM
and supportd] = 8 users, a full-search @2 possibilities will be encountered in order to find the
optimum solution, imposing an excessive computational perity.
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2.1.3 Chapter Contributions and Outline

The motivation of finding a low complexity solution while aeting a near-ML performance has
driven researchers to develop new algorithms. Recentbpiied by the Sphere Detection (SD)
algorithm originally introduced by Porst and Finke [46] tfi@ently calculate a vector of short
length in a lattice, Vitelko and Boutros have applied thgimal SD algorithm in communication
systems [47] in order to approach the ML performance at a ¢mxitp, which is polynomially,
rather than exponentially dependent on the number of unkepwhich opened up a whole new
research area. Different types of SDs and complexity réslusichemes have been proposed, for
example in [90-93] for the depth-first SD. By contrast, tHeesaes proposed in [60,61,94,95] were
designed for the breadth-first SD. As a benefit of the supg@aoformance of the SD algorithm,
it will serve as a key mechanism to reduce the complexity eérdie MIMO-OFDM scenarios
throughout this treatise. Hence, for the sake of furtheeliging the SD algorithm and applying
it to various problems, a comprehensive understanding efSid’s operating principle is a vital
prerequisite. Thus, the main objective of this chapter isetoew the fundamentals of both the
depth-first as well as of the breadth-first tree search baBe@&8&d to carry out in-depth comparative
studies in terms of their corresponding complexity redutschemes as well as their achievable
performance. More specifically, the main contributionshi§ thapter are as follows:

e Compare and analyze the most influential complexity redncsichemes proposed in the
literature for the conventional depth-first SD, the breafitet SD as well as for the recently
proposed OHRSA detector, which may be regarded as an advaxtension of the depth-
first SD.

e Extend the performance versus complexity studies of theealentioned SD algorithms to
challenging rank-deficient MIMO scenarios.

The outline of this chapter is as follows. In Section 2.2 tRef@hdamentals are reviewed, fol-
lowed by a discourse on GSDs, which are capable of operatimgnk-deficient MIMO systems.
The most influential complexity reduction schemes propdsedhe depth-first and breadth-first
SDs are discussed in Sections 2.3.1 and 2.3.2, respectiVélgn, Section 2.3.3 introduces the
recently proposed OHRSA detector and analyzes both itarsigical search structure as well as
its optimization strategies in comparison to the compjeséduction schemes of its conventional
SD counterparts. The achievable BER performance versugplegity imposed by the above-
mentioned SDs is characterized in Section 2.4 for bothrulk and rank-deficient MIMO systems.
Finally, our concluding remarks are provided in Section 2.5

2.2 Principle of Sphere Detection

2.2.1 Transformation of the Maximum-Likelihood Metric

As discoursed in Section 2.1.2, the ML solution for a SDMAteys of Eq. 2.2 can be written as:

8w = arg min, ||y — Hz||?, (2.16)
se Mg
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where M. is the set ofM, legitimate symbol points in the modulation constellatiowd & is the
number of users supported by the system. Thus, a potergiatiyssive-complexity search is likely
to be encountered, depending on the valudffand/orU, which prevents the application of the
full-search-based ML detectors in most practical higlotighput scenarios. Fortunately, Eq. (2.16)
can be extended as [51]:

Spr = arg min, o (8~ OMHMH(S - @) + y"(1- HH"H)'TH)y 5, (2.17)
S c

¢

where
¢ = (HEH) 'Hy (2.18)

which is the unconstrained ML estimatesbr the LS solution of Eq.(2.2). Importantly, the value
of ¢ in EqQ. (2.17) is independent of the argum&nivhen minimizing the Objective Function (OF)
of Eq. (2.16). Hence, the trial candidteninizing ||y — Hs||? also minimizegs — ¢)"HTH(3 — @),
Thus, we have:

SmL = arg Vm/\i/rlb(é —)HHTH(3 - @). (2.19)
se Mt

In fact, the well-known Sphere Detection (SD) algorithm wasved from the mathematical prob-
lem of finding the shortest vector in a lattice, which was ioadly described in [96] and refined
in [46]. Even when exploiting the above-mentioned simpiifiens, finding the ML solutiors
still has to be carried out on an exhaustive search basishéentireMY number of legitimate
transmitted signal vector combinations.

Therefore, in the following sections, two different typdsS® algorithms will be introduced
and compared, which are capable of significantly reduciag#isociated search complexity, namely
the original SD algorithm of [47] which is also referred toaaBepth-First SDand theK-Best SD
of [61], which can be regarded aBBaeadth-First SD

2.2.2 Depth-First Tree Search [47]

For the depth-first SD scheme, a search-radius set in order to limit the search range. Specifi-
cally, we limit the search according to:

s -o)fH'H(E -°) < C, (2.20)

whereC is the Initial Search Radius (ISR), which has to be suffitjeligh in order to contain the
ML solution of Eq. (2.16). Let
G = H"H, (2.21)

which is a(U x U) Grammian matrix [47]. Thus, we can obtain thid x U) upper-triangular
matrix U, which satisfiedU"U = HHH with the aid of, for example, the ubiquitous Cholesky
factorization [47]. Thus, the entries of the upper-tridagunatrix U are denoted by; ;, satisfy-
ingu;; =0if i > jfori,j=1,2,..,U. Furthermore, the entries on the diagonalloare denoted
by u; ;, which are assumed to be of positive real value without Ibgeperality [51]. Consequently,
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bearing in mind that the matril is upper-triangular, we can rewrite Eq. (2.20) as:

E-o)fHIHE -0 = (-o)Mufui-—o), (2.22)
ulu 2
= Y 1) uij5i—¢) (2.23)
i=1|j=i
u u 2
= Y |uiGi—a)+ ), wii(3—¢) <C.  (224)
i=1 j=it+1

Hence, we can recursively calculate the bound for éasfalue with the aid of Eq. (2.24), if we
start fromi = U. Specifically, in the light of Eq. (2.24), we can enumeratgtimate values fog;
based on the following derived criterion as:

< 4 VC
Su—Cul < PR (2.25)

Then, as indicated by Eqg. (2.25), after choosing a legignsginbol value fok;; aroundéy; within
a radius ofﬁ, we can continue to choose a trial legitimate valuesfor; sastifying the criterion
derived from Eq. (2.24), which can be expressed as:

luy i1 (Gu-1 —eu_1) +uu_LuBu — éu)* + JuuuGu — éu)* < C, (2.26)

or equivalently:

) (2.27)

2
Uy_1,u Cu)‘ < C — [uu,ubul
Uy-1,u-1 o

Su-1— <5U—1 -
uy—-1,u-1

where
G235 —¢. (2.28)

2
Now a trial value can be chosen fof_; around(éu_l — ﬁ@‘@ within a radius ofiv(;?_”l“;fUI
in the light of Eq. (2.27). The recursive process continugghmosing a trial candiate fog;_,
based on its corresponding criterion. Following the ratlerof Eq. (2.24), the decoupled search

space for théth componeng; can be evaluated by:

50 < YE= D

2.29
| " (2.29)
where
A A d ul’]
EREE Y ;gj (2.30)
j=i+1 "t
and
Lluu 2
Di: ZZMUC]‘ ’ (231)
I=i j=I

are defined as the decoupled search centéy ford the accumulated Partial Euclidean Distance (PED)
betweens; = [5; $;11 -+ Sy| and the centet; = [¢; ¢;41 - -+ €y| of the hyper-sphere, respec-
tively. Thus, this recursive process can be continued] iindiachesl. Then the search radius

is updated by calculating the Euclidean distance betwezndtvly obtained signal poigtand the
centerc of the hyper-sphere, namely, the unconstrained ML solutiaquivalently, we have:

C=7D. (2.32)
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Figure 2.3: Geometric representation of the SD algorithm

Following that a new search is carried out within a smallanpound confined by the newly ob-
tained search radius. The search then proceeds in the saynentiano more legitimate signal
points can be found in the increasingly reduced search spgamesequently, the last found legiti-
mate signal poing is regarded as the ML solution.

To elaborate a little further, the search rad@ for s; in Eq. (2.29) provides the informa-
tion on how large is the remaining search space that has todoeesi for identifyings;. Moreover,
in the light of Egs. (2.30) and (2.31), the relationship bextw the decouple search centerfoand
its corresponding accumulated PED $pican be expressed as:

D; = Di1 +ui; |5 — Cil?, (2.33)

which indicates that given a specifig; . 1, the value ofD; only depends on the tentative choice for
the currens; value.

Intuitively, an astutely selected ISR can substantially speed up the search process, since the
employment of a small radius excludes a high proportion eldkv-probability lattice points at the
very beginning. However, the radius must not be set too saithkr, since that would jeopardise
finding the ML solution of Eq. (2.16). Hence, the approprietwice of the ISR is a key factor in
determining both the performance and the complexity imgdsethe sphere detector discussed in
this chapter. In practice, the ISRhas to be set according to the noise variangemore explicitly,
according to the SNR encountered, which is achieved by abd¥il]:

C2=202]N —y'(1—HH"H) 'H )y, (2.34)

for the sake of ensuring that the probability of detectidtufa becomes negligible [47], whep€
is the number of receive antenna elements, while 1 is a parameter appropriately selected to
ensure that the detector will indeed capture the true trateshsignal-vectos.

The SD algorithm can be interpreted as a geometric problemghais shown in Figure 2.3,
where the depth-first SD is applied to a one-dimensional, ceseely to a single-user system, for
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Figure 2.4: lllustration of the depth-first SD algorithm with the aid dietclassic tree searching:
The figure in () indicates the PED of a specific node for theé piant in the modulated constel-
lation; while the number outside represents the order irchvtiie points are visited. Finally, the
ML solution 0f 0100 is found by choosing the tree leaf having the minimum Eueéliddistance of
0.23 and backtracking to the level= 4.

the sake of convenience. In the example shown in Figure Be3employment of 64-QAM was
assumed. At the receiver, the shape of the constellatiossisnaed to be distorted to a diamond-
shape instead of the original square-shape, due to thenebutencountered multipath channel-
induced phase rotation and magnitude attenuation. Ingteedrrying out a full search over the
entire 64-point constellation, as the ML detection would in order talfthe statistically optimum
solution, the sphere detector initializes the search sadapending on the estimated SNR, which
confines the search area to the outer-most circle centrbée attonstructed received symbol point
Yreconstr = HE, wheret is the unconstraint ML solution. As seen from Figure 2.3,dbarch area
is significantly reduced in comparison to the ML detectoiis lindeed intuitive that only the trial
lattice points in the immediate neighbourhood of the remigoint are worth examining. Inside
the search area confined by the radius, all the symbols areatk® be the tentative candidates
for the transmitted symbol. Now the core operation of theesplietection algorithm is activated:
Specifically, a new radius is calculated by measuring thiawég between the candidate and the
reconstructed received symbol point...st-» which should be no higher than the original radius.
Then another arbitrary symbol point is chosen from the nestdiained search area as the trial
transmitted point. Again, the search radius is updated thighvalue of the distance between the
newly obtained trial point and the reconstructed receiyedl®| pointy,.c,.st»- These operations
continue, until the detector finds the specific legitimatestellation point, which is nearest to
Vreconstr- At the end of the search, we assume that the last trial pbattwas found is the ML
solution. In the example shown in Figure 2.3, the detectachies the optimum ML solution after
two radius updates. Hence, only three trial points are emadhin terms of their Euclidean distance
with respect to the reconstructed received symbol pgint,.s.-. Therefore, the potentially full
search carried out by the ML detector is avoided by the spthetector.

A better way of illustrating the depth-first SD algorithm’silesophy, when it is applied to
multi-dimensional scenarios, namely to multi-user systesiconstituted by the search tree exam-
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ple provided for the scenario of ti{é x 4) BPSK modulated SDMA/OFDM system characterized
in Figure 2.4. Before we further elaborate on the origingdtddirst SD with the aid of the search
tree of Figure 2.4, it is important to note that the SD deteewrmarks a legitimate symbol point
as the tentative decision f@&r only if the resultantD; of Eq. (2.33) is no higher than the search
radiusC, implying that the earmarked symbol point ris located inside the circle of Eq. (2.29)
centered af;. Otherwise, this point is not earmarked. As shown in Figude the depth-first SD
commences its search procedure using an ISR ef 5 from the top level(i = 4). For each
tree node, the number within the bracket denotes the camelépy accumulated PED of that node,
while the number outside the bracket indicates the ordericlwthe node is visited. The broken
line represents a binary zero, whereas the continuous énetds a binary one. As we can see in
Figure 2.4, the search is carried out from the left to thetright in both downward and upward
directions along the tree. Specifically, there are two stesdhat may be encountered during the
tree search portrayed in Figure 2.4. Firstly, the search reagh a leaf node at the bottom, i.e.
the lowest level corresponding $9 in Figure 2.4. The other possible scenario is that the dmtect
cannot find any point inside the circle of Eq. (2.29) for itkeelements;, or equivalently, the ac-
cumulated PEDs of all the candidates §pare higher than the current search radiugn the first
case, once the search reaches a leaf node, for examplefiihittep the detector reaches a tree
leaf having an Euclidean distance®? as shown in Figure 2.4, which is smaller than the current
search radius of = 5, then the detector starts the search process again witleduead radius
C = 4.2. In the second case, the detector must have made at leastroneais tentative point
selection for the previougl — i) lattice coordinates. In this scenario, the detector goek twethe
(i+ 1)th search tree level and selects another tentative poistfpwithin the circle formulated by
Eq. (2.29), and proceeds downwards along the tree agaip amdtfind a legitimate decision fey.

If all the available tentative points faf, ; fail to lead to a legitimate decison, the search backtracks
to s; ., with the same objective, and so on. For example, at the ntefhseen in Figure 2.4, the
detector is unable to find a legitimate point within the nevallen hyper-sphere having the radius
of 1.8, which was obtained at the previous step, hence the seaciréeks to level = 4, since
no more available candidates can be found within corredpgrekarch area far,, andss. In the
end, after visiting a total of5 tree nodes and leaves in Figure 2.4, the SD chooses the #&fee le
having a minimum Euclidean distance @23 and backtracks to the levél= 4 to yield the final
ML solution § ;..

2.2.3 Breadth-First Tree Search [61]

Based on our discussions on the depth-first SD algorithm @ti@e2.2.2, we can observe that
the tree search is carried out in a depth-first manner, wighgibal of reaching a leaf node for
the sake of ensuring that the newly calculated Euclideatarie allows us to rapidly shrink the
search-hyper-sphere. However, as we will see in Sectioh,22e computational complexity of
the depth-first SD depends very much on the ISf Eq 2.34, and the appropriate choice®f
constitutes a design challenge. Therefore, another tegelseacheme was proposed to circumvent
this problem based on the idea of searching the trediaadth-firstmanner by limiting the number
of tree-nodes to be expandedKowhereK denotes the maximum number of nodes havingkhe
lowest accumulated PEDs at every level of the tree. Heneegdmputational complexity of the
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Figure 2.5: lllustration of breadth-first SD algorithm by the corresdomy tree searching: The
figure in () indicates the PED of a specific node for the triahpm the modulated constellation;
while the number outside represents the order in which thetpare visited. Finally, the ML
solution 0f0100 is found by choosing the tree leaf having the minimum Eueliddistance 0®.23

and backtracking to the level= 4.

tree search is reduced, while circumventing the problemnafirig an appropriate choice of the
ISR. More importantly, a SNR-independent computationahglexity is expected and the search
is guaranteed to be carried out in the downward directiongatbe tree.

The search tree of th€-best SD algorithm using = 2 is shown in Figure 2.5, which was ap-
plied to the same example of Figure 2.4, where the depthSiBsalgorithm was employed. Since
we useK = 2, following the evaluation of the PEDs of all nodes at a certavel, only the two
nodes having the lowest PEDs are expanded or pursued faittbach level. Consequently, the de-
tector successfully finds the ML solution with a high proliiahiwhich has an Euclidean distance
of Dy = 0.23 in Figure 2.5 with respect to the centeof the search-hyper-sphere. Comparing the
two expanded search trees portrayed in Figure 2.4 and F2gbireve can see that a higher complex-
ity reduction was achieved by tlk&best SD detector. However, we cannot simply conclude kieat t
K-best SD is always better than its depth-first counterpiamtesupon reducing the ISR of the latter,
a higher complexity reduction may be expected to be attai@edthe other hand, K is set to an
excessively low value, such &= 1 for example, th&k-best SD becomes unable to find the true
ML solution due to the fact that the detector discontinuessiarch along the true ML branch as
early as the 4th level in Figure 2.5 by choosing to expand amsuye a node having a PED@f7.
Therefore, theK-best SD does not necessarily arrive at the ML solution, evtie depth-first SD
does. More discussions on the comparison of these two SEsrrstof achievable performance
and imposed complexity will be carried out based on the satian results in Sectioins 2.2.5 and
2.4.
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2.2.4 Generalized Sphere Detection (GSD) for Rank-Deficie®systems

Our discussions in the previous sections implied the assamghat the number of useld, or
the number of the transmit antenn&is no more than that of the receive anteniNasi.e. we
havel < N andM < N. However, this is not always the case in practice, for exainphen SD
detection is implemented in a typical down-link of an SDMIQNs system, where the number of
antenna elements employed by the BS exceeds that used atShin ithis scenario the channel-
matrix H of Eq. (2.6) becomes non-invertible and hence the systeefésred to as rank-deficient,
where the SDs discussed in Section 2.2 fail to work. Recatlttie SD applied in a MIMO system,
where the number of transmit anteniésis no higher than the number of receive antenNase.
we haveM < N, the QR decompostion or the Cholesky factorization has fovmked for decom-
posing the Grammian matri& = H”H in order to obtain the upper-triangular matfixhaving a
rank of M, which is identical to the length of the transmitted MIMO dywhvectors. However, for
rank-deficient systems the rank of the mafixis lower than the number of transmitted symbols
to be estimated, which in turn results in zero elements atbagliagonal of the upper-triangular
matrix U. Recall the decoupled search space of Eq. (2.29) foittheomponent; in SD, which is

written here:
VC—D;
8 = Ci| < =, (2.35)
1,1
that all the diagonal elements; ; have to be non-zero integers. Similarly, the Cholesky deumsn
tion will also fail since the matrixG = H'H is no longer positive definite. Hence two different

techniques of circumventing this problem will be brieflyroduced in Sections 2.2.4.1 and 2.2.4.2.

2.2.4.1 Generalized Sphere Detection [41]

After examining the resultant upper-triangular maftixevaluated by the QR decomposition in
the context of a rank-deficient system where we hf/e> N, it may be readily shown that the
diagonal elements in the firdl rows of the(M x M) matrix U are non-zero, while the diagonal
elements in the remaining\l — N) rows are zero. Hence, W is partitioned so that the first/
rows and the remainingM — N) rows are seperated, we can use the resultdhik M) matrix
that has non-zero diagonal elements for SD detection of tsieNi transmitted symbols based on
one of theMEM_N) possible combinations of the remainifgyl — N) symbols. Essentially, this
GSD algorithm [41] can be considered as the combination ®f3b for the firstN number of
transmitted symbols is and the full ML detection of the remaining/l — N)) symbols, which is a
conceptually straightforward method that eliminates tlablem of having zero diagonal elements
in the upper-triangular matrikJ of a rank-deficient MIMO system. The SD scheme invoked in the

GSD can be any of the SDs discussed in Sections 2.2.2 and 2.2.3

Due to the fact that onlWW symbols are detected by using low-complexity SD, while ab-p
sible MEM*N) combinations of the remainingM — N) symbols have to be tested by the ML
detector, the complexity of this GSD scheme is expected toidie, especially when the number
of the transmit antennas is significantly higher than thathef receive antennas, namely, when
we haveM >> N. More quantitatively, the resultant complexity is an exgatial function
of (M — N) [50], potentially preventing its practical application.hds, our forthcoming disuc-
ssions will be focused on the design of more efficient SDsieqiple to rank-deficient systems.
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2.2.4.2 Generalized Sphere Detection Using Modified Grammain Matrix [50]

In Section 2.2.4.1, a particular partitioning of the maftixis conducted in order to circumvent
the problem of having zero diagonal elements. In this sectiodifferent GSD scheme will be
discussed, which carries out the Cholesky factorizatiom mbdified Grammian matri& in order

to obtain an upper-trianguld having non-zero diagonal element. The basic idea behinG 812
algorithm of [50] is that under the assumption of using canstmodulus modulation scheme,
such as BPSK and QPSK, which implies that every elementsisitinal vectog has a constant
modulus, the produats;s; becomes a constant valuesotinder the assumption of a unity transmit
power. Consequently, we have an equivalent ML solution ier ¢orresponding SD formulated

as [50]:

Sy = arg min {||y — H3||5 + a8}, (2.36)

ge MM

= arg min {(§ — &)F(HIH +aI)(3 —?)

ge MM

+ yPa-HH"H+ 1) 'H)y}, (2.37)
P
where

¢ = (HPH + «1) 'Hfy, 2.38
¢ =, +al) y (2.38)

£G
andI represents an identity matrix. Normally,is set to be the noise varian2e?, namely, we
arrive at:
¢ = (H'H + 2021) 'Hy, (2.39)

which is the MMSE solution of Eq. (2.2).

Since the last term denoted pyportion of Eq. (2.37) is independent of the valugpEq. (2.37)
can be simplified as:
Sy = arg min {(é —)HG (5 - é)} . (2.40)

ge MM
Furthermore, the modified Grammian mati, is always Hermitian and positive definite in con-
trast to the original Grammian matri@ = H”H. Hence, the modified Grammian mati@ can
be Cholesky factorized in order to attain an upper-triaaguhatrix U having non-zero diagonal
element, regardless of the rank of the makixnamely, we hav&; = UHU. Consequently, the
metric of the GSD can be expressed as:

Smr = arg min ||U(S — &%, (2.41)
se M¢

which is in an identical form of Eq. (2.22) for the full-rankenario. Finally, due to the fact that all
diagonal elements ity are now non-zero, the standard SD tree search algorithmabib8s 2.2.2
and 2.2.3 can be applied to Eq. (2.41).

2.2.5 Simulation Results

In this section, the achievable performance versus the lexitypimposed by the SD is discussed
and analyzed in comparison to conventional ML detectiorethash our simulation results. The
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System Parameters Choice
System SDMA/OFDM
Uplink/Downlink Uplink
Number of Sub-Carriers 128
CIR Model 3-tap frequency-selective channel
CIR Tap Fading OFDM symbol invariant
Channel estimation ideal
Transmit Antennas per User 1
Initial Squared Search Radius SNR-Based

Table 2.1: Summary of system parameters

system parameters used in all of our simulations througttemithapter are shown in Table 2.1.
Note that the power delay profile of the 3-path frequencegetele channel is given bp(t) =
Y2 o P(1)é(t — kt), wheret is the delay spread and we hakér,) = [0.5 0.3 0.2] for k =

0, 1, 2. Itis assumed that each user has a single transmit antedrnzediect FD/CHTF estimation
is available in all the simulations. The ISR of the depthtf8B was adjusted according to the SNR
level [51]. Specifically, we used the setting©f= 202N, where the parametgrwas chosen to
satisfy] > 1, while N is the number of receive antennas.

e BER Performance and Computational Complexity Versus SNR
Both the BER performance achieved and the computationaplexity imposed by the ML
as well as by the aformentioned two types of SD algorithmsshosvn in Figure 2.6 for the
fully-loaded (4 x 4)-antenna SDMA/OFDM scenario, where 16-QAM transmissioesew
employed. The BER curves of both the depth-first SD andKiiest SD (K = 16) virtually
coincide with that of the ML detector. The y-axis on the righiantifies the algorithm’s
complexity expressed in terms of the number of real-valugditians and multiplications
versusE, / N,, as shown by the broken line. As seen from Figure 2.6, bothl§&ithms are
capable of approaching the ML performance at a significdotiyer complexity compared
to the ML detector. More importantly, upon comparing thettidjrst SD and thek-best SD
detectors, we found that the former, which carries out the search in a depth-first manner,
exhibits anE,, / N,-dependent complexity. Specifically, the higher the reseisignal power,
the lower the computational complexity imposed. Since tiramexity of the depth-first SD
is variable, it is less suitable for real-time implemerat{61]. This phenomenon can be
explained as follows. When the signglis received at a higher SNR, the ML solution is
typically closer to search centeof the hyper-sphere search space, which is either obtained
by the LS algorithm of Eq. (2.18) or by the MMSE algorithm of .E£8.39). Hence the
ISR can be set to a smaller value, in order to avoid a timewaitgy search within a large
hyper-sphere. Therefore, in our simulations, the (SRas set according to the noise level,
as mentioned previously. On the other hand, kKibest SD detector exhibits a constant
computational complexity, since its complexity dependl/ @am the maximum number of
nodeskK to be considered for each search tree level, on the modulatheme used and
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Figure 2.6: Comparison of the ML and SD algorithm: The y-axis on the lefatifies the BER

performance of the ML and SD algorithms using continuousdjiwhile the right y-axis quantifies

the complexity versus thE, / N,, which is plotted using broken lines. All system parametase

summarised in Table 2.1.

on the number of transmit antennas employed. Hence, whehesle parameters are fixed,
the complexity of theK-best SD remains constant. It is observed from Figure 2.6tltiea
complexity imposed by th&-best SD is significantly lower than that imposed by its depth
first counterpart, when the SNR is low, while the former beesrslightly higher than the
latter when the SNR encountered is high.

Complexity Versus the Number of Transmit Antennas or Users

Figure 2.7 portrays the complexity of both the ML and thattw SDs versus the num-
ber of userdl in the scenario of a fully-loaded 4-QAM SDMA/OFDM system. $®@bve
in Figure 2.7 that the ML detector's complexity increasepamentially withU, which is
independent of the value of the SNR, since the ML detectamtljodetects thel number
of users, imposing a potentially excessive computationatmexity of MY Euclidean dis-
tance metric evaluations between all possible tentataestnitted signal vectosand the
received signal vectoy. As shown in Figure 2.7, a significant complexity gain is agkd
by both types of SDs over the ML detector, which further estesl as the number of trans-
mit antennas increases. Again, the complexity of the déphSD is dependent on the
SNR, while theK-best SD exhibits an SNR-independent comlpexity, as obsenv Fig-
ure 2.7. According to [97], the order of SD complexity in thentext of anm-dimensinal
lattice is at mosO(m*°) at low SNRs, whileD (%) at high SNRs. Again, we can observe
from Figure 2.7 that th&-best SD K = 16) exhibits a significantly lower complexity than
its depth-first counterpart at an SNR4fB, while it exhibits a complexity slightly higher,
when the SNR i20dB.
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Figure 2.7: Complexity versus the number of transmit antennas. Allesysparameters were

summarised in Table 2.1.

e Effects of K on the BER Performance and the Complexity ofK-best SD
Figure 2.8 reveals the effects of the paramétemn both the achievable BER performance
and the computational complexity of tiebest SD detector. Observe in Figure 2.8 tKat
has to be set to at leaks for the SD to approach the ML detector’s performance. Howeve
setting K to be lower than that would reduce the computatioomplexity imposed, as the
broken line representing the complexity verdi})’ N, trends indicates, which is achieved
at the cost of a BER performance degradation. The same ciomiclgan be drawn from
Figure 2.8 as deduced from Figure 2.6 earlier, namely tleatdmplexity of theK-best SD
algorithm is independent of the received signal power. Tfarsa given scenario, the trade-
off between the achievable BER performance and the conipuightcomplexity imposed is
effectively controlled by the choice .

e Effects of the ISR on the Complexity of Depth-First SD
From our previous results shown in Figure 2.6 we infer thatdbmplexity of the SD may
vary as the received signal’'s SNR changes. Essentiallgaimplexity of the SD is dependent
on the specific choice of the ISRthat confines the search area, which in turn determines the
efficiency of the search. Figure 2.9 offers an insight in® dependence of the SD’s com-
plexity on the ISRC. The associated complexity increases significantlfas increased.
Therefore, a judicious choice of the ISR plays a vital rolel@ermining both the perfor-
mance and the complexity of the SD scheme. If it is set toolsthal resultant initial search
space may not contain the ML solution. On the other hand,atishnot be set too higher,
otherwise a near-exhaustive search may be encountered.
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%ER Performance and Computational Complexity of K-best SD in SDMA/OFDM
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Figure 2.8: Effects of K on the BER performance and complexity Kfbest SD: The y-axis
on the right represents the scale for the broken lines, atitig the complexity versug, /N,
trends, while the y-axis on the left indicates the contiralines showing the BER performance

versusE, / N,. All system parameters were summarised in Table 2.1.

2.3 Complexity-Reduction Schemes for SD

2.3.1 Complexity-Reduction Schemes for Depth-First SD

2.3.1.1 Initial-Search-Radius Selection Optimization [9]

From our previous discussions based on the simulationtsestilFigure 2.9, we know that the
choice of the ISR is crucial as regards to the performancéeftiepth-first SD detector. Hence,
the key of further reducing the associated complexity isgbnoize the ISR selection. All our
simulations characterized so far we have employed an expatally motivated ISR scheme, where
the ISRC is defined a<C = 202 ]N, where the parametgris chosen to satisfy > 1, while

N represents the number of receive antennas. However, tRis¢8eme is suboptimal, since it
is unable to guarantee that there is always at least onentedgt signal point within the initial
hyper-sphere, potentially leading to a decoding failurke Tailure may require a second tentative
decoding using a larger ISR and hence wastes valuable catigmal resources. Two other ISR
selection schemes are investigated in this section, narindyMMSE-based ISR selection and a
hybid scheme, which is constituted by a contribution of thevipus two schemes.

e MMSE-Based ISR Selection Scheme
The idea behind this ISR selection scheme is appealinglyplsimin order to guarantee
successful decoding, the ISR is set to the Euclidean distAetween the received signal
point y and the MMSE solution based reconstructed recieved sigipal., which can be
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expressed as [93]:
ymmse == Hémmser (242)

wheres,,;,..s. IS the hard-decision based MMSE solution, which can be evrits:
Smmse = (HIH 4+ 2021) " 'Hy. (2.43)
As expected, the ISR can be formulated as:

C = Hy_ymmSEHZ' (2.44)

e Hybrid ISR Selection Scheme
The hybrid ISR selection scheme obtains its ISR based ondhbioation of the above-
mentioned experimentally adjusted and the MMSE-basedisoluSpecifically, we assume
thatC; andC, are the ISR calculated by the aformentioned two ISR scheraspectively.
In order to achieve a reduced complexity, the hybrid ISR s@hepts for the smaller of the
two, namely, for:
C = min(Cy, Cp). (2.45)

Our comparison of the three previously discussed ISR schesprovided in Figure 2.10,
which suggests that the hybrid ISR scheme achieves the f@mwseslexity over the entire SNR
range of our interest. However, it suffers from the same lpratof potential decoding failure, as
the pure experimentally adjusted ISR scheme. On the otime}, fee MMSE-based ISR is the most
reliable one in terms of guaranteeing successful sphemdder[93]. In terms of complexity, the
MMSE-based scheme outperforms the experimentally metivatrangement at low SNRs, while
imposing a higher complexity at high SNRs.
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Figure 2.10: Comparison of different ISR selection schemes for dep#t-8D. All system pa-

rameters were summarised in Table 2.1.
2.3.1.2 Optimal Detection Ordering [98]

In the context of a SDMA system supportibbtransmitted data streams, the original SD algorithm
of [99] commences the detection of symbols from thi signal component to the first one, with-
out considering any specifically beneficial detection ardéowever, if we expand the ML error
formula of Eq. (2.24), we can arrive at:

2

u u
Errpy =Y |uig(Si— &)+ Y, wij(5—¢)| , (2.46)
-1 j=it1
= luyuCul® + |uu-Lu_18u_1 + uu_1ulul® (2.47)
+ iy our2fu—2 + uu—au-18u_1 + uu_oulul” + - (2.48)

where we hav€; = 5; — ¢;. Then we can observe in Eq. (2.48) that the transmitted siy&bo
appearsl times in the above summatio#,;_; appears(U — 1) times,... and; appears only
once. Based on this observation, we infer that the corrdetten probability of the first detected
symbols; has an impact on all of the following.I — 1) detection steps, while the weight &f_,

is somewhat lower, since it has an impact only on the &kt 2) steps, etc. In other words, the
highest quality signal in terms of SNR should be detected firhis philosophy is the essence of
the detection ordering technique, which is a key advancéeapfor example in the context of the
V-BLAST system [16].

Under the assumption that each transmitted stream has aticaletransmit power and that
each signal experiences the same amount of noise aftengabksough the channel, the received
signals,, of themth transmitted signal component can be written as:

N
Yu = Z hnu *Su, (249)
n=1
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Figure 2.11: The computational complexity benefit of detection ordeirojziation for depth-first

SD. All system parameters were summarised in Table 2.1.

where the noise term is omitted here for conveniencelgpdepresents the FD/CHTF between
the uth user and thesth receive antenna, whilk, is theuth column of the FD/CHTF matriH.
Hence, we can see that the SNR of thk sighal component is proportional to the norm of its cor-
responding columih,, in the FD/CHTF matrixH. Bearing in mind the above-mentioned rationale
of detection ordering, the norm of the column vedigy (1 =1,2,--- ,U) is ordered as:

[[ha][ < [[haf] < ... < |[hyl]. (2.50)

Consequently, when the sphere detector is applied to thisleeed FD/CHTF matribH, the de-
tection of§ proceeds in a descending order of the channel SNR, which magtimated with the
aid of frequency-domain pilots. After finding the ML solutiathe resultant vectd of modulated
symbols has to be reordered again, according to the synusitigns of the original sequence. The
complexity reduction facilitated by the most beneficialedtibn ordering scheme is revealed in
Figure 2.11.

2.3.1.3 Search Algorithm Optimization

2.3.1.3.1 Sorted SD (SSD)

Although the depth-first SD scheme [47] of Section 2.2.2 igabée of approaching the ML
performance at a significantly reduced complexity, it doessaperate efficiently at every search
step. In fact, the search commences from the surface of theespowards the centre. The search
carried out in this order does not take into account the difimiof the ML solution, which is
defined by that specific valid lattice point, which is clogedhe centre of the search sphere [90].
Therefore, the SD follows a zigzag-shaped search traje@tom the surface of the sphere towards
its centre¢ as the search for the ML solution proceeds, which is not asiefti as it could be.
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Thus, modifications can be introduced in the search ordéred8D algorithm in order to reduce
its complexity further. Bearing in mind the aforementiongefinition of the ML solution, the
modified SD should commence its search near the centre optitees Consequently, a reduced-
complexity SD was proposed in [90], where the elements irctrglidate seB; for the ith signal
componeng; are first sorted in ascending order according to the metric:

|5 — Cil, (2.51)

in which C; given by Eqg. (2.30) decoupled center of the search area qPER) fors;. Essentially,
upon sorting the legitimate candidates §paccording to their distance from the decoupled search
centerC; of Eq. (2.30), the modified algorithm commences its searomfthe most promising
lattice point. Thus, the SD complexity is expected to beifiitantly reduced by the rapid reduced
search radius. We refer to this modified SD scheme as thedS8ypteere Detection (SSD) algorithm
which is expected to exhibit a reduced complexity.

2.3.1.3.2 Sorted SD Using Updated-Bounds

Another SD method operating on the basis of SSD was proposfD], which is capable of
achieving an even lower complexity. Specifically, when a mandidate lattice point is found
within the search hyper-sphere, in addition to updatingstreerch radius, the following three mod-
ifications are introduced:

[1] The decouple search areas of Eq. (2.29) recorded for atlidate basis set8;, (i =
1,2,---U) are also updated immediately with the aid of the most regetitained lattice
point;

[2] The next round of search is carried out commencing fégninstead of;

[3] The new search fof; is carried out without going back to start from the first comgat in
the newly obtained smaller candidate Bet

Note that the immediate update of the decouple search afeq. ¢2.29) for each tree search level
actually eliminates some of the search candidates at thémigst end of the sorted s8; with

its leftmost end unchanged [90]. This facilitates the abmentioned third action, which in turn
allows the SD to avoid searching candidates already idedtifuring the last round of the search.
Finally, we refer to this modified SD scheme as the UpdatedrBeAided Sorted SD (SSD-UB).

2.3.1.3.3 Sorted SD Using Termination-Threshold

A more intutive approach that retains most of the benefithefSSD reduces the complexity
further by introducing a search-termination threshol@8] for informing the SD to curtail the
search, when the ML error term of Eq. (2.19) becomes lowar thevhere the ML error refers to
the newly obtained squared search radius of Eq. (2.32). drbisedure aims for avoiding testing
all possible tentative ML solution points one by one, whishiime consuming. Recall that the
SSD reorders the components in itie basis se3;, which contains all the tentative points within
the search hyper-sphere for tfth signal componeny;, in an ascending order according to the
metric given by Eq. (2.51). Therefore, the point considdiestiin the set3; is the most promising
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Figure 2.12: BER performance and computational complexity of termoatihreshold-aided
SSD. The y-axis on the left quantifies the BER performancéefML and SD algorithms us-
ing continuous lines, while the right y-axis quantifies tloenplexity versus thé&;, / Ny, which is
plotted using broken lines. All system parameters were sars@d in Table 2.1.

one. Thus with the aid of the termination thresheéJdhe search procedure may be curtailed,
provided that the newly obtained lattice point is sufficigistose to the received signal. Hence, the
appropriate choice of the termination threshold is the kaiptgfor ensuring the efficiency of this
reduced-complexity SD. Specifically, if the terminationetsholdt is set too small, it does not have
any effects, since it is unlikely that the ML error would beal®r thant. On the other hand, if
is too large, the search for the ML solution may be curtaildgemvit tests a non-ML point, whose
distance from the received symbol point is less thdn this scenario, the complexity imposed can
be further reduced at the cost of a performance degradaiqudicious choice of the termination
thresholdt is given by [98]:

t=1-U-202, (2.52)

wherel is the number of users? is the noise level and is a parameter typically set 1, 0.3,
etc. Consequently, the termination threshold should bersgiortional to the number of transmit
antennas as well as to the noise power. In this treatise, f@etmethis reduced-complexity SD as
the Termination-Threshold-Aided Sorted SD (SSD-TT). Asveh in Figure 2.12, there is a trade-
off between the achievable performance and the complexippsed by the SD, which is controlled
by the appropriate choice of the termination threshold.

Let us now compare the search algorithm optimization scketiseussed in this section in Fig-
ure 2.13. Our comparisons are carried out in the scenariostb{8 x 8)-element 4QAM and4 x
4)-element 16QAM SDMA/OFDM systems, which have an identibabtighput ofl 6bits/symbol.

In both cases, the updated-bound-assisted SD detect@vasha significantly lower computa-
tional complexity than the termination-threshold-asgisairrangement, rendering it a more effective
complexity-reduction scheme. The termination-threstaddisted scheme is capable of attaining
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Figure 2.13: BER performance and computational complexity of reducaamexity depth-first
SDs. The y-axis on the left quantifies the BER performancéeML and SD algorithms using
continuous lines, while the right y-axis quantifies the ctexjty versus theE,/N,, which is

plotted using broken lines. All system parameters were sarised in Table 2.1.

an evident complexity reduction, when the SNR is relatively, while imposing only a slightly
lower complexity than the original SD detector of [99] whéwe ISNR is in excess df7.5dB. On
the other hand, when comparing two different SDMA/OFDM eys$, we found that the8 x 8)-
antenna 4QAM system substantially outperforms(thex 4)-element 16QAM system in terms of
the achievable BER, as a benefit of its higher diversity gathits lower-density modulation con-
stellation, while imposing an acceptable computationahglexity. More specifically, for a given
target BER ofl0~>, we have an SNR gain of abo2dB if the (8 x 8)-antenna 4QAM scheme is
employed, rather than th{d x 4)-element 16QAM arrangement. This is achieved at the costssf |
than three times increased computational complexity, astified in terms of the number of real-
valued additions and multiplications per received sigreater, when the updated-bound-assisted
scheme is employed.

In addition to their reduced complexity, the search algponitoptimization schemes discussed
in this section have a further benefit of rendering the corileof the SD less sensitive to the
specific choice of the ISR, which can be observed from Figutd.2

2.3.2 Complexity-Reduction Schemes foK-Best SD

2.3.2.1 Optimal Detection Ordering

Having discussed various complexity reduction schemeigigied for the depth-first SD detector,
let us now consider a range of complexity reduction scherppkcable to theK-best SD. The de-
tection ordering optimization scheme introduced in Sec#.1.2, which is capable of effectively
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reducing the complexity of the depth-first SD, was foundahlé also for thek-best SD, which
achieved a similar performance to that shown in Figure Z=bt a rudimentary introduction to this
scheme, please refer to Section 2.3.1.2.

2.3.2.2 Search-Radius-AideX-Best SD

It becomes explicit based on the portrayal of fdest SD in Sections 2.2.3 and 2.2.5, that its
computational complexity is controlled by the parame€eifor a certain modulation scheme and
a certain number of transmit antennas or users. This is itrasinto its depth-first counterpart,
which achieves a low complexity, despite approaching the pédtformance with the aid of the
rapid shrinking the original search radius. Intuitivelfiywie can introduce a search radius for the
employment in th&K-best SD, its complexity can be further reduced by discarttie unlikely ML
candidate nodes which are located outside the sphere cotiyne search radius, hence reducing
the number of tentative nodes at each level. Consequeinlye she partial Euclidean distances
evaluated for some of the nodes exceed the radius, there enbgsd thark nodes that have to
be considered for each level, resulting in an additional gerity reduction. In contrast to the
gradually reduced radius of the depth-first SD algorithra,rddius used for thK-best SD remains
unchanged during the entire search process, since it sauiethe tree search in the downwards
direction only and the search is ceased, whenever it reddmteaf level, namely the lowest level
of the tree exemplified in Figure 2.5. Hence, exactly the saeagch radius selection problem is
encountered by th&-best SD, as faced by the depth-first SD. In order to avoidriggsb lattice
points inside the sphere, which in turn results in a repesésdch using an increased radius, the
radius selection schemes used for Kbest SD should guarantee that at least one lattice point
is located in the search sphere. In this report, two radilectien schemes foK-best SD will

be examined, namely tHeS-Criterion-Basedand theMMSE-Criterion-Basedadius calculation
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Figure 2.15: Complexity versus SNR of the radius-badédbest SD

schemes, while the latter was already discussed in thexdarftdepth-first SD in Section 2.3.1.1.

In Figure 2.15 we characterize these two radius-b#&sbést SDs and the origin&l-best SD of
Secction 2.2.3 [61], where we find that a significantly lowemplexity can be achieved by both of
the radius-basef{-best SDs, compared to the originélbest SD of [61]. Hence, the radius-based
K-best SD no longer exhibits an SNR-independent compledtgharacterized in Figure 2.15,
because a higher complexity reduction can be attained wiseBNR increases. On the other hand,
the complexity of the MMSE-criterion-based radius scherm8extion 2.3.1.1 is evidently lower
than that of the LS-criterion-based radius scheme, dueettatit that the former scheme is expected
to operate using a smaller search radius, which is capaledating the number of nodes at each
level that would be expanded.

2.3.2.3 Complexity-Reduction Parametep for Low SNRs

Although the complexity ofK-best SD can be significantly reduced by introducing a sesach
dius, it still exhibits a relatively high complexity whenglSNR is low, as we can observe from
Figure 2.15. Intuitively, when the noise level is high, ia& low SNRs, investing excessive de-
tection efforts in terms of a large search space becomds.f(this will become more explicit by
considering the ML detector, which has a high computatiaoahplexity and yet, hardly achieves
any performance gain in comparison to the MMSE detectorekample, when the SNR is low.
In order to mitigate the problem, we introduce a complexdgitiction parameter, which allows
us to reduce the complexity of thHé-best SD, when the SNR is low. A similar parametewas
employed in the OHRSA detector of [59] in order to controkibsnplexity, which will be discussed
in Section 2.3.3.

The parametef is used as follows. When the SNR corresponding to the cuyrdetectedith
112 . . .
signal component is lower than namely we havéﬁ;TH < 4, only the tentative constellation point
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yielding the smallest value ¢f; — C;| is considered, rather than testing all the origiKalandidates.
Moreover, due to the employment of the detection orderirtgropation scheme of Section 2.3.1.2,
the SNRs associated with the signal components about totbeted, i.es; 1, S;_», ---,51, will
also be lower thad. Thus, only a single tentative point will be enumerated,cllin fact represents
the final decision for the corresponding signal components.

Consequently, the complexity associated with a low SNRgsicantly reduced at the cost
of a modest BER performance degradation, provided that wesghthe value of appropriately,
as observed in Figure 2.16. Specificallygifs chosen to bd0 for the K-best SD K = 16) in
the scenario of § x 4)-antenna 16QAM SDMA/OFDM system, the corresponding BEReis
almost the same as the ML curve, but the corresponding caiplirve indicates a significantly
lower complexity, which coincides with thi€ = 1 complexity bound for the SNR range spanning
from 0dB to 6dB. In other words, with the aid af, the original computationally demanding low-
SNR range imposes a computational complexity associatdrtiae case oK = 1.

2.3.3 Optimized Hierarchy Reduced Search Algorithm [44] - Ay Advanced Exten-
sion of SD

2.3.3.1 Hierarchical Search Structure

Recently, another advanced tree search detection mettfedred to as the Optimized Hierarchy
Reduced Search Algorithm (OHRSA), was proposed in [44] asx&ention of the conventional
depth-first SD, which is capable of further reducing the cl&t@ complexity. Since its prepro-
cessing stage actually employs exactly the same stratetipe &3SD discussed in Section 2.2.4.2,
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the OHRSA may also be readily applied to rank-deficient MIM@Btems, where the humber of
transmit antennas or users exceeds that of the receivenastedence, the emphasis of this section
will be put on its search philosophy.

In order to enable the OHRSA detector to handle rank-defiseenarios, the Grammiam ma-
trix G of Eq. (2.38) is employed, which can be Cholesky factorizedhtain the upper-triangular
matrix U. Thus, the OF of the OHRSA may be formulated in a similar manoghe conven-
tional SDs by rewriting Eq. (2.24) based on the fact that iagahal elements;; are positive real
values [44]:

u M 2
JB) = Y |uiGGi—e)+ Y w3 -¢)| (2.53)
i=1 j=i+1
ulu 2
= (w4 (2.54)
i=1|j=i
u
i=1
where the Sub-Cost Function (SGF;)$;) can be written as:
u 2
$i(3) = |Yuij(5—¢)| (2.56)
j=i
u 2
= |uii(S5i—é&)+ Y w5 —¢)| (2.57)
j=i+1
= (8 — &) +ail, (2.58)
where
LU
a2 ) (3 — %), (2.59)
j=i+1

which is a complex-valued scalar, which is independent eftthelement; of thea priori candi-
date signal vectos.

Furthermore, according to [44], the so-called Cumulatiub-Eost Function (CSCH)(8;) is
defined recursively as:

JuBdu) = ¢uBu) = luuu(Eu —cu)? (2.60)
u
Ji%) = L ¢il®), (2.61)
u
= Y. 9i3) +oi(3), (2.62)
j=it+1
= Jir1ip1) +¢i(8:), i=1,..,U-1, (2.63)

where§; is defined as the candidate subvector, which is givenspy= [3;, ..., 5y]. According

to Eq. (2.63), a recursive search can be carried out stafiiimy the calculation ofy;(851). At
theith recursive step, a tentative candidétés selected from the set @fl. possible hypothesises
for the transmitted signal, associated with théh user. Then, based on the value of the tentative
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candidate;, J;(8;) is evaluated, which depends only on the tentative valugs where we havg =
i, i+1,.., U. The recursive calculation of the SGRK$) proceeds until reached. The resultant
OF of J(3) is equal to the value of the CSC functig{(s;), namely we have:

J(8) = J1(31), (2.64)

which can be derived from Eqg. (2.55) and Eq. (2.63). Hencecarsive search process may be
formulated on the basis of Eq. (2.63) for testing all legétmtentative signal vectogsand then the
value of its corresponding OF$) is stored. Thernis reset ta, and according to Eq. (2.63) a new
recursive process is commenced from the calculatiof;(¥;;). Finally, after an exhaustive com-
putation of all theM number of values fof(§) corresponding to all possible hypothesised signal
vectorss, the ML solution is guaranteed to be found as the one assdcigith the lowest value
of J(8). The recursive hierarchical search formulated in Eq. (2.83in fact also carried out in
conventional depth-first sphere detection algorithms ofiSe 2.2.2, but with a significantly small
search space (i.e. within the search hyper-sphere) givéimetgearch radius, which is updated once
a hypothesised signal vect®iis obtained. Essentially, the recursive hierarchical dediscussed
so far in this section is the same as the full search techrequaloyed in conventional ML detec-
tors, which exhibits a potentially excessive complexity high-throughput modulation scheme is
employed or a high number of users are supported by the systestead of introducing a search
radius to confine the search area of the SD, the OHRSA invakexra optimisation rules on the
basis of exploiting the properties of the CSEGR;) of Eqg. (2.63). Note that the SGp; given by
Eq. (2.56) is always positive, therefore, the value of the€CE$ (8;) monotonically increases, as
the hierarchical search continues. Specifically, we have:

J(3) = J1(81) > J2(82) > -+ > Jm(Sm) > 0. (2.65)

The hierarchical search structure combined with the ptgmgven by Eq. (2.65) allow the search
process to achieve a significant complexity reduction, Wil be considered in the next sec-
tion in comparison to the complexity-reduction techniqdiesussed for the depth-first SD in Sec-
tion 2.3.1, since the OHRSA detector also falls into thegatyg of the depth-first SDs.

2.3.3.2 Optimization Strategies for the OHRSA Versus Comglxity-Reduction Techniques
for the Depth-First SD

In Section 2.3.3.1 we argued that the conventional depthSiD of Section 2.2.2 and the OHRSA
algorithms share the same recursive hierarchical seargbtiste. Given the aim of decreasing
the number of OF evaluations required for finding the ML dolutthe optimization strategy of
OHRSA will be contrasted to the complexity-reduction tages of SD in our following dis-
course.

2.3.3.2.1 Best-First Detection Strategy

This strategy is identical to the detection order optimi@atechnique discussed in Section 2.3.1.2
for the depth-first SD. Briefly, the best-first detection &gy entails detecting the received signal
in a descending order according to their received signalityusxpressed in terms of the SNR
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encountered, which is proportional to the norm of its cgroesling column vector in the channel
transfer function matrix of Eq. (2.6). The corresponding mathematical proof was igea/in
Section 2.3.1.2, which will not be restated here.

2.3.3.2.2 Sorting Criterion

Recall that in the SSD technique of Section 2.3.1.3 the alsria the resultant tentative candi-
date sef3; delimited by the decoupled search area of Eq. (2.29) forgkeific signal componers
are sorted in an ascending order according to their distiiooethe decoupled search centgrof
Eq. (2.30). The rationale of this was based on the idea tlealttih solution is likely to be located
near the center of the decoupled search area. Thus the Sihésaapable of promptly findng
the ML solution, avoiding a ‘zigzagging’ search from thefaae of the sphere to the ML solution,
which is closest to the centérof the hyper-sphere.

The rationale of the SSD of Section 2.3.1.3.1 can be trangalainto OHRSA, despite the
fact that their mathematical sorting criteria are quitdéedént from each other. To expound a little
further, for OHRSA, there is no need for the concept of a $eeadius and corresponding search
sphere, which is the basic difference between OHRSA anddheentional SD of Section 2.2.2.
However, bearing in mind the definition of the ML solution a@hd specific property of the OHRSA
formulated in Eqg. (2.65), another scheme capable of aciudfie same objective of avoiding futile
search steps may be devised. Specifically, in the contexHR®A, the ML solutions,;, can be
interpreted as the tentative signal vectowhose corresponding OF$) is the smallest one. On
the other hand, the CSCF of Eq. (2.63) is increased cumelgtias the recursive search proceeds
from $;; to $; and hence we arrive at the final value of the {¥F) formulated in Eq. (2.65) which
is repeated here for convenience:

J(3) = J1(81) > J2(82) > -+ > Ju(8u) > 0. (2.66)
Let us now rewrite Eq. (2.63) as follows:
Ji(3:) = Jis1(Biv1) +¢i(8i), i=1,..,. U~ 1. (2.67)

Based on the above two equations, it is intuitive that in pbtdearrive at the lowest possible OF
value (%) after a single cycle of the recursive search loop is comg)etes incremeng;(3;) seen
in Eg. (2.67) should be as small as possible at each recwstye If we denote the set afl,
number of tentative candidate values of the transmittedlasigomponens; at each recursive step
i =U,..,1as{5u}m=1,.m € M, the set of potential candidat€s,, },,—1 . . should be

tested in an ascending order according to their correspgnéilue of;(8;) = ¢i(5m,8i+1), as
formulated in Eq. (2.56). As a conseguence, we have:

¢i(31,8i11) < -+ < PilBm, 8iv1) < -+ < ¢i(Bu, 8iv1), (2.68)
where according to Eq. (2.58) we have:
Gi(Gm, 8iv1) = |uii(Sm — &) +ai*. (2.69)

Therefore, with the aid of this sorting criterion, the moilely for ML solution candidates are
tested earlier.
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2.3.3.2.3 Local Termination-Threshold

In contrast to the sorting technique employed in the conwealt SD algorithms of Sections 2.3.1
and 2.3.2, the computational complexity of the OHRSA cary dwd further reduced if it is com-
bined with other surrogate techniques, since no radiugetémh is used to confine the search area.
As an example, a local Termination Threshold (TT) can b@thtced for controlling the operation
of the OHRSA, for example to curtail operation based on theva@lge computed at the current
level search. Recall that thigobal TT technique of Section 2.3.1.3, instructs the SD to culitsil
search and output the most recently found signal vects the ML solution, when the Euclidean
distance between the newly obtained signal vector and taetseentei is equal to or smaller
than the preset termination threshold. The TT techniqud irsthe OHRSA algorithm is &cal
one, which is invoked to curtail the current recursive seéwop instead of discontinuing the search
all together. Therefore, the local TT employed in the OHRSAeiminiscent of the search bound
formulated in Eq. (2.29) for depth-first SD algorithm, whidnfines the decoupled search area for
a specific signal compone#it

The local TT of the OHRSA may be formulated as:

]min = min{]min/ ](5)}, (270)

which is updated every time when a new OF vaJ(®) is obtained and hence the recursive search
reaches the decision for deciding upon signal compao#iertherefore, with the aid of the sorting
criterion of Eq. (2.68), the search loop is discontinuedtatrecursive search step aiming for de-
ciding upon the signal compone$jt whenever the search satisfig&5,,, $;11) > Jnin- And the
search steps back {@ + 1)th detection step, where another tentative candiglates chosen for
$i11. By constrast, if the most recently obtaingd; (5,,,8;12) < Juin, then the algorithm returns
to theith detection step. In the worst case scenario, when thetagtdoop returns ta = M and

all the potential candidates f&j; have been tested, but the algorithm still fails to find a neavcle
path to reacH; (5., $2), the detector outputs the currently available tentatigealivectors, whose
corresponding OF(8) has the minimum value, as the ML solution.

2.3.3.2.4 Performance Evaluation

In Figure 2.17 both the BER performance achieved and the lexitypimposed by the OHRSA
detector is portrayed in conjunction with different conxitig reduction parameter values As ar-
gued in Section 2.3.2.3, the appropriate SNR-dependeitebbthe complexity reduction param-
eter allows us to avoid the computationally demanding andngdficient detection of the specific
signal components, which have their signal energy wellbéle noise floor [59]. Following from
our previous discussion on the parametemmployed by thek-best SD in Section 2.3.2.3, recall
thatd has a similar role to that of the parametem the context of the OHRSA detector. Suffice
to state here that the introduction of the paramegtezduces the complexity of the OHRSA at low
SNRs as we can see from results of Figure 2.17, which is asthiat/the cost of a slight BER per-
formance degradation. By comparing Figures 2.17 and 2.1fbumd that the BER performance
degradation suffered by the OHRSA detector occurs in an $Be, which is different from that
of the K-best SD detector of Section 2.3.2.3. More specificallyBE®R performance degradation
of the OHRSA detector takes place in the SNR range associdthdhe highest complexity re-
duction, i.e. in the low-SNR range. By constrast, the penfimce degradation of thi€-best SD
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Figure 2.17: BER and complexity of the OHRSA detector: the real lines tbgewith the left
y-axis show the BER trends versus the SNR, while the brokess lWwith the aid of the right y-axis

exhibit the complexity trend versus the SNR.

becomes most pronounced in the moderate SNR range.

2.4 Comparison of the Depth-First,K-Best and OHRSA Detectors

2.4.1 Full-Rank Systems

In this section, we compare the depth-first ddbest SDs of Sections 2.2.2 and 2.2.3 and the
OHRSA detector of Section 2.3.3, which can be regarded asheamaed extension of the depth-
first SD in the specified scenario of full-rank systems. FguR.18(a) and 2.18(b) show both
the BER performance and the computational complexity cdehtree detectors in the scenarios
of (4 x 4) 16QAM and(8 x 8) 4QAM SDMA/OFDM systems, respectively. Both systems had
an effective throughput of - 4 = 16 and8 - 2 = 16 bit/symbol. By choosing an appropriate K
andé value for theK-best SD of Section 2.2.3, it was ensured in Figure 2.18 theas capable of
maintaining a near-ML BER performance, while exhibiting fowest complexity of the three in
both scenarios. When comparing our identical-throughpiibbits/symbol systems, the one which
employs an antenna arrangement{éfx 4)-elements and the 16QAM scheme has a significantly
worse BER performance at a commensurately reduced corplexi

2.4.2 Rank-Deficient Systems

In this section, we compare the three types of SDs in termbesf BER performance and com-
putaional complexity in the context of rank-deficient 4AQARIBA/OFDM systems in conjunction
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Figure 2.18: BER and complexity comparison of depth-first Sbpest SD and OHRSA detec-
tors: the continuous lines scaled on the left y-axis showRB® trends versus the SNR, while
the broken lines scaled on the right y-axis exhibit the caxipy trends versus the SNR. All the

remaining system parameters wrere summarized in Table 2.1

with different antenna arrangements. In Figure 2.19 the B&Res associated with the depth-first
SD, theK-best SD, and the OHRSA detectors are portrayed, demadngtthat all of them achieves
a near ML performance in the different rank-deficient sciesactonsidered. However, unlike the
other two detectors, thE-best SD does not guarantee a ML performance without an ppate
choice ofK. More specifically, settinK = 32, which ensures that thE-best SD does exhibit a
ML BER performance in 48 x 5)-element system, does not necessarily guarantee a ML perfor
mance if the rank-deficient system becomes more asymnietriterms of having an excessive
number of transmitters. For example, for an antenna arraegeof (8 x 4)-elements, we can
see this phenomenon in Figure 2.19. In other words, more gtatipnal efforts are required for
approaching the ML performance as the difference betweemtimber of transmit and receive
antennas increases. This will be become more explicit bgiderning Figure 2.20.

To expound a little further, Figure 2.20 compares the corifylef these three detectors in
both (8 x 4)-element and8 x 7)-element 4QAM systems. We observe that all of these detector
exhibit a significantly lower complexity in the context okthatter system than in the former one,
since in the latter, the number of receive antennas incsemsapproaches that of the transmit
antennas, making the system less rank-deficient. In thegdwd€renarios, we found that the
OHRSA detector has the lowest computational complexityilemine depth-first SD and thi-
best SD typically exhibit a similar complexity, althougtethspecific relationship depends on the
SNR encountered. An interesting observation from Figu® & that instead of decreasing, the
complexity of the OHRSA detector increases as the SNR isesei the high-SNR region, namely
in the SNR range spanning froi to 25dB. The reason behind this phenomenon can be explained
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Figure 2.19: The BER performance comparison of the depth-first SD,KHeest SD and the
OHRSA detectors in rank-deficient systems. All the remgjrsiypstem parameters wrere summa-
rized in Table 2.1

as follows. In the heavily loaded system, the interferenesvben the different antenna elements
becomes much more significant, while in the high-SNR regi@n, the noise variance becomes
low and hence a well-shaped decision lattice is created;iwsiiggests that the OHRSA requires
a sufficiently high complexity budget in order to approacé ML solution. Furthermore, owing
to the specific search strategy of the OHRSA detector of @&i3.3, an erroneous decision is
more likely to be made at the higher level of the search tréerdfore, instead of decreasing, the
complexity of the OHRSA detector increases as the SNR isesein the high-SNR region.

2.5 Chapter Conclusions

In this chapter, one of the most promising low-complexitamBIL detector, i.e. the SD, has been
investigated. Specifically, the derivation of the SD’s akijee function from the conventional ML
metric was performed in Section 2.2.1, followed by a dissewn the SD’s tree search process in
Sections 2.2.2 and 2.2.3. More particularly, depending bather the tree search was carried out
in both the downward and upward directions of Figure 2.4 telgon the downward direction of
Figure 2.5, SDs were classified into two categories, nantedyfamily of depth-first and breadth-
first SDs. The search space of the former, which is a hypegrsphitially confined by the ISK

of Figure 2.3, rapidly shrinks upon regularly updating tearsh radius, as soon as the depth-first
tree search reaches a leaf node. In contrast to the forngebréadth-first SD or the so-calléd
best SD confined the search space by introducing a paraieighich indicates the number of best
candiates retained for each search tree level, rather thploging a search radiuS. Hence, it was
found in Figures 2.6 and 2.9 of Section 2.2.5 that the conitglérposed by the depth-first SD may
vary depending on the received SNR and on the choice of thedSf#hereas th&-best SD may
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Figure 2.20: The complexity comparison of the depth-first Sbbest SD and the OHRSA de-
tectors in rank-deficient systems: the complexity curvaezsponding to th&k-best SD in the

scenario of(8 x 4) antenna arrangement is obtained by setfing= 32, whereas under the an-
tenna arrangement ¢8 x 7)-element, we sek = 18, sincekK is expected to have a larger value,
as the rank-deficient system becomes more asymmetricafrirstef having an excessive num-
ber of transmitters, in order to maintain a near ML BER parfance. All the remaining system

parameters wrere summarized in Table 2.1

exhibit a constant complexity, regardless of the receid® SAs to the achievable performance,
both types of SDs are capable of attaining the exact ML perdoice, provided that the ISR of
Figure 2.3 derived for the depth-first SD or the param&tésr the breadth-first SD is chosen to be
sufficiently high. Additionally, due to the SNR-indepentienmputational complexity, thE-best
SD is more suitable for real-time applications and it may émdily implemented in a pipelined
fashion.

In the scenario of rank-deficient MIMO systems, where the lmemof the transmit antennad
is higher than that of the receive antenMsthe Grammian matriG of Eq. (2.21) hagM — N)
zero diagonal-elements. Hence, Cholesky factorisatio& @annot be directly applied, thus the
conventional SD has to be modified in order to apply it in rdekcient situations, which results
in the so-called GSD of Section 2.2.4. Two SD methods hava leduced in Section 2.2.4 for
handling the challenging rank-deficient scenarios. Egdntthe first scheme of Section 2.2.4.1
may be regarded as the combination of the standard SD forrgté\fitransmitted symbols and
ML detection for the remainingM — N) symbols, since only the diagonal elements of the last
(M — N) rows of the Grammian matri& are zero. The other technique of Section 2.2.4.2 deal-
ing with the problem of havingM — N) zero diagonal elements in the matixis to generate
a modified Grammian matri&, which become$ + aI, where a judicious choice of the param-
etera is required in order to achieve a sufficiently low computadlocomplexity. As detailed in
Section 2.2.4.2, the parameteis chosen to be the noise variarkze,. Thus, the GSD commences
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its search for the ML solution within a search space centarednd the MMSE solution, rather
than the LS solution of the conventional SD.

The OHRSA detector, which was developed as an extensioneofGtBD detector of Sec-
tion 2.2.4 was introduced in Section 2.3.3. It was studieddmparison to the most influential
complexity reduction schemes invoked for the SDs, whichewdstailed in Sections 2.3.1 and
2.3.2. More specifically, the OHRSA invokes exactly the sgqreprocessing operations as the
GSD, which were shown in to be capable of dealing with rarficmt scenario in Section 2.2.4.2,
where the number of transmit antennas is higher than théteafdceive antennas. Furthermore, a
comprehensive discussion on the search techniques uséx IYHRSA algorithm was provided
in Section 2.3.3 in comparison to the classic SDs. Essantigith the OHRSA and the SD rely on
a hierarchical search structure, and they both rely onickdn¥IL metric equations. On the other
hand, although the search strategy of OHRSA is quite difteirom that of the conventional SD,
their basic philosophy may be deemed as bing reminiscerdaaf ether.

Simulation results have been provided in Section 2.4 tositiyate the achievable performance
versus the complexity imposed by the OHRSA detector in coisga to those of several reduced-
complexity SDs. It was shown in Figure 2.19 that all these-tmmplexity near-ML detectors are
capable of approaching the ML performance. As to the coniplethe OHRSA detector does
not always exhibit a lower complexity than its classic ceuparts. For example, observed in
Figure 2.20 that in a rank-deficient system usitrQAM the OHRSA detector may indeed impose
a significantly lower complexity compared to the converaidBDs. However, it was demonstrated
in Figure 2.18 that when 16-QAM or even higher throughput atation schemes are employed,
or when the number of the transmit antennas is not higher ttigtnof the receive antennas, the
complexity of the OHRSA detector may in fact becomes highantthat of its conventional SD
counterparts. On the other hand, recall from Figure 2.18tlK-best SD, which is assisted by
the complexity-reduction techniques of Section 2.3.2jldida modest complexity in comparison
to the depth-first SD.



Chapte

Reduced-Complexity Iterative Sphere
Detection for Channel Coded
MIMO-OFDM Systems

3.1 Introduction

The radio spectrum is a scarce resource. Therefore, oneeohtist important objectives in the
design of future communications systems is the efficientaitgtion of the available spectrum,
in order to accommodate the ever-increasing traffic demaady effort to achieve bandwidth-
efficient transmissions over hostile wireless channelc&jly requires advanced channel coding.
Powerful turbo codes were introduced by Berrou in [100, Iifithe context of iteratively decod-
ing two parallel concatenated convolutional codes. Hiskwuas later been extended to serially
concatenated codes [102] and then found its way graduatbyiterative detector designs, such as
for example iterative multi-user detectors [103]. Desfiir modest complexity, iterative detec-
tion and decoding mechanisms are capable of approachir@gtiaeity limits for transmission over
wireless MIMO channels.

3.1.1 Iterative Detection and Decoding Fundamentals

3.1.1.1 System Model

Before introducing the channel coding blocks in our MIMOtsys model, let us briefly review the
mathematical model of a SDMA system supportidigusers and havingy receive antennas at the
BS, which is formulated as:

y = Hs +n, 3.1

wherey, H, s, n are the(N x 1)-element received signal column vector, % x U)-element
FDCTF matrix, the(U x 1)-element transmitted signal column vector, and ({hex 1)-element
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Figure 3.1: Schematic diagram of iterative detection and decoding

AWGN column vector, respectively. Each elemaptof the transmitted signal vectarcan be
further represented ag = map(x*), u = 1,2,...,,U, wheremap(-) represents a specific bit-
to-symbol mapping scheme and*~ is a(log, M. x 1) block of raw bits. In other words, each
element of the transmitted signal vectoii.e. a constellation symbol, contails, M. number of
information bits.

When no channel encoder is employed at the transmitter,stiraaes of the transmitted sig-
nal s can be obtained by the low-complexity near-ML detectors b&er 2. Note that all the
low-complexity near-ML SDs we encountered so far in Chaptare HIHO detectors.

Thanks to the employment of channel coding, the SNR reqtinedchieving a desirable BER
may be further reduced. Hence in Figure 3.1 a MIMO system eyiqd a channel encoder and
an iterative receiver is portrayed. The interleaver anditddieaver pair seen at the receiver side
of Figure 3.1 divides the receiver into two parts, namelg ittmer MAP detector and the outer
decoder. Note that in Figure 3.1, the subscript ‘1’ denottables associated with the inner de-
tector, while the subscript ‘2’ represents variables adssed with the outer channel decoder. It
was detailed throughout [104] and [105] that the iteratixehange of extrinsic information be-
tween these serially concatenated receiver blocks raaudtghstantial performance improvements.
In this treatise we assume familiarity with the classic tudetection principles [104]. Natually,
the inner MIMO detector has to be capable of processing tfibganformation provided by the
soft-output channel decoder. On the other hand, the ousemeh decoder also has to be capable of
processing the soft reliability information provided bytboft-output inner MIMO detector. The
resultant soft bit information is iteratively exchangedvieen the inner MIMO detector and the
outer channel decoder.
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3.1.1.2 MAP Bit Detection

In contrast to the conventional HIHO detector, which ouspidrd symbol decisions, and hence
results in hard bit decisions also at the output of the dedataly the inner MIMO detector of
Figure 3.1 has to be capable of providing soft bit reliapilitformation for further processing by
the outer channel decoder. The advantage of providing $ofbformation is that the channel
decoder benefits from exploiting the reliability infornati provided by the detector and returns
to the detector its improved-confidence soft-informatiothie interest of iteratively improving the
resultantA Posteriori Probability (APP). Hence, the probability of bit errors isnimized. This
SISO scheme may be referred to as a MAP detector. Conveltyidha APP is quantified in terms
of the Log-Likelihood Ratio (LLR) as [104]:

Plxg = +1Jy]
LD(xk|y) =In m,
wherey is the received symbol vector, ang k = 0,1, ..., U -log, M. — 1is thekth element of the
corresponding transmitted bit vector Since the bits in the vector have been channel encoded
and scrambled by the interleaver, we may assume that thefbitse vectorx are statistically
independent of each other. With the aid of Bayes’ theorem|itRs of Eq.(3.2) can be rewritten
as [51] [106]:

(3.2)

L pYln = )Pl = +1)/p(y)

Lolxly) = I e = 1Pl = =1/ 9 33)
_ Plu=+1 (gl = +1)
= N T e = ) 54

ZXGX)( +1 p(Y|X) exp ZJGHk,x LA(x])

= L X +1 7
Al H I I e Ty, La(x)

(3.5)

Li(xly)

where X ;1 represents the set &é number of legitimate transmitted bit vectatsassociated
with x, = +1, and similarly,X; _; is defined as the set correspondingrfo= —1. Specifically,
we have:

Xi 41 = {x[xx = +1}, X1 = {x|xx = —1}. (3.6)

Note here that the value af, = —1 represents a logical value 6f while x, = 1 represents a
logical value ofl. Furthermorg]  is the set of indiceg, which is defined as:

x = {]’] :011/'-'/u'10g2 MC_]-/j #k} (3.7)
Thea priori LLR value L 4 defined for theth bit is given by [104]:

P[x] = —|—1]

SrE—k (3.8)

LA(Xj) =In

According to [51], following a number of manipulations, theposterioriLLR value can be ex-
pressed with the aid of theepriori LLRs as:

EXGX)(,_H P(y,x) ’ exp( X

LD(xk|y) =1La (xk) +1In (39)

Lg(xly)



3.1.2. Chapter Contributions and Outline 55

where the subscrigk| denotes the exclusion of tiéh element of a vector. Hencey, represents a
specific sub-vector of the bit vectgrobtained by omitting théth component and retaining the rest
of them. Similarly,L 4 ;) represents the specific sub-vector of éheriori LLR vectorL4 obtained
by excluding theth element, wherd. 4 is the vector containing the priori LLR value of all the
bits inx.

Observe from Eq.(3.9) that treeposterioriLLR is equal to the sum of tha priori LLR and
the so-calledxtrinsicLLR, which is the second component in the equation. Notedhhbugh the
above derivation of the soft reliability information is idafor the bit vectorx; which is associated
with the inner MIMO detector, the subscript ‘1’ is omittednee Eq.(3.9) also holds for the bit
vectorx, associated with the outer channel code. Assuming that an W\&@nnel is encountered,
the conditional probability of receiving the MIMO outpugsialy, provided thak was transmitted
, namelyp(y|x), can be computed as:

exp[—5z - [[y — Hs|[?]
plyls = map(x) = ——— (3.10)

where the denominator is a constant when the noise variamtds constant, hence it can be
omitted in the calculation of the LLR values. In order to reeluthe computational complexity
imposed, thelacobian logarithm[104] may be employed to approximate teetrinsic LLRs as
follows:

jacln(ay,az) = In(e™ + ™), (3.11)
= max(ay,ap) +In(1 + e~ 112y, (3.12)

where the second term may be omitted in order to further xppade the original log value,
sinceln(1 + e*‘“l*“z‘) can be regarded as a refinement of the coarse approximatieided by the
maximum. Consequently, when using the above-mentionaesbilat approximation, the extrinsic
LLR, i.e. the second term of Eq.(3.9) can be rewritten as:

1 1 > T
Le(xkly) = Ex&iﬁl{_%”y — Hs| + Xy Lam}
1

1 2 T
) ngkfl{—% |ly — Hs|[" + x4y - La gt (3.13)
which represents the information exchanged between tlee MMO detector and the outer chan-
nel decoder, as seen in Figure 3.1.

3.1.2 Chapter Contributions and Outline

Even with the aid of the Jacobian approximation of Eq. (3.12& calculation of theextrinsic

LLR value using Eqg. (3.13) may still impose an excessive aatatponal complexity, depending
on the number of userd and on the constellation sizZd, of the modulation scheme employed,
since a brute-force full-search has to be carried out by tAd>Metector in order to find the joint
maximimum of the two terms of Eq. (3.13). From our discoursetlte SD scheme provided
in Section 2.2 as well as in the light of the corresponding @lexity reduction techniques of
Section 2.3, we may argue that the HIHO SD constitutes a ctatipoally efficient solution to
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the ML detection problem in uncoded MIMO systems. For theesakapproaching the channel
capacity at a low complexity, the SISO SD algorithm was deatt by Hochwald and ten Brink
in [51], where a list of the best hypothesized transmitted/kdIsymbol candidates was generated,
which was representative of the entire lattice in computiregsoft bit information, resulting in the
concept of the LSD of Section 3.2.1. However, in order to eshia good performance, when the
LSD is employed in an iterative detection aided channel daestem, the list size has to remain
sufficiently large, resulting in a potentially excessivangexity. Hence, for the sake of further
reducing the complexity imposed by the LSD of Section 3.@:& proposed various solutions to
the problem of how to maintain a near-MAP performance withatd of a small candidate list size.
More specifically, the novel contributions of this chapter as follows:

e Ourdiscovery is that in contrast to the conventional SDs filausible to set the search center
of the SD to a point which is typically closer to the real MLud@n than the conventional
LS or MMSE solution. Commencing the search from a more atewwearch center may be
considered as a process of search-complexity reduction.

e A generic center-shifting SD scheme is proposed for chatoagd iterative receivers based
on the above-mentioned perception, which substantialiuces the detection complexity
by decomposing it into two stages, namely the iterativeckeaenter-update phase and the
reduced-complexity search around it. Three search-campeiate algorithms are devised in
order to iteratively shift the search center to a point closethe true ML point with the aid
of the soft-bit-information delivered by the outer chantetoder.

e We propose a novel complexity-reduction scheme, refeor@d the Apriori-LLR-Threshold
(ALT) based technique for the LSD, which is also based onxpitation of the soft-bit-
information, namely, the a priori LLRs provided by the outkannel decoder in the context
of iterative detection aided channel coded systems.

e We significantly improve the performance of the conventitwa-stage SD-aided turbo
receiver by intrinsically amalgamating our proposed cesslaifting-assisted SD with the
decoder of a Unity-Rate-Code (URC) having an Infinite ImguResponse (IIR), both of
which are embedded in a channel-coded SDMA/OFDM transgdieace creating a pow-
erful three-stage serially concatenated scheme. Moredwethe sake of achieving a near-
capacity performance, Irregular Convolutional Codes @€) are used as the outer code for
the proposed iterative center-shifting SD aided thregestsystem.

e The convergence characteristics of the proposed schemegiaralized and analyzed with
the aid of EXIT charts. Furthermore, performance versusewity comparsions are car-
ried out amongst the above-mentioned novel schemes.

The remainder of this chapter is organized as follows. Timgldmentals of the conventional
LSD are briefly reviewed in Section 3.2.1, followed by a disian on the center-shifting the-
ory in the context of the SD in Section 3.2.2, which partiiacthe SD into two parts, i.e. the
search-center-update phase and the search around it. fhihem search-center-update algorithms
are contrived in Section 3.2.3 in order to iteratively ujddite search center to a point, which is
expected to be increasingly closer to the true ML MIMO synymiht. This search-center-update
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is achieved by exploiting the soft-bit-information deligd of the outer channel decoder in the it-
erative receiver. The ALT based SD scheme is devised in@e8tB in the interest of achieving
a complexity reduction, which also relies on the exploitatof the soft-bit-information gleaned
from the outer channel decoder, but in a different mannepbmparison to the center-shifting SD
scheme of Section 3.2. In Section 3.4 we demonstrate thateifaive decoding convergence of
the conventional two-stage system may be improved by aorisig a three-stage system with the
aid of the URC encoder/decoder pair of Figure 3.37. FurtbeenirCCs are employed as the outer
code for the proposed iterative center-shifting SD aidegtstage system for the sake of achieving
a near-capacity performance. Finally, we summarize thénfiysdof this chapter and provide our
concluding remarks in Section 3.5.

3.2 Channel Coded lterative Center-Shifting SD

3.2.1 Generation of the Candidate List

3.2.1.1 List Generation and Extrinsic LLR Calculation

The inner MIMO detector seen in Figure 3.1 is chosen to be drtheoSDs detailed in Chap-
ter 2, in order to approach the MAP performance, while awgjda potentially excessive com-
putational complexity, which is likely to be encounteredthg employment of the conventional
MAP detector. However, when calculating the soft inforroatgenerated by the HIHO SD of
Section 2.2, finding the ML solution dfv, = arg mingyu ||y — Hs||* does not necessarily
solve the problem of maximizing the two terms in Eq.(3.13¢duse here the search g, =
arg ming.yu ||y — Hs| % in each term is carried out in the bit-domain having= 1 or x; = —1,
rather than in the original MIMO-symbol domain in the scemaf HIHO SD. Therefore, con-
ventional SDs cannot be directly employed in the iteratiggedtion scheme shown in Figure 3.1,
because the ML solutiosy,; provides us with a single hard-decision based MIMO symbhlesa
rather than the required bit-based soft information. Faately, based on the idea that although
the MIMO bit vector for maximizing the two terms in Eq.(3.18)not necessarily the ML MIMO-
symbol solutions,,; , the bit-vector is typically located near the ML MIMO-synitsmlution sy .
Hence, finding the MIMO bit-vector which maximizes the twone of Eq.(3.13) does not require
the full search of the entire lattice. Similarly to the conttenal SD, the search can be carried
out in a significantly smaller hyper-sphere containing thie $dlution s, , but instead of simply
finding the ML solution, the SD has to output a listwhich contains the ML solution as well as its
neighbours, which might constitute the MIMO bit-vector rimaizing the two terms of Eq.(3.13)
with a high probability. Finally, by doing the substractibatween the two obtained values of the
OFs corresponding to the two terms of Eq.(3.13), we can gabttiinsicLLR required.

Based on the above discussions, simple modifications of dheeational depth-first SD of
Section 2.2.2 may be carried out by appropriately modify(ig the search radius update strategy;
(2) modifying output stack for storing the aforementionisti£. As to the search radius, it has to be
constant all the time during the search regardless whethewasignal point was found. However,
this does not mean that there is no need for calculating tiotidean distance between the newly
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obtained signal point and the received signal point, bexalsir distance is used as the metric
controlling the update of the output stack. Again, the ouggack was introduced for storing the
aforementioned list. Let us assume that the size ffis preset to béV,,,,;. When a new signal
point is found inside the sphere, two possible actions maaken: 1). the newly obtained signal
point is added directly to the output sta€k provided that it is not full; 2). if the stack is already
full, the new signal point is compared to the element havirglargest distance from the received
signal point, and replaces it if the new signal point has allemdistance. Consequently, the
resultant listC contains the ML solution as well d3V,,,,; — 1) number of candidates which are
close to the former. According to [107], during the generatbf the candidate lis€, the search
radius can only be reduced to the value of the maximum distametric found in the lis, if the
output stack is full. Based on this intuition, if there arermsignal vectors having, = 1, the
resultant soft reliability information indicates with aghi probability that thekth bit is a logical
one. On the other hand, if there are more signal vectors ayia= —1, a reasonable decision can
be made implying that thith bit is a logical zero. Hence, we can finally rewrite Eq.83.for the
list sphere detector as:

1 1 2, JT
Le(xly) ~ 5 max {=Cally = Hsl" +xjq - Lagg}
1 1 2, T
~ g max {glly —Hs|P by Ly} (314

The above approximation becomes an equality, when the pstpck £ contains the entire lattice,
i.e. we haveV,,,;, = MY. However, as mentioned before, the maximizer of both twmseof
Eq.(3.14) is located near the ML solution, hence the sizé®fist £ required to achieve a desired
performance is typically far smaller thavi!’.

As to the application of th&-Best SD of Section 2.2.3 in our channel coded system, the lis
generation is more straightforward than for its depth-fiatinterpart discussed previously in this
section. Specifically, instead of generating a single sigaetor after the breadth-first tree search,
which is expected to be the near-ML solution, tkieBest SD retainsV,,,,; number of the best
tree leaf candidates having the lowest accumulated Ewclidiistances from the received signal
pointy. Eventually, after backtracking from these tree leayés,,; number of signal vectors can
be generated, constituting the 18t

3.2.1.2 Computational Complexity of List SDs

Let us now quantify the computational complexity of both #wdt-output LSD and the exact
MAP detectors in terms of the number of OF evaluations, whkimtiesponds to the two terms in
Eq.(3.14). As mentioned previously, the approximation @n(&14) becomes an equality, whén
represents the entire search space, constituted/hy,; = MY = 2Y'BPS number of OF evalua-
tions, whereBPS is the number of bits per symbol. Therefore, the complexitthe exact MAP
detector can be calculated as the total number of OF evakutiven by:

Caap = U - BPS - 2(U'BPS), (3.15)

Clearly, the complexity grows exponentially with the protlof the number of userdl and the
number of bits per symb@PS. Let us consider aB-user 4QAM SDMA system as an example.
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It corresponds to a complexity éfy4ap = 1,048,576 OF evaluations, which is excessive. If a
16QAM scheme is employed, the complexity is increasetldd44 - 10'! OF evaluations, which
is implementationally infeasible.

As to the computational complexity imposed by the LSD of ®ecB.2.1.1, it may be signifi-
cantly reduced by generating a list of candidates havinggtleof \/,,,,;, where we havet-BPS >
Nena > 1, since the corresponding complexity can be expressed as:

Crmap = U - BPS - Nogna- (3.16)

Consequently, the complexity has become linearly propoali to the length of the lis€. In the
following sections, we can observe that the valudf,; can be set to a small fraction 2f 8PS,
especially when a high-throughput modulation scheme, &AM, is employed and/or a high
number of users are supported by the system.

3.2.1.3 Simulation Results and 2D-EXIT Chart Analysis

Our forthcoming EXIT chart analysis and Monte Carlo simiolas, if not stated otherwise, will
be carried out in the scenario 8 x 4)-element rank-deficient 4QAM SDMA/OFDM systems,
under the simplifying assumptions that perfect channéinegion is available at the BS and that
the channel is time-invariant. Note that the power delayilerof the 3-path frequency-selective
channel considered is given (1) = Yi_, P(1)d(t — kt), wheret is the delay spread and
we haveP(t;) = [0.5 0.3 0.2] for k = 0, 1, 2. We employ a constraint-lengtk, = 3, half-
rate Recursive Systematic Convolutional (RSC) code RI¢3Phaving the octally represented
generator polynomials of (6/13). The length of the interégdbetween the channel encoder and the
modulator/mapper i$0, 240 bits. It is reasonable to set the length of the list to be timeesas the
parameteK of the K-best SD, which represents the maximum number of canditiatas retained
at each search tree level. Our system parameters are surathariTable 3.1.

Figure 3.2 depicts the EXIT functions of both tkeBest LSD and of the outer convolutional
decoder. Observe in Figure 3.2 that the EXIT curve corregipgnto the SD, which we refer to
as the inner decoder, intersects that of the outer decoderebeeaching the convergence point
of [I4(MUD) = 1,Ig(MUD) = 1]. Therefore, regardless of the number of iterations invoked
and the length of the interleaver, residual errors may gegdi this specific SNR 8dB. More
importantly, as seen in Figure 3.2, the shape of the EXITeofthe inner decoder depends signif-
icantly on the size of the lis\/,,,,; employed, which is equal t& in all forthcoming simulations.
Specifically, having a longer list leads to a steeper and énemare beneficial slop of the EXIT
curve. In other words, the EXIT curves of the inner decoderthe outer decoder will intersect at
a higher[I4, Ir] value, when the list is extended. The phenomenon that ther oecoder’s EXIT
curve may even decay as thepriori information fed back by the outer decoder increases can be
explained by the fact that the inner and outer decoders egehflawed information owing to a
shortage of candidate solutions, more particularly owmthe absence of the ML solution in the
candidate list, which is not long enough. Consequently,nlaimum achievable iteration gain
may be significantly reduced, when employing a very small ikhought as expected the overall
computational complexity imposed by the soft-bit-infotioa calculation is substantially reduced.
Furthermore, we can infer from Figure 3.2, that the BER pearfnces corresponding to different
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System Parameters Choice
System SDMA/OFDM
Number of Sub-Carriers 128
Uplink/Downlink Uplink
Modulation 4QAM
Number of Users/Transmit Antenna 8
Number of Receive Antennas 4
Transmit Antennas per User 1
Block Length 10240 bits
CIR Model P(t) =[05030.2],fork =0, 1, 2
CIR Tap Fading OFDM symbol invariant
Channel Estimation Ideal
Detector/MAP K-Best List-SD
List Length N, 4 =K
RSC(2,1,3)
Channel Encoder Generator Polynomials (6/13)
Code Termination (Off)
Iterations terminate as soon s
No. of Iterations (Variable) the resultant trajectory ling
reaches the convergence point

Table 3.1: Summary of system parameters for #dest SD aided coded SDMA/OFDM system

list sizes do not dramatically differ from each other at loWR%, when the open tunnel between
the EXIT curves of the inner and outer decoders closes aflgwic] values. This is because all
inner EXIT curves corresponding to different list sizesénaimilar [I4, I¢] starting points for a
given SNR. On the other hand, a higher iteration gain can levath by a longer list at high SNRs.
These inferences can be verified by the BER results depictEgyjure 3.3.

Figure 3.3 compares the achievable BER performances éfhest LSD aided iterative detec-
tor having different list sizes in the scenario of t8ex 4) rank-deficient SDMA/OFDM system.
It can be seen that compared to the uncoded system a signifeenrmance gain is achieved by
employing the channel encoder/decoder. Moreover, thanalile performance can be further im-
proved by invoking the iterative detection scheme of Figdifewhich exchanges soft information
between the inner decoder, i.e. the soft-ouftiest SD and the convolutional decoder. The differ-
ence between the attainable iteration gains exhibited éyrifier decoder using different list sizes
remains insignificant until the SNR increases to atbol8, which is also the convergence threshold
of the inner decoder having the list lengthKof= 128. The convergence threshold associated with
the list length ofK = 32, on the other hand, is abordB. In other words, useful iteration gain can
only be observed for relatively high SNRs, provided thatfigantly high list length is employed.
Hence, the BER performance suffers from having an insuffigidong list size. On the other hand,
the computational complexity imposed and the memory requiry the LSD may be substantially
reduced with the aid of iterative detection, as quantifiedahble 3.2.

More explicitly, Table 3.2 shows the trade-off between thiRSequired and the computational
complexity imposed by th&-best LSD/MAP detector at the target BER kif °. Note that we
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(SNR=8dB) EXIT Chart of KSD with Different K (K=List Length).
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Figure 3.2: 2D-EXIT chart of theK-Best SD using different list lengths in the scenario of &x
4)-antenna 4QAM SDMA/OFDM System at SNR=8 dB. All other systgamameters are listed in
Table 3.1.

quantify the computational complexity of the list genavatin the K-best LSD in terms of the
total number of PED evaluations according to Eq.(2.31) intiSe 2.2.2, whereas we calculate
the complexity of the soft information generation at thepomitof the K-best LSD/MAP detector
using Eq.(3.16) in terms of the total number of OF evaluaiocorresponding to the two terms of
Eq. (3.14).

Therefore, we can observe from both Figure 3.3 and Tablehat2n order to achieve a near-
MAP BER performance, we have to set bdthand the list sizeV,,,; to at leastl024. In other
words, for a given target BER df0—>, to achieve a performance gain of 3 dB over the system
where both K andV,,,,; are set td2 in the scenario of a8 x 4)-element over-loaded 4-QAM
SDM/OFDM system, substantial computational and memorgstments have to be made, which
requires nearlyl9 times more PED evaluations per channel use for the candidageneration,
32 times more OF evaluations per channel use for the LLR calonland32 times more memory
requirements per channel use. Although the computatiom@ptexity imposed is only a small
fraction of that required by the EXACT MAP detector (whiclyuires, for example, more thag®
OF evaluations for the LLR calculation in this particulaesario), it is still substantially higher
than desirable, especially in heavily rank-deficient syste

3.2.2 Center-Shifting Theory for SDs

Recall from Sections 2.2 the philosophy of various typesbfisthat of finding the ML solution,
which minimizes the ML error term of Eq.(2.16), which is thieansformed into the problem of
finding the specific MIMO symbol, which minimizes the firstrteof Eq.(2.17) or the first term of
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Figure 3.3: The achievable BER performance of the conventidgi@est SD aided iterative de-

tection in the scenario df8 x 4)-antenna 4QAM SDMA/OFDM system with differekt In all
cases, the maximum iteration gain has been achieved.

Eq.(2.37). More explicitly, according to Eq.(2.19) we have

SmL = arg érél&rb(é —)HHTH(3 — o),
c

(3.17)

where¢ = (H"H) 'H"y is the unconstrained ML estimategfi.e. the LS solution. In addition,
according to Eq.(2.40) we arrive at:

SmL = arg vaiArb(é — &) (H"H +2021) (8 — @),
e Mt

(3.18)

where2c? represents the nosie variance and hehee (HH + 2021)H!y corresponds to the
MMSE solution.

(8 x 4) 4-QAM SDMA/OFDM Rank-Deficient System

BER | List (=K) | Memory | SNR(dB) | SD Compl. | MAP Compl.
32 256 14 724 1024 (2 iter.)

10~ 64 512 13.2 1364 2048 (2 iter.)
128 1024 11.2 2388 4096 (2 iter.)
1024 8196 10.5 13652 32768 (2 iter.)

Table 3.2: Simulation results of the conventiong&iBest LSD aided iterative detection in the sce-
nario of (8 x 4)-element 4-QAM rank-deficient SDMA/OFDM system as depidteBigure 3.1:
Note that the computational complexity of the list genematby the LSD is calculated in terms
of the total number of PED evaluations, while that of the saftbrmation generation by the List

SD/MAP detector is computed using Eq.(3.16) in terms of titalthumber of OF evaluations
corresponding to the two terms in Eq.(3.14).
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S
Center Search withir
Calculation Independent the Sphere

Figure 3.4: Independent SD blocks: the search center calculation ansiarch.

Therefore, when using SD, the ML solution can be found bytorgea reduced-size search-
hyper-sphere centered around the LS solution or the MMSHisaland then reducing the search
radius when possible. During our investigations of SD, wggested the plausible idea of setting
the search center to a MIMO signal constellation point, Whgtypically closer to the real ML
solution than the conventional LS or MMSE solution. To somieet, extending the search from a
more accurate search center can be considered as a prosessabf-complexity reduction. In fact,
the computational complexity reduction achieved by the MBvi#ased center over the LS-aided
one was quantified in Figure 2.15 in Section 2.3.2. Hencs,ptdusible that the closer the search
center is located to the real ML solution, the lower the comaponal complexity, which has been
verified by all of our simulations in the context of the SD aldexcoded SDMA/OFDM systems
considered.

Consequently, the SD can be split into two independent foimat blocks, namely, the center
calculation or center update block and the SD’s hyper-spkearch block, as shown in Figure 3.4.
Hence, the search can be carried out independently of threhseanter calculation. Thus, the
search center can be obtained by arbitrary detection scharotonly by the conventional LS or
MMSE detection scheme. This observation turns the SD int@l-thexiblility detector, which
can be readily combined with other well-established lineanon-linear detectors. As a result,
the total computational complexity imposed by the SD is titrted by that of the detector which
provides the search center for consecutive search operafigigure 3.4. In other words, the
affordable computational complexity can be flexibly spétieen the center calculation phase and
the search phase of Figure 3.4. The simple schematic ofé&Rydris further detailed in Figure 3.5,
where the triangularization of the channel mal»xand the PED calculation previously detailed in
Section 2.2 is portrayed more explicitly. It is also plalsithat an improved performance versus
complexity trade-off emerges as the search-center célounles regularly updated, before further
triangularization and PED calculation is carried out asmsed-igure 3.5.

3.2.3 Center-Shifting K-Best SD Aided Iterative Receiver Architetures

The novel idea of center-shifting, which was proposed incthrtext of an uncoded system in Sec-
tion 3.2.2 has the benefit of less memory requirements inthimgéheK-Best SD, sinc& can be set

a small value. However, the overall computational compyendéduction may still remain modest if
the iterative scheme shown in Figure 3.5 is employed, siricaction of the original computational
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Figure 3.5: The structure of the iterativ€-Best SD using center-shifting scheme: The search
center of the SD can be set to a more accurate center thanitieabL,S or MMSE solution

to allow using smallK for the sake of reducing the computational complexity resiby each
iteration, while maintaining the performance. A benefittiktis that the memory requirements
can be largely reduced, although the overall computatiooralplexity remains almost the same as

proved by our simulations.

Center
Calculatio

Channel

K-Best SD———»
Decoder

Figure 3.6: Center-shifting-aide®&-Best SD in coded system

complexity imposed by the search process is in fact traresfeto the center calculation phase.
Hence, the overal computational complexity may remainlaind that of the non-iterative SD.

On the other hand, the center-shifting scheme applied &KtBest SD is expected to become
significantly more powerful if it is employed in the scenanithe iterative detection aided channel
coded system of Figure 3.6, since the process of obtainingra actcurate search center is further
aided by the channel decoder, which substantially coriggtowards the total error-correction ca-
pability of the iterative receiver. Beneficially, no addital computational complexity is imposed
by calculating the search center based on the output of gweneth decoder. Note that although the
SD process is repeated according to the number of iteratibasoverall computational complex-
ity imposed by the iterative receiver may be substantiaijuced while maintaining a high BER
performance, sinc& and N_,,; can be set to substantially lower values when combined uith t
center-shifting scheme than that required without it.

In our forthcoming discourse on the center-shiftikgBest SD aided iterative reciever, first
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(4 x 4) 16-QAM SDMA/OFDM Full-Rank System

SNR(dB) | K | No. of Iteration BER Complexity
16 None 1.481 x 1075 2048
8 1 0.0188 2048
20 4 2 0.0069 8192
2 4 0.0063 16384
1 16 0.0001 1230

Table 3.3: Performance versus complexity characterization of setktiveK-Best SD in full-rank
16QAM systems

(8 x 4) 4-QAM SDMA/OFDM Rank-Deficient System

SNR(dB) | K | No. of Iteration BER Complexity
1 (upper) 0.15078 2048

16 8 4 (upper) 0.0188 2048
4(upper), 3(both)| 0.0069 8192
8 6(upper) 0.0063 16384

Table 3.4: Performance versus complexity characterization of itezak-Best SD in rank-

deficient systems

of all, we prospose three different receiver architectiee®ploying different center-calculation
schemes. Then we will opt for using the best of the three c@ateulation schemes in a Unity-
Rate-Code (URC) assisted three-stage iterative receiggdtion 3.4. More explicitly, the schematic
of Figure 3.1 is extended in Figure 3.37 of Section 3.4 withRQUecoder. Accordingly, the re-
ceiver incorperates the URC's decoder, as seen in Figuie B3ring our EXIT-chart-assisted
receiver design, our aim is to construct a low-complexity nar-MAP detector, which is capa-

ble of supporting high-throughput modulation schemes opedating in heavily rank-deficient
systems.

3.2.3.1 Direct-Hard-Decision-Center-Update-Based Tw&tage Iterative Architecture

3.2.3.1.1 Receiver Architecture and EXIT-Chart-Aided Andysis

Our first proposed center-calculation scheme is the Didgetd-Decsion-Center-Shifting (DHDC)
scheme portrayed in Figure 3.7, which calculates the seamter for the forthcoming detection it-
eration by imposing hard decisions on the interleav@osterioriLLRs at the output of the channel
decoder. Then it remodulates the resultant bit streamd tifeaSDMA users, in order to generate
the mapped symbol matrix, where each column correspond®etmbst-recently obtained search
center.

The main purpose of invoking the center-shifting schemeterk-Best SD in the context of
the iterative detection aided system of Figure 3.1 is togase the maximum attainable iterative
gain, while maintaining an affordable complexity. The bi&te \/.,,; is equal to the number of
tentative MIMO symbol candidates retained at each treechdawel, which is set to the lowest
possible value in order to reduce the computational conitglémposed. Naturally, additional
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Figure 3.8: Structure of the center-shifting-Best SD: a two-input one-output block

computational efforts are imposed by the SD based on theteghdsearch center since after a
certain number of iterations the candidate list used forlthR calculation is regenerated. But
again, as a whole, the total memory requirements okiigest SD and the overall computational
complexity imposed by the list generation and the LLR caltiah of theK-Best SD is expected
to be substantially reduced with the aid of the iterativ@iinfation exchange between the center-
shifting scheme and the channel decoder. In order to imgagstithe benefits of invoking the center-
shifting scheme, EXIT charts are used to analyze the mod8i2dlock, which has two inputs
and one output, as shown in Figure 3.8. The center-calounlathase portrayed in Figure 3.4 is
transplanted into the SD block of Figure 3.8. The two inp&tsnsin Figure 3.8 are the priori
LLRs and the interleaved posterioriLLRs provided by the channel decoder, whereas the output
is the resultanextrinsicLLR. As a consequence, we have to employ the 3D-EXIT chait dind
then project it to two dimensions, in order to obtain the 2KFEchart of the iterative receiver, as
it will be detailed in the context of Figure 3.9.
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(SNR=2.5 or 4dB) EXIT Chart of 256-KSD in 4x4 4QAM SDMA/OFDM System (SNR=2.5 or 4dB) EXIT Chart of 256-KSD in 4x4 4QAM SDMA/OFDM System
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Figure 3.9: EXIT chart analysis of the DHDC basé&dbest SD aided iterative receiver: Sinke
is set to 256 in4 x 4) 4QAM system, thek-best SD is in fact the exact ML detector. All other
system parameters are listed in Table 3.1.

More explicitly, Figure 3.9 depicts the 3D-EXIT chart of tbéiDC-aidedK-Best SD iterative
receiver, wher&k = 256 is used in our(4 x 4)-element 4QAM SDM/OFDM system. Since the
total number of MIMO symbols ig* = 256, the SD is actually the exact MAP detector, which
computes the LLRs by conducting the totaN§ - BPS - N0 = 4 -2 - 256 = 2048 OF evalua-
tions, which correspond to the evaluations of the two temrtsg.(3.14). We evaluate thextrinsic
Mutual Information (M), I, at the output of the SD, which is quantified on the verticas af
Figure 3.9(a), after providing the SD with the two inputsueed, which correspond to treepriori
LLRs and thea posterioriLLRs gleaned from the channel decoder, respectively. Thaddbci-
ated with the two inputs, namely, andIp, are quantified on the two abscissa axes, namely on the
x-axis and y-axis, respectively. The two parallel EXIT marof the inner decoder, i.e. theBest
SD, recorded for different SNRs in Figure 3.9(a) indicatd theextrinsicoutputinglr is acctually
independent of the inputp, implying that the DHDC scheme is unable to glean any benfgfits
the exact MAP detector. This is not unexpected, since theriBXIT curve seen in Figure 3.9(b),
which was obtained by projecting on the 3D-EXIT chart of F&g8.9(a) to the 2D-EXIT chart on
the plane given by the two axes, which quantify thérinsic Ml and thea priori Ml at the the
output and input of the MUD, i.e. the SD, respectively, doesencounter the problem of going
down as the input MI 4 increases as shown in Figure 3.2 of Section 3.2.1.3. Thdspitnds only
on the SNR of the received signal and thpriori LLRs. Therefore, we can infer that when the list
size is sufficiently high, the EXIT curve of the inner decodeproportional to the inpua priori
LLRs, whereas the DHDC scheme provides hardly any perfocenanprovement, since it fails to
provide an itertive gain.

However, if we reduce the list siz&/,,; of the SD to a relatively small value, the output
extrinsicLLRs are no longer independent of the indgt LLRs, based on which the iterative de-
tection aided DHDC scheme of Figure 3.7 updates the seartdbroef theK-Best SD as seen in
Figure 3.10, where the inner and outer EXIT surfaces arectigpior theK = N,,,; = 32 and
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(SNR=4dB) EXIT Chart of 32 or 128-KSD in 4x4 4QAM SDMA/OFDM System
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Figure 3.10: 3D-EXIT chart analysis of the DHDC aideki-best SD usingK = 32 or 128 in
the (4 x 4)-element 4QAM SDMA/OFDM system operating at SNR=4 dB. Ali@t system pa-

rameters are listed in Table 3.1.

K = N, = 128, respectively. More specifically, we can observe from Feg8rl0 that for a
given inputa priori Ml 14, the outputextrinsicMI Ig is proportional to the inpua posteriori Ml

Ip. On the other hand, the relationship between the outpand the inputl4 represented by the
corresponding LLR in Figure 3.8 is quite different, when ttleer inputlp is fixed. More explic-
itly, when Ip is not high enough, because the search center is insufficectturate, the output:
seen in Figure 3.10 may not be proportional to the input However, when thdp is sufficient
high, since the SD carries out detection using an accuratemevhich is close to the ML solution,
the outputlr is expected to increase proportionally, as the inpuapproaches unity, even for a
small value of\/_,,,4. In fact, the observations based on Figure 3.10 coincide thi simulation
results shown in Figure 3.2, where the EXIT curve of kiBest SD starts to decrease, despite hav-
ing increasing value of4, whenK and\,,,; are insufficiently high. In this scenario, having small
K andN.,,4 values may yield a candidate list, which may not contain thegdlution with a high
probability, which in turn leads to the flawed informatiorckanged between the inner decoder and
the outer decoder during iterative detection. Conseqyenttead of increasing the iterative gain,
using more iterations results in a reduced outiputalue for theK-Best SD. However, as a benefit
of the center-shifting scheme, we can improve the resuttamndlidate list without increasing and
N4, by simply updating the search center to a more accurate bleece, the quality of the
output soft bit information, i.eLg, is improved without increasing the list siAé.,,,; or K. Finally,
based on the above discussions, we summarise the aforemeghtielationships in Figure 3.11.

Due to the fact that the two inputs of tlkeBest SD shown in Figure 3.8, namely, thgriori
LLRs and thea posteriori LLRs are not perfectly independent, whereas the 3D-EXITrtcha
Figure 3.10 was obtained by providing tKeBest SD two perfectly independent inputs Gaussian-
distributed LLR, it is anticipated that the actual decodirajectory will deviate from the EXIT-
chart predictions. As a result, the iterative detector matylre able to achieve an infinitesimally
low BER at the same channel SNR, where the EXIT-chart armkshibited a marginally open
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center-shifting scheme is invoked akicand V.4 are fixed to a relatively small value.

tunnel.

3.2.3.1.2 Simulation Results

Let us now characterize the achievable performance of thBOHidedK-Best SD iterative re-
ceiver in the scenario of af8 x 4)-element rank-deficient 4-QAM SDMA/OFDM system. Since
the values ofK and \V,,,,; were set relatively low, we know from the EXIT chart of Figu3e
and the BER curve of Figure 3.3, that the conventioKaBest SD iterative receiver dispensing
with center-shifting suffers from a performance degramatompared to the more complex system
usingK = N0 = 1024. Therefore, it is beneficial to switch off the DHDC scheme etS
tion 3.2.3.1 during the first a few iterations. However, witiesm maximum attainable iterative gain
is achieved with the DHDC scheme being switched off, the DHfaBeme is activated again in
order to update the search center of kiBest SD. This center-update action may be expected to
create a wider EXIT tunnel between the EXIT curves of the iiraved outer decoder, potentially
facilitating an easier passage of the decoding trajectapugh the tunnel. Our system parameters
are summarized in Table 3.5.

Figure 3.12 reveals the BER performance improvement bitoaigbut by the DHDC-aided -
Best SD iterative receiver over that of the conventional 8Eative receiver using no center-shifting
in the scenario of af8 x 4)-element rank-deficient SDM/OFDM system. The BER curvesef t
iterative receiver correspond to a variable number oftii@na, which were enabled to iterate until
perceivable iterative gains were achieved. Specificalithimthe SNR range of 6 - 13 dB, where
useful performance improvements can be observed, a maxipeufarmance gain of 2 dB can be
achieved by the DHDC scheme over the system using no ceriféng, if we fix the values oK
andN,,,.4 to 64. By contrast, a slightly lower performance gain of aldbt dB can be attained, if
K and\N,,,, are set to 32, and hence the complexity is reduced by abouata faf four. It is worth
emphasizing that the DHDC-aided system associatedkvith\V,,,,; = 64 is capable of achieving
a near-MAP performance, which can only be attained by gekimndA/,,; to at least 1024 for
the system using non-center-shifting in the heavily raakeient scenario considered. Hence, the
memory required by th&-Best SD was significantly reduced.
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System Parameters Choice
System SDMA/OFDM
Number of Sub-Carriers 128
Uplink/Downlink Uplink
Modulation 4QAM
Number of Users/Transmit Antennas 8
Number of Receive Antennas 4
Transmit Antennas per User 1
Block Length 10240
CIR Model 3-path frequency-selective channel
CIR Tap Fading OFDM symbol invariant
Channel Estimation Ideal
Detector/MAP Center-Shifting-Aided K-Best List-SO
List Length N g4 =K =128
RSC(2,1,3)
Channel Encoder Generator Polynomials (6/13)
Code Termination (Off)
Once no more iterative gain can
Iteration Mode be achieved by the conventional iteratiye
receiver, the center-shifting function is switched pn

Table 3.5: Summary of system parameters for éBest SD aided coded SDM/OFDM System

More importantly, the associated computational compjasialso expected to be substantially
reduced, if we considesNR = 8 dB in Figure 3.13, where the corresponding EXIT chart is
portrayed. Figure 3.13(a) depicts the 3D EXIT chart of the@HaidedK-Best SD iterative
receiver in the scenario of g8 x 4)-element rank-deficient system. Since the function of DHDC
center-shifting scheme is only switched on when the maxinterative gain of the scheme using no
center-shifting is achieved, i.e., when the resultanettary reaches the crossing point of the EXIT
curves of the inner and the outer decoder, the stair-cagaeshdecoding trajectory follows exactly
the same path as with the DHDC scheme disabled, until it esattie intersection. Then, with the
aid of the increasingly accurate search center providech&yPHDC center-shifting scheme, the
decoding trajectory continues to evolve through the tunh&igure 3.13(a) between the 3D-EXIT
surface of the inner decoder and the EXIT curve of the outeodr, both of which are obtained
by considering tha posterioriLLR values. The resultant additional iterative gain brausgjtout by
the DHDC scheme may be more explicitly observed if we refah&projection of the 3D-EXIT
chart depicted in Figure 3.13(b). As we can observe, the maxi Ml measured at the output of
the channel decoder of the iterative receiver using no cahiéting is aboutly = 0.85 after four
iterations exchangingxtrinsicinformation between the inner and outer decoder. By cottias
maximum achievable MI approaches abdut= 0.95 with the aid of the DHDC scheme when
activating three additional iterations, hence resultmg further reduced BER.
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A Ncand:128 (no iteration)

o Ncand:32(max.# iterations)

— % N_, =64(max# iterations)
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Figure 3.12: BER performance improvement brought about by the DHDC sehierthe context
of an(8 x 4)-element rank-deficient SDM/OFDM system: significant BER@e@nance improve-
ment can be achieved by the employment of the DHDC schemantlddir system parameters are
listed in Table 3.1.

3.2.3.2 Two-Stage lterative Architecture Using a Direct Sk Decision Center-Update

In Section 3.2.3.1 we updated the search center of the SD kinghhard decisions at the output
of the channel decoder when generating @heosteriori LLRs. Given this simple center-update
strategy, the center-shifting scheme was capable of dogievident performance gains as we can
see in Figure 3.12 of Section 3.2.3.1.2. However, the atdénperformance improvements are
expected to be increased by exploiting the slightly mordnstigcated center-calculation technique
of the Direct-Soft-Decision-Center-Shifting (DSDC) sofes to be introduced in our forthcoming
discourse. These further improvements are expected, $ed¢ha action of subjecting the LLRs
to hard decisions discards the useful soft information @ioed in the LLRs, which indicates how
reliable our estimate of the most recently obtained cesteConsequently, in DSDC scheme we
calculate the soft-LLRs of the symbols based on the integl@soft-bit-information. Then the SD
carries out the detection again with this newly obtainedcteeenter during the next iteration.

3.2.3.2.1 Soft-Symbol Calculation

Since thea posteriorisoft-bit-information delivered from the channel decodethe SD is de-
fined to be the logarithm of the bit-probability ratios of ftgo legitimate values [104], namely of
+1and—1, given the received signal vectpy formulated in Eq.(3.2). For convenience, we rewrite

Eq.(3.2) as follows:
Plxx = +1]y]

L(x¢ly) =In Pl = —1|y]

(3.19)

Therefore, bearing in mind that we hatéx;, = +1|y] = 1 — P[xy = —1Jy], and taking
the exponent of both sides in Eq.(3.19), it is possible tavdethe probability thaty, = +1 or
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Figure 3.13: EXIT Chart Analysis of Direct-Hard-Decision-Center-Shif) K-Best SD Aided
Iterative Receiver In the Scenario ¢8 x 4) Rank-Deficient 4-QAM SDMA/OFDM System.
(SNR=8 dB,K = N_,;,,s = 128). All other system parameters are listed in Table 3.1.

x; = —1 was transmitted in terms of their LLRs as follows:
Plxy = +1ly]
L(xly) — k yi_ 3.20
‘ 1— Plx = +1Jy] (3:20)
From Eq.(3.20) we arrive at:
p 1 gL(xk|Y)
[xk =+ IY] - 1 _|_3L(xk|y)
1
= Ta oIy (3.21)
Similarly, we have:
1
Plyy = —1ly] = ——— (3.22)

1+ etL(xly)”

In the following, we consider 4-QAM as an example to brieflgatiss the soft-symbol calculation
process with the aid of the LLR-to-probability conversianriula of Eq.(3.21) and Eq.(3.22). The
symbol alphabet of the 4-QAM scheme is shown in Table 3.6ckimdicates that a 4-QAM
symbol is constituted of two bits, the first of which deterasrthe imaginary part of the symbol,
while the second controls the real part. Specifically, gitrenprobabilities of two successive bits
which constitute a 4-QAM symbol, from their two legitimat@lvres of+1 and—1, we can calculate
the jth user’s soft-symbolsj, as follows:

sj =[R(s;); S(s))],
=[P[xj2 = —1|y] - (+1) + P[xj2 = +1]y] - (=1);
Plxj1 = —1ly] - (+1) + P[xj1 = +1ly] - (-=1)]/ V2, (3.23)
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4-QAM Symbol Alphabets Over The Complex Numbers

j 1 2 3 4
xj,l x]‘,Z 00 01 10 11
J (F140)/V2 | (—1+0)/V2 | (+1=i)/V2 | (-1-i)/V2

S

Table 3.6: 4-QAM symbol alphabets over the complex numbéehotes/ —1)
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Figure 3.14: Direct-soft-decision-center-shiftirg-best SD-aided iterative detection scheme

where we assumed that the 2 bits are independent of each wathieh is not entirely true ow-
ing to their correlation imposed by the Gray mapping to theA¥symbols. The probabilities
Plx;x = +1Jy] can be calculated from Eq.(3.21) and Eq.(3.22) based om thasteriori LLR
values received from the outer channel decoder.

3.2.3.2.2 Receiver Architecture and EXIT-Chart-Aided Andysis

Based on the idea of retaining the soft-bit-informationtagred in thea posterioriLLRs, we
propose the iterative DSDC-aidédBest SD receiver portrayed in Figure 3.14, where the soft-
decision block substitutes the hard-decision and re-nadidul functionality of the DHDC-aided
iterative receiver shown in Figure 3.7. The scheme of Fi@utd provides a soft search center for
theK-Best SD and based on the soft centers the SD is expecteddmaten better candidate list for
the following LLR calculation, which is then delivered teetbuter channel decoder. Although the
soft center calculation imposes a slightly higher compomal complexity than its hard-decision
based counterpart, the iterative DSDC-aidé@est SD receiver is capable of attaining a higher
performance gain over the conventional iterative recea®observed throughout our forthcoming
EXIT chart analysis and BER results.
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Figure 3.15:; EXIT chart comparison of the DHDC and the DSDC center-sigfscheme in the
scenario of 4-QAM(8 x 4)-element SDMA/OFDM System at SNR=8 dB. All other system pa-
rameters are listed in Table 3.1.

Figure 3.15 compares the 3D-EXIT charts of the DHDC-aidedl RBDC-aided iterative re-
ceivers, at SNR=8 dB in the scenario of @x 4)-element rank-deficient SDMA/OFDM system.
We can observe in Figure 3.15(a), that the DSDC scheme’s EXiface is distinctly higher than
that of the DHDC-aided SD at the same value&ait N,,,,; (K = N_;,s = 64 in this case). Thus,
for a given number of iterations, a higher iterative gainxpezted. On the other hand, since the
tunnel between the EXIT surface of the SD and the EXIT curviaefouter convolutional channel
decoder opens at a lowek,[, Ir] point, when the DSDC scheme is invoked instead of the DHDC
arrangement, the center-shifting scheme may provide pediace benefits at lower SNRs. Specif-
ically, when the SNR is too low, the EXIT surface of the SD mal Ise beneath the EXIT curve
of the outer decoder, even though the center-shifting seh&as switched on after the maximum
attainable iterative gain has been achieved by the iteragigeiver dispensing with center-shifting.
Therefore, the higher the corresponding EXIT surface, gigebthe achievable performance of the
center-shifting scheme. We can observe in Figure 3.15éb e EXIT surface of the DSDC-aided
receiver is still slightly higher foK = 64 than that of the DHDC-aided one usiig= 128 and
hence potentially doubling the associated complexity.tieowords, the computational complex-
ity imposed by the SD can be substantially reduced with tdeohithe DSDC scheme, without
sacrificing the attainable iterative gain.

3.2.3.2.3 Simulation Results

Figure 3.16 depicts the BER curves of the DSDC-aif{eldest SD iterative receiver in compar-
ison to those of the conventional iterative receiver dispgnwith center-shifting and the DHDC-
aided iterative receiver in the scenario of(@nx 4)-element rank-deficient 4QAM SDMA/OFDM
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Figure 3.16: BER performance improvements provided by the DSDC schernteinontext of an
(8 x 4)-element Rank-Deficient SDMA/OFDM System: Compared to thtbi3-aided receiver,
the DSDC-aide-Best SD iterative receiver is capable of achieving a b&ER performance at
a slightly higher computational complexity imposed by tkarsh center calculation process. All

other system parameters are listed in Table 3.1.

system. The system parameters used and the iteration mot®lcemain the same as listed
in Table 3.5, except that the center-shifting scheme is gbdirto the DSDC. As seen in Fig-
ure 3.16, a better BER performance can be achieved in bottagos, whereK = N;,,; = 32
andK = N. s = 64 were employed by the DSDC-aided iterative receiver thah biyathe
DHDC-aided one. These observations confirm our discusiased on the EXIT chart analysis
of Figure 3.15. Remarkably, by having list-lengthi6f= N.,,,; = 64, the DSDC-aided receiver
outperforms the conventional iterative receiver using aater-shifting having a high complexity
associated with a list size & = N_,,,; = 1024. This remarkable performance improvement is
achieved, while simultaneously approaching the perfooaanf the exact MAP detector, which
may be implementationally infeasible, especially in sudteavily rank-deficient system. The ad-
ditional iterative gain attained by the DSDC scheme can lsemed from the EXIT charts plotted
in Figure 3.17. More specifically, since the valuekobindN,,,,; are as low as 64, no additional
iterative gains can be achieved by the system using the DHIb€nse beyond a few iterations. By
contrast, as soon as the DSDC scheme is activated, a sugibtdrigher iteration gain is attained.

3.2.3.3 Two-Stage Iterative Architecture Using an Iteratve SIC-MMSE-Aided Center-Update

As evidenced by our simulation results shown in Figure 3uf@n exploiting the soft-bit infor-
mation contained in tha posterioriLLRs gtleaned from the channel decoder, the DSDC center-
shifting scheme brings about a higher performance gain itedmard-decision based counterpart,
i.e. the DHDC scheme. In order to further exploit the sofoinmiation so that th&-best SD iter-
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Figure 3.17: EXIT chart analysis of the DSDC basé&dbest SD aided iterative receiver in the
scenario of(8 x 4)-element rank-deficient 4-QAM SDMA/OFDM System. (SNR=8 d8,=
Neana = 64). All other system parameters are listed in Table 3.1.

ative receiver benefits more substantially from the cesiéting scheme at the cost of a slightly
higher computational complexity, we take advantage oftédmative Soft Interference Cancellation
aided MMSE (SIC-MMSE) [108] [109] algorithm in order to geate the search center for the SD.

3.2.3.3.1 Soft Interference Cancellation Aided MMSE Algoithm [108] [109]

As discussed in Section 3.2.3.2, given ghgosterioriLLRs, we can calculate the corresponding
soft symbol for a specific modulation scheme, i.e. 4QAM, g$in.(3.21), Eq.(3.22) and Eq.(3.23).
Similarly, given thea priori LLRs, we can also define thgh user’s soft symbol, more precisely,
the mean of thgth user’s symbol as [108]:

5= Els;) = Y517 Pls; =57, (3.24)
q

whereg is the number of points in the modulation constellation, g.g= 4 for 4QAM or QPSK,
while s](q) represents thgth legitimate value of the symbe|. Consequently, for 4-QAM, we arrive
at:

5 =(R(sj); S(s))),
=[P[xj2 = —=1] - (+1) + Plxjo = +1] - (=1);

Plxj1 = —1] - (+1) + Plx;1 = +1] - (-1)]/V?2, (3.25)
whereP[x;, = +1] can be computed according to [104]:
eL(xk)
P[xk = —|—1] = 71 _|_eL(Xk)
1

= T (3.26)
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and
1

Plxy = —1] BRI EAK

(3.27)

respectively. On the other hand, we define the covariandeegfit user's symbol as [108] [110]:

vj =Cov[sj, 5],
ZE[SJ‘S?] — E[§j]E[§}k], (3.28)
=1— ]5]-]2, (3.29)

for constant-modulus modulation schemes, such as BPSKKQ@R& 4-QAM.

The estimated symbol of thh user generated by the MMSE algorithm can be expressed with
the aid of the SIC principle as [108] [109]:

§ =8 +vw/ (y — Hs), (3.30)
where thejth column of the MMSE weight matriXV,sg can be expressed as [108] [109]:
wjmmse = (HVH" +20715) " 'hy, (3.31)

wherelp represents theéP x P)-element identity matrix an¥ = diag[v1,va, - - -, vj].

As we may notice that for the first iteration, tlepriori LLRs gleaned from the outer de-
coder are not available, i.e. we halg(CC) = 0, which in turn leads t¢; = 0 andv; =
1, =1,2,---,]. In the sequel, the resultant search center computed i3.86)(is actually the
conventional MMSE solution, where Eq.(3.30) convergesorion-SIC-aided MMSE algorithm
expressed as:

5 =wily, (3.32)

where
wimmse = (HH? +2021p) " Th;. (3.33)

However, the SIC-MMSE starts to take effect from the secterdiion onward, which is expected
to provide a more accurate search center for the SD than betpreviously investigated DHDC
and DSDC schemes, since in addition to retaining the sofhfitmation during the soft symbol
generation, it carries out the soft interference cangetiadt each iteration.

3.2.3.3.2 Receiver Architecture and EXIT-Chart Analysis

In this section we investigate the SIC-MMSE-aided itemtienter-shiftingk-best SD receiver
depicted in Figure 3.18, where tlaeposterioriLLR feedback based DHDC and DSDC schemes
are replaced by the SIC-MMSE-aided search center calonlatvhich is carried out based on the
a priori LLRs gleaned from the channel decoder. Therefore, as pedrian Figure 3.19, we may
consider the modified SD as a single input component fed \Wwétatpriori LLRS, and producing
a single output, namely thextrinsicLLRs, which contains both the center-calculation part doned t
original SD part. Then the EXIT chart used to analyze theesydtecomes two dimensional.

The benefits of the SIC-MMSE-aided center-shifting schegmime clearer, if we refer to the
EXIT charts obtained in thé8 x 4)-element rank-deficient scenario of 4-QAM SDMA/OFDM
system as seen in Figure 3.20. Recall from Figure 3.2 thahttex decoder’'s EXIT curve decayed
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Figure 3.18: SIC-MMSE-aided center-shiftin-best SD scheme
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output block

upon increasing tha priori information owing to the flawed information exchange betwéee
inner and outer decoders, which was caused by the employhantinsufficiently large candidate
list size N, and by the number of candidat&sretained at each search level. The comparisons
in Figure 3.20(a) indicate that this problem was effectivablved by the application of the SIC-
MMSE-aided center-shifting scheme. More explicitly, whesing the SIC-MMSE scheme, the
inner decoder’'s EXIT curve no longer decays, whendhgiori Ml increases, even when using
a limited list size ofK = N, = 16. On the other hand, as shown in Figure 3.20(b), wKen
and N_;,; are increased to 128 and 1024 for tkiebest SD using no center-shifting, both of the
resultant inner decoder’s EXIT curves increase. As explatte EXIT curve corresponding 10 =
N..na = 1024 reaches a higher end point than that associatedKvith N,,,,; = 128. However, as

a benefit of the SIC-MMSE center-shifting scheme, the EXIivewf the inner decoder may arrive
at an even higher end point, despite using smé&llandN_,,,; values than that of the SD dispensing
with center-shifting and high values & and N,,,,4, such as 1024. Hence, we can infer from the
above observations that the SIC-MMSE-aided receiver iafdapof achieving a near-MAP BER
performance conjunction with small valuesioindN.,,,4.

3.2.3.3.3 Simulation Results
Both subfigures of Figure 3.21 show a significant performagaia, which was facilitated by



3.2.3. Center-ShiftingK-Best SD Aided Iterative Receiver Architetures 79

T T T 1
K=N__=16 e ——K=16 (SIC-MMSE)
IC-MMSE-Aide - -
Center-Shifting SD 09| —&— K=32 (SIC-MMSE)
—&— K=64 (SIC-MMSE)
=128

T K:Ncand

L.(MUD), L,(CC)
L.(MUD), L,(CC)

Outer Decoder (CC)
0.2

Outer Decoder (CC)

0.1

0 0.2 0.8 1 0 0.2 0.8 1

014 0.6 014 016
L,(MUD), L (CC) L,(MUD), L (CC)

(@) (b)

Figure 3.20: EXIT chart comparison of SIC-MMSE-aided center-shiftimdahe non-center-
shifting K-best SD iterative receiver in the scenario(8fx 4)-element rank-deficient 4-QAM
SDMA/OFDM system at SNR=8 dB. All other system parameteediated in Table 3.1.

the SIC-MMSE-aided center-shiftink-best SD iterative receiver. Specifically, as seen in Fig-
ure 3.20(a), the SIC-MMSE-aided center-shiftikgoest SD is capable of approaching almost the
same iterative gain by settirig = 16, as iterative SD using no center-shifting does in conjuamcti
with K = 1024, at a BER ofl0—°. Hence, both the associated memory requirements and the com
putational complexity imposed are substantially redu&edhlicitly, for a fixed value ofK, such as

for exampleK = 32 and for the same target BER 8>, we can observe that the iterative gain
over the non-iterative receiver was doubled by the SIC-MM&ted center-shifting scheme, when
compared to that achieved by the iterative SD using no cehiéting, corresponding to about 6dB.

On the other hand, in Figure 3.21(b) we compare the achieyabformance of the three pro-
posed center-shifting schemes, namely, the DHDC, the DSiaGle SIC-MMSE, in the context
of K-best SD in the scenario of a8 x 4)-element rank-deficient SDMA/OFDM system. We
classify the center-shifting schemes into two categonasjely the hard-decision based methods,
such as the DHDC scheme, and the soft-decision based teesnighich include the two other
center-shifting schemes, exploiting the soft-bit infotima that arrives at the SD from the outer
channel decoder. As argued before, the better the softmafion is exploited by the center-
shifting scheme, the higher the achievable performanceawement or the higher the attainable
complexity-reduction facilitated by the SISO SD-aideddteve receiver. As seen in Figure 3.21(b),
performance gains of about 2.5 dB and 2 dB are attained byl@VBASE center-shifting scheme
over the DHDC and the DSDC schemes at the cost of a slightlyehigomputational complexity,
respectively, at the target BER ®®—°. Therefore, the SIC-MMSE-aided center-shifting scheme
significantly outperforms the other two by invoking the idd&5I1C.

We quantify the achievable performance gain and the contpleeduction facilitated by the
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Figure 3.21: BER performance of the SIC-MMSE-aided center-shiftiidpest SD iterative re-
ceiver. All other system parameters are listed in Table 3.1.

SIC-MMSE-aided center-shifting scheme in Table 3.7, in parson to the conventional non-
center-shifting SD-aided iterative receiver. Again, wewithe SD module as being constituted
by two serially concatenated parts, namely the SD and the éd®der, which are responsible
for carrying out the list-generation and the soft-bit imi@tion calculation, respectively. Table 3.7
guantifies the computational complexity imposed by the S@i@e in terms of the total number
of PED evaluations, and that associated with the MAP pareims of the total number of OF
evaluations corresponding to the two terms in Eq.(3.14usThs explicitly indicated in Table 3.7,
in order to achieve a near-MAP performance, i.e. to achie®ER of 10~° at an SNR belovi1 dB

in the context of ar{8 x 4)-element rank-deficient SDMA/OFDM system, we have to useastl

K = N..,a = 1024 for the non-center-shifting SD-aided iterative receiv¢owever, thanks to the
SIC-MMSE-aided center-shifting scheme, we can achievedinge goal by settingf = N ;s =

16, while imposing a factor of1 lower compuational complexity that that associated withlibt-
generation part and imposing a factoredflower computational efforts by the soft-bit information
calculation of the SD receiver using no center-shifting. uétlier additional performance gain of
0.8 dB can be obtained by setting = 32, at the cost of a modestly increased computational
complexity. Furthermore, our extensive simulation resurdtlicate that in a heavily rank-deficient
system, settin to a value higher than 32 can hardly improve the achievabffoqpeance gain
further, if our target BER is below0 2, since a near-MAP performance has already been achieved.
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Performance Gain & Computational Complexity Reduction Achieved by the SIC-MMSE Scheme
inan (8 x 4)-element 4-QAM SDM/OFDM Rank-Deficient System

BER | Center-Shifting | N,,,s(K) | lterations | SNR | Memories | SD Compl. | MAP Compl.
1024 3 10.5 8196 13652 49152
128 3 11.2 1024 2388 6144
NONE 64 2 12 512 1364 2048
32 2 12.8 256 724 1024
10~° 16 2 15 128 404 512
64 3 10.2 512 4092 3072
SIC-MMSE 32 3 10.2 256 2172 1536
16 3 11 128 1212 768

Table 3.7: Performance comparison of the conventional non-ceniéiirgh K-best SD and the
SIC-MMSE-aided center-shiftink-best SD iterative detection in the scenario of 8rx 4) rank-
deficient SDMA/OFDM system: Note that the computational ptexity of the SD, i.e. the list
generation by the SD, is calculated in terms of the total nemob PED evaluations, while that of
the soft information generation by the SD/MAP detector isipated on the basis of Eq.(3.16) in

terms of the total number of OF evaluations correspondirigedwo terms in Eq.(3.14).
3.3 Apriori-LLR-Threshold-Assisted Low-Complexity SD

It transpires from Section 2.2.3 that having an insuffidiel#trge candidate listN.,,; = K, does
not guarantee for thE-best SD of Section 2.2.3 that its candidate list includesMih. point, while
its depth-first counterpart of Section 2.2.2 does. When #igevofK is kept low for the sake of
maintaining a low computational complexity, this resuliec considerable performance degrada-
tion in Figure 2.8. In order to circumvent this problem, ifsteection another novel complexity-
reduction scheme, referred to as Wpriori-LLR-Threshold (ALT) aided technique is designed
for the K-best SD. Similarly to the center-shifting scheme, itsgdolphy is also based on the ex-
ploitation of thea priori LLRs provided by the outer channel decoder, albeit this iBeaed in a
rather different way. First of all, in Section 3.3.1, the gigng principle of this novel complexity-
reduction technique is highlighted. The analysis of thahieque in terms of its achievable per-
fromance and the computational complexity imposed is edrout with the aid of our simulation
results in Section 3.3.2.

3.3.1 Principle of theApriori-LLR-Threshold Aided Detector

First of all, let us review the definition of theepriori LLRs, which is the logarithm of the ratio of
the bit probabilities associated withl and—1 [104], which can be expressed as follows:

LA(x]-) =In P (334)
Therefore, the sign of the resultant LLRs indicates whethercurrent bit is more likely to be

+1 or —1, whereas the magnitude reflects how reliable the decisianeraing the current bit is.

For example, given a large positigepriori LLR delivered by the outer channel decoder of Fig-
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Figure 3.22: lllustration of the depth-first SD algorithm with the aid o Ascheme where ALT=7:
The figure in () indicates the PED of a specific node for thé préant in the modulated constella-

tion; while the number outside represents the order in wittietpoints are visited.

ure 3.1, itis implied that the corresponding transmittedddikely to have been-1. In light of this,
the search tree of the depth-first SD of Section 2.2.2 maygvafimantly simplified by invoking an
ALT. To be specific, first we consider BPSK modulation as amg)a. If thea priori LLR of the
mth user's BPSK symbol is sufficiently high (higher than theTALthere is no need to carry out
the detection for that particular user during the SD prackssther words, at thém + 1)th search
tree level, all the resultant tree nodes are expanded bygéedimanch instead of retaining both
legitimate detection options. Therefore, for the deptst-f8D of Section 2.2.2, the computational
complexity is expected to be significantly reduced as we taeiwe from the search tree portrayed
in Figure 3.22 in the scenario of a BPSK SDMA system where 4sume supported. The applica-
tion of the ALT scheme in the context of the example shown guFe 2.4 of Section 2.2.2 generates
a more simple tree structure, which imposes a reduced detamimplexity. Since ALT=7, which
is lower than the absolute values of both {ve = 4)th user’s andm = 2)nd user’s LLRs arriv-
ing from the outer decoder of Figure 3.1 after a certain nunolbé@erations, the SD will discard
all the branches correspondingsp = 0 at the(m = 4)th level ands, = 1 at the(m = 2)nd
level. Consequently, the final ML solution is attained aftisiting only 9 tree nodes and leaves in
Figure 3.22. Hence, as long as the ALT is not too low, the cdatfmnal complexity imposed can
be substantially reduced by invoking the ALT scheme witreout BER performance degradation,
which becomes explicit by comparing the search trees asrsholigures 2.4 and 3.22.

The depth-first SD of Section 2.2.2 was briefly revisited m pinevious section, when invoking
the ALT technique, which is also applicable in the contextha breadth-first-styl&k-best SD.
More explicitly, the main benefit of employing the ALT schenfar the breadth-first SD, such as
the K-best SD of Section 2.2.3, is not the achievable complextiuction, but rather the poten-
tial performance improvement attained, since althoughetiséll only K candidates are expected
to be retained at theith search tree level of Figure 3.23, the affordable seaochptexity is as-
signed to the candidates having a specific bit value atditeposition, which is determined by the
specific LLR-based decision. In other words, the LLR-bassdah-tree pruning portrayed in Fig-
ure 3.23(b) decreases the probability of discarding a pielgncorrect path at an early search stage,
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Figure 3.23: lllustration of theK-Best SD Algorithm with the Aid of ALT Scheme where ALT=7:
The figure in () indicates the PED of a specific node for thé priént in the modulated constella-
tion; while the number outside represents the order in wthietpoints are visited.

especially when the value & is set relatively small. When applying the ALT-assistétest SD

to a 4-user BPSK modulated SDMA system, the resultant seéegelis portrayed in Figure 3.23.
As seen in Figure 3.23(a), when dispensing with the ALT saheafter 15 PED evaluations the
SD opts for the specific tree leaf having Euclidean distarid@6. Then the search portrayed in
Figure 3.23(a) backtracks to tlie: = 4)th level, yielding the hypothesized ML solution. How-
ever, as the ALT scheme is invoked, a better pruning seaeghis$r obtained for th&-best SD,
which is shown in Figure 3.23(b), if we assume the absoluteegaof thea priori LLRs of both
the (m = 4)th and the(m = 2)nd users exceed the preset ALT value. Only 9 PED evaluations
have been carried out for this particular example, indigp considerable reduction of the com-
putational complexity imposed. However, even more impulyathe fact that the SD successfully
identifies the true ML solution, which is different from theeogenerated by the SD characterized in
Figure 3.23(a), which dispenses with the ALT technique.sThiachieved by backtracking during
the search from a different tree leaf having a smaller Eaeliddistance of 0.39 to tHen = 4)th
level. Hence the incorrect search branch correspondirsg te 0 is truncated as early as at the
(m = 4)th level, hence reducing the computational complexity isgah while simultaneously
avoiding the situation of discarding a potential path lagdb the true ML solution, which may be
the case for the non-ALT-assistédbest SD at thém = 2)nd level due to the fact that the true
ML path may have a temporarily larger PED.

3.3.2 Features of the ALT-Assistedk-Best SD Receiver

3.3.2.1 BER Performance Gain

In this section, we concentrate our investigations on theehdLT scheme in the context of
the K-best SD, which is based on our simulation results. Figued 8epicts the BER perfor-
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Figure 3.24: BER performance of the two-stage LLR-threshold-aifleldlest SD iterative receiver
in an (8 x 4)-element 4QAM SDMA/OFDM System

mance of the ALT-assitek-best SD in the scenario of tl{8 x 4)-element rank-deficient 4-QAM
SDMA/OFDM system in comparison to the system dispensindp thie ALT technique. Given a
target BER ofl0~° and a fixed list-lengthV,,,; = K = 16, a performance gain of 2.5 dB can
be achieved by setting treepriori-LLR-threshold to 7, whereas a performance gain of about 1 dB
can be obtained for the system usikg= 128. Actually, the ALT-aided receiver associated with
K = 128 has already attained the MAP performance, which requirddaat K = 1024 for the
equivalent system dispensing with the ALT technique. Tlie & these system complexities is as
high as eight.

3.3.2.2 Computational Complexity

Under the assumption that the conventioRabest SD iterative receiver dispensing with the ALT
technique generates the candidate list only once at thédration, which is stored in the memory
for the extrinsicLLR calculation of the forthcoming iterations, the perf@nte gains attained by
both the center-shifting scheme introduced in Sectior33aRd the ALT scheme are achieved at
the cost of an acceptable computational complexity investimsince the candidate list has to be
regenerated at each iteration. However, the memory regeimeimposed is expected to be reduced,
since there is no need to store the resultant candidateTlist. complexity imposed by invoking
the ALT scheme can be viewed in Figure 3.25(a), where theativeomputational complexity
quantified in terms of the number of PED-evaluations per sbanse imposed by the system
operating both with and without the aid of the ALT scheme (ALJ are plotted for(8 x 4)-
element rank-deficient 4QAM SDMA/OFDM system scenario. (Hjpmlly, since SD has to be
carried out only once per channel use, regardless of how ntamations have been carried out,
the receiver not benefitting from the ALT technique exhiliies same computational complexity of
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Figure 3.25: Histogram of the candidate list generation related contjmrtal complexity imposed
by the ALT-aidedK-best SD in thg8 x 4)-element rank-deficient 4QAM SDMA/OFDM system
scenario: (a) the overall computational complexity perntied use for different;, /Ny values
(ALT=7); (b) computational complexity per channel use oflederation K=128, ALT=7). Note:
the maximum number of iterations for all differefig/ Ny value was fixed to 8 and the iterative
detection was terminated as soon as there is no more itergéim can be achieved, i.e. the

resultant EXIT trajectory line reached the convergencatpfi[l4, Ir] = [1,1].

2,388 PED-evaluations per channel useKot= 128, regardless of the channel SNR. By contrast,
the number of PED-evaluations required by the ALT-assistediver differs for different SNRs. To
be specific, observe in Figure 3.25(a) that the complexityeiases steadily as the SNR increases
from 2 dB to 7 dB, peaking at about 17,000 PED-evaluationschannel use. Beyond 7 dB,
the complexity decays steadily as the SNR increases furtheerievels out around 5,000 PED-
evaluations at an SNR of 12 dB. Upon inspecting both Figu2é and Figure 3.25(a), we observe
that no performance gain is achieved by the ALT-aided receivhen the SNR is lower than 6
dB, despite the additional computational efforts of regatieg the candidate list at each iteration.
This is not unexpected, since it is unlikely that theriori LLRs gleaned by the outer channel
decoder become higher than the threshold of the ALT scheeoause the intersection of the inner
and outer EXIT curve occures at a ldy value in Figure3.42(a). Hence, it is unwise to activate
the ALT scheme, when the SNR is low, since it may impose areas®d complexity without any
performance improvements.

On the other hand, as seen in Figure 3.24, with the adventedAll scheme th&k-best SD
becomes capable of achieving a near-MAP performance bngéft= N_,,; = 128 instead of
1024. Recall our arguments on the complexity of éx¢rinsic LLR calculation for the list SD
outlined in Section 3.2.1.2 that the corresponding conigylés linearly proportional taN,;;,4, as
explicitly expressed in Eq.(3.16). From this perspectireen a fixed target BER performance, the
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computational complexity imposed by thgtrinsicLLR calculation of theK-best SD can be con-
siderably reduced by employing the ALT scheme. Furthermwith reference to Figure 3.25(a),
the candidate list generation complexity of the ALT-aidedeiver is well below that of its ‘non-
ALT-aided’ counterpart for the SNR range spanning from 2 dB2 dB except for SNRs in the
immediate vicinity of 7 dB, if our aim is to achieve the neaARIBER performance quantified in
Figure 3.24, which can be attained by havikig= N.,,,; = 1024 for the system operating without
the ALT technique or by settingl = N_,,; = 128 in the presence of the ALT scheme. More
specifically, the number of PED-evaluations per channetasgéed out by the non-ALT-aided sys-
tem usingN.,,s = 1024 remains as high as 13,652, regardless of the SNR and the nwhbe
iterations. On the other hand, in the presence of the ALTreehehe candidate list has to be re-
generated at each iteration, but nontheless, the total lesitypimposed is substantially reduced,
except for SNRs in the immediate vicinity of 7 dB. There are twasons for this phenomenon.
1) When the SNR is low, the number of iterations providing afuisgain is low, because there
is no open tunnel between the EXIT curves of the inner and tiber @lecoder, unless the SNR is
sufficiently high. 2) By contrast, when the SNR is high, thsuttant stair-case shaped decoding
trajectory can readily pass through the widely open EXIThelrand reaches the point of perfect
convergence atl, Ig] = [1,1] after a low number of iterations. Furthermore, when the S8IR i
high, the number of PED-evaluations carried out at eachtiter is expected to decrease, as the
iterations continues, as oberved in Figure 3.25(b). Thiduis to the fact that the priori LLRs
fed back from the outer decoder of Figure 3.1 to the SD ardylikebecome higher than the LLR
threshold after the first few iterations, and this allows Athd-assisted SD to directly truncate the
low-probability branches, hence leading to a reduced etlatbn size, which in turn results in a
reduced complexity. More specifically, the complexity dggam of Figure 3.25(b) indicates that
the higher the SNR, the more sharply the complexity dropshestérations continue. Actually,
when the SNR is relatively high, the complexity imposed Ibees more modest after a few it-
erations, since the majority of thee priori LLRs fed back from the outer decoder to the SD of
Figure 3.1 becomes higher than the LLR threshold. From aerdifft perspective, this observation
also explains the reason why we experience a complexity gigthle moderate SNR of 7 dB, where
the ALT-related complexity does not decrease sufficientlysgantially as the iterations continue
and hence a high number of iterations are required to attaimiaximum achievable iteration gain,
since only a rather narrow EXIT tunnel was created betweereIT curves of the inner and the
outer decoder.

3.3.2.3 Choice of the LLR Threshold

In the previous ALT-related simulations of Sections 3.B&hd 3.3.2.2, we have maintained an LLR
threshold of ALT=7, which ensured that the proposed ALT soh@erformed well. However, it is
intuitively that the LLR threshold cannot be set arbitrgrdince it plays a vital role in determining
the system’s performance. To be more specific, if the thidsiscset too high, the ALT scheme
can hardly affect the system’s operation, sincealpeiori LLRs provided by the outer decoder are
unlikely to be higher than the threshold, even after sevenadtions. By contrast, if the threshold is
set to an excessively low value, though the computationalptexity can be substantially reduced,
but naturally, a BER performance degradation is imposed aliove conjectures are verified by
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Figure 3.26: Effects of the LLR-threshold on both the BER performance tn@dcomputational
compleixty of theK-best SD iterative receiver in &8 x 4)-element 4QAM SDMA/OFDM Sys-
tem. Note: the maximum number of iterations for all differdi /N, values was 8 and the
iterative detection was terminated as soon as no moreid@angain was achieved, i.e. the resultant

decoding trajectory either reached the convergence pwmibiecame trapped.

our simulation results shown in Figure 3.26, where the barthé histogram of Figure 3.26(a)
represent the computational complexity imposed, which gquestified in terms of the number of
the PED-evaluations per channel use. The LLR-thresholgdaym@d by the ALT-assistel-Best
SD iterative receiver were set to values of ALT=4, 7 and 10séde Figure 3.26(a) that the lower
the LLR-threshold, the higher the complexity reductioraiatéd. The corresponding BER curves
plotted in Figure 3.26(b), however, demonstrate that whertireshold is set to an excessively low
value, this may be expected to impose a performance degradas the SNR increases. This is not
unexpected because when the SNR becomes high, phieri LLRs fed back by the outer decoder
to the SD are becoming predominantly higher than the LLIRghold set at the very beginning
of the iterative detection process. This may trigger an egglve search-tree-truncation, which
in turn results in discarding the true ML branch. In other d&rin this scenario the truncation
introduced by the ALT technique was activated too earlypkmethe receiver attained a sufficiently
high iterative gain. For example, given a target BER®f°, a performance gain of about 1.5 dB
was observed in Figure 3.26(b) over that of the receiveratijpgy without the ALT technique, with
the aid of a threshold of ALT=7, while a performance degratadf about 1.5 dB was imposed by
setting the threshold to ALT=4. Note in Figure 3.26(b) tHa BER curve corresponding to the
threshold of ALT=10 is actually coincident with that of th@oh-ALT-assisted’ system, as shown
in Figure 3.24, implying that the ALT scheme does not have lzamneficial effect with the aid of
such a high threshold value. In conclusion, the threshotdtdide carefully adjusted for the sake
of achieving the target performance as a function of the Shilventered.



3.3.2. Features of the ALT-Assisted-Best SD Receiver 88

EXIT Chart of the ALT-Aided K-Best SD lterative Receiver (K=16)  EXIT Chart of the ALT-Aided K-Best SD lterative Receiver (K=128)
1 . . . : 1 : . : :

0.9} ; i i 0.9} 7
Trajectory Line (Pract Trajectory Line (Practical
0.8} 08l
0.7 Inner Decoder (Theoretj Dl;mner Decoder (Theoretic
bi 0.6 8 0.6
< ‘_T<
& 05¢ & 05r
=) =)
S o4t 2 o4l
M Outer Decoder (Theoretic) e Outer Decoder (Theoretic)
0.3} 4 03l
0.2} 4 0.2}
0.1 1 0.1
0 . . . . o . . . .
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
L,(MUD), L (CC) L,(MUD), L_(CC)
A E
(a) K=16 (Number of Iterations:6) (b) K = 128 (Number of Iterations:4)

Figure 3.27: EXIT Chart of the ALT-AidedK-Best SD lIterative Receiver in the Scenario of an
(8 x 4)-element 4-QAM SDMA/OFDM System at SNR=10 dB.

3.3.2.4 Non-Gaussian Distributed LLRs Caused by the ALT Sabme

Although the proposed ALT scheme is capable of provdingulgedrformance improvements, a
vital problem, which limits its capacity, can be observeahirFigure 3.27, where the EXIT charts
of the ALT-assisted receiver are plotted for four and siraitiens. The decoding trajectories seenin
both Figure 3.27(a) and Figure 3.27(b), which indicate tteetically achievable mutual informa-
tion improvements at the outputs of the inner and the outepdkrs during the iterative process as
a benefit of exploiting tha priori information available, do not match the corresponding riteo
cal EXIT curves very well, leading to an achievable maximtenation gain, which is significantly
lower than that implied by the theoretical EXIT curves. Imgmarison to the EXIT chart depicted
in Figure 3.27(b), where we hav¢ = N,,,; = 128, this EXIT chart mismatch becomes even
worse whenK and N,,,; are as low as 16, as shown in Figure 3.27(a). More specifjcalign
though a widely open EXIT tunnel was created between the EXiVes of the inner and the outer
decoders in Figure 3.27(a) with the aid of the ALT schemegddwoding trajectory fails to reach the
point of perfect convergence ét, 1), since it becomes trapped at the pqifv6, 0.96), regardless
of the number of iterations. This results in a significantigree performance in comparison to the
situation when we us& = N_;,,; = 128, as observed in Figure 3.24. Actually, the ALT-aided
receiver remains unable to achieve a near-error-free megiace at SNR=10 dB even f&r= 128,
regardless of the number of iterations, and despite havirapan tunnel between the EXIT curves
of the inner and outer decoder.

Recall that the EXIT chart analysis of an iterative receigesufficiently accurate only on con-
dition, when thea priori LLRs at the input and tha posterioriLLRs at the output of a constituent
module of the iterative scheme exhibit a Gaussian distabufThat is the reason why the length of
the interleaver between the inner and outer decoders hassiafficiently high, in order to maintain
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Figure 3.28: Histogram of the LLRs at Both the Input and the Output of Ka8est SD During
the Iterative Process in the Scenario of(8nx 4)-element 4-QAM SDM/OFDM System fdf =
Negng = 1024, SNR=10 dB.

an approximate Gaussian distribution. Otherwise, a mishmaty occur between the predicted and
the practically achievable gains, yielding a smaller tigeagain and difficulties in system perfor-
mance prediction. However, we found from previous dis@rssind simulation results presented
in Figure 3.27 for LSDs, that apart from the interleaver tanthe maximum iteration gain is also
substantially affected by the value Kfand N.,,,4, as evidenced by the EXIT chart of Figure 3.2
presented in Section 3.2.1.3. Again, a non-Gaussianllisioh exhibited by the resultant LLRs at
the input and output of the SD is the cause of this phenomesindicated by the simulation-based
histogram of both tha priori LLRs and of theextrinsicLLRs of the SD module after each iteration
in Figure 3.28 and Figure 3.29. Whéhand N_,,,; are sufficiently high, such as 1024, as shown
in Figure 3.28, an approximate Gaussian distribution isnad for the LLRs upon increasing the
number of iterations, while also exhibiting an increasjngigher variance. However, wheéaand
N_...a are set to an excessively low value, such as 32 as shown ineF&gR9, after two iterations
the majority of the resultant LLRs at both the input and thgouof the SD have values, which are
close to the LLR truncation value of 32 used in our case, teatth a distinctively non-Gaussian
distribution. Hence, we cannot expect the EXIT chart angwshich is based on the premise of
experiencing a Gaussian LLR distribution, to produce amisate performance prediction.
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Figure 3.29: Histogram of the LLRs at both the input and the output of Kabest SD during
the iterative process in the scenario of(@nx 4)-element 4-QAM SDM/OFDM system fdk =
Neana = 32, SNR=10 dB.

In order to further investigate the reason behind the EXl@rcmismatch seen in Figure 3.27,
we compare the histograms of both theriori and theextrinsicLLRs of the SD with and with-
out the ALT scheme in Figure 3.30 and Figure 3.31. Consetyyemt found that the application
of the ALT scheme actually degrades the accuracy of the appabe Gaussian distribution ex-
hibited by the LLRs at an earlier stage of the iterationsulteg) in a more severe EXIT chart
mismatch problem. To be specific, in the absence of the ALErseh we observe in Figure 3.30
at the fifth iteration the Gaussian-like distribution isn@lhated. However, in the presence of the
ALT scheme, a non-Gaussian distribution appears evereeafter the fourth iteration, as seen in
Figure 3.31. Hence, although the theoretical EXIT curvehefALT-aided receiver obtained under
the assumption of having a near-Gaussian distributed LLRbetime, as previously shown in
Figure 3.27, can indeed reach the (1, 1) point, the probleEXdT chart mismatch imposed by the
non-Gaussian distribution of the LLRs at both the input anbot of the SD is aggravated by the
application of the ALT scheme. This leads to a more limitedative gain than that expected from
the theoretical EXIT curves of Figure 3.27.

On the other hand, although the employment of the ALT scharsgltls in an unreliable EXIT
chart analysis owing to the EXIT chart mismatch, the BER qgranbince of the system is still
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Figure 3.30: Histogram of the LLRs at both the input and the output of Kabest SD during
the iterative process in the scenario of @x 4)-element 4-QAM SDMA/OFDM system for
K = N¢gnq = 128, SNR=10 dB.

significantly improved as it was previously shown in Figurd43 This performance enhancement
can also be observed by comparing Figures 3.32 and 3.33ewlnéronly the distribution of the
LLRs, but also the achievable error-correction capabdityhe iterative system is observed. More
explicitly, the horizontal axis characterizes the dewiatof the LLRs from their legitimate value,
where encountering a positive sign indicate that the LLRawreflects the correct polarity, while
a negative value implies having the wrong polarity. By casty the total area associated with
the histogram peaks indicates the relative frequency appeting the probability of correct and
erroneous SD decisions. Observe in Figure 3.32 that for thedifew iterations, the variance of
the near-Gaussian distributed LLRs increases, indicdtiafj thea priori information improves
upon iterating. As expected, the Gaussian-like distrisuiis then gradually destroyed since a
large portion of the LLRs are assigned a value, which is ctogée truncated LLR value as the
iterations proceed, especially for the ALT-assisted systelowever, observed in Figure 3.33 that
after the fifth iteration, the ALT-assisted system beconagmble of generating a higher proportion
of correct large-valued LLRs, implying a more significantfpemance gain.
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Figure 3.31: Histogram of the LLRs at both the input and the output of th@-aksisteK-best SD
during the iterative process in the scenario of(&rx 4)-element 4-QAM SDMA/OFDM system
for K = N.y,4 = 128, ALT-aided, SNR=10 dB.

3.3.3 The ALT-Assisted Center-Shifting Hybrid Sphere Detetion

3.3.3.1 Comparison of the Center-Shifting and the ALT Schems

Both the propsed center-shifting and ALT schemes requieerépeated generation of candidate
lists throughout the iterative detection process. In thitien, we first compare the ALT scheme to
the SIC-MMSE-aided center-shifting scheme, which was o be the most efficient of all the
three center-shifting schemes proposed in Section 3.2.3.

From the BER curves depicted in Figures 3.21 and 3.24, werabdkat in order to achieve
the near-MAP performance exhibited by the SIC-MMSE-aidedter-shiftingK-best SD itera-
tive receiver usingkK=32, we have to sek=128 for the ALT-assisted receiver. In other words,
given a target BER, the SIC-MMSE-aided center-shiftingesad imposes a significantly lower
complexity than the ALT scheme, as quantified in Figure ZaB4{here their corresponding com-
putational complexity is characterized versus the SNR fifigh in terms of the total number of
PED-evaluations per channel use. Specifically, althougairy fsharp drop can be seen in the
complexity imposed by the ALT-assisted receiver as the SitReased from a moderate level to a
relatively high value, the ALT-assisted receiver stilluegs a considerably higher computational
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Figure 3.32: (K = N4, = 128, SNR=10 dB) LLR histograms at both the input and the output
of the K-best SD dispensing with ALT scheme during the iterativecpss in the scenario of an
(8 x 4)-element 4-QAM SDMA/OFDM system: The horizontal axis regaets the value of the
LLRs, where the positive sign indicate the LLR has the cdpetarity, while the negative implies

the wrong polarity. Therefore, the vertical axis indicatesrelative frequency of correct or wrong
LLRs.

effort for matching the BER performance of its center-ghjftaided counterpart. On the other
hand, the above-mentioned sharp drop in the complexity smgdoy the ALT-aidedK-best SD
when the SNR is increased relatively high is caused by thetliat the complexity imposed per
iteration decreases as the iterative detection proceedsnase observed in Figure 3.34(b), where
we have a relatively high of SNR3dB.

3.3.3.2 ALT-Assisted Center-Shifting Hybrid Sphere Deteiton

Since the computational complexity imposed by the ALT sobgrar iteration is expected to de-
crease as the iterations proceed as observed in FiguréB.84this section we propose a hybrid
SD-aided iterative receiver, which combines the benefith®fALT scheme and the SIC-MMSE
center-shifting scheme, for the sake of attempting to redbe associated complexity further. In
comparison to the center-shifting SD receiver dispensiiig the ALT technique, a small perfor-
mance degradation is imposed if the ALT scheme is employ&dean in Figure 3.35. This is not
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Figure 3.33: (K = N4, = 128, SNR=10 dB) LLR histograms at both the input and the output
of the K-best SD using ALT scheme during the iterative process irstemario of ar(8 x 4)-
element 4-QAM SDMA/OFDM system: The horizontal axis repres the value of the LLRs,
where the positive sign indicate the LLR has the correctnitglavhile the negative implies the
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unexpected, since a non-Gaussian distribution was egdiby the soft bit information, i.e. by the
LLRs, which are exchanged between the inner and outer degodading to a limited iterative
gain. On the other hand, the computational complexity ireddsy the candidate list generation
phase of the SD is significantly reduced, as seen in Figu 3/®re specifically, Figure 3.36(a)
depicts the overall computational complexity of the hylmedeiver per channel use for different
SNRs in contrast to that of the pure SIC-MMSE-assisted ceshiéting SD receiver. By contrast,
Figure 3.36(b) shows the computational complexity per okamise at each iteration, i.e. as a
function of the iteration index. Both of the two receivers emnpared here have to carry out the
candidate list regeneration at each iteration. As showngarg 3.36(b), when invoking the ALT
scheme, the hybrid system exhibits a gradually reduced lexity as the iterations proceed, while
the pure center-shifting-aided receiver imposes a cohstamplexity at each iteration. Hence,
the resultant overall computational complexity of the hgbieceiver is significantly reduced. To
be specific, for the candidate list generation phase, onbytabalf the computational efforts are
required by the hybrid receiver at high SNRs, as seen in Eig§L86(a).
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Figure 3.34: The candidate list generation related computational cerilyl comparison of the
SIC-MMSE center-shifting-aided and the ALT-aidédbest SD iterative receiver i(8 x 4)-
element SDMA/OFDM system: (a) the overall computationahpéexity per channel use for
different E;, / Ngs; (b) computational complexity per channel use of eaclatiem. Note: the
maximum number of iterations for all differeft, / Nys is 8 and the iterative detection will be
terminated as soon as there is no more iteration gain canhievad, i.e. the resultant trajectory
line reaches the convergence point.

3.4 Unity-Rate-Code-Aided Three-Stage Iterative ReceiveEmploy-
ing SD

Recently, a unity-rate-code-aided (URC) 3-stage ser@lycatenated system was proposed [111]
in the context of single-input single-output MMSE Turbo Ezgtion. A rate-1 encoder and its
corresponding decoder are amalgamated with the transmaittethe receiver, respectively. There-
fore, theextrinsicLLRs are exchanged between three blocks, i.e. the MMSE iegualhe URC
decoder and the convolutional decoder at the receiverltirggin a significant performance gain
which was explicitly indicated by the resultant EXIT chast®own in [111] [112]. In this section,
we transplant the URC-aided three-stage concept into ouai8&d MIMO system. Investigation
of the resultant system’s performance has been carried siag tboth EXIT chart analysis and
Monte Carlo simulations. Finally, the performance of thateeshifting scheme in this scenario
will also be studied.

3.4.1 Unity-Rate-Code-Aided Three-Stage Iterative Receer

Figure 3.37 depicts the system model of the SD-aided 3-stagally concatenated transceiver
in the context of an Uplink (UL) SDMA/OFDM system, where eagder has a single transmit



3.4.1. Unity-Rate-Code-Aided Three-Stage Iterative Reoeer 96

N =32 (SIC-MMSE&ALT)
and

Ci

d o—N_, =32 (SIC-MMSE)

BER

10 12 1‘4 1‘6 1‘8 20
E/N, (dB)
Figure 3.35: BER performance of the two-stagebest SD iterative receiver using the combined

SIC-MMSE center-shifting and the ALT schemes in @x 4)-element 4QAM SDM/OFDM
System. All other system parameters are listed in Table 3.1.

antenna, as we have always assumed so far. At the transnaittdock of L information bits
uq Is first encoded by the convolutional channel encoder | ireotd generate the coded bitg,
which are interleaved by the interleavidr of Figure 3.37. Then the resultant permuted hbifs
are successively fed through the URC encoder Il and thel@atexi1,, yielding the interleaved
double-encoded bitgs, which are delivered to the bit-to-symbol modulator/mappiote that
the labelsu andc represent the uncoded and coded bits, respectively, pomdsig to a specific
module as indicated by the subscript. For exampleandc, denote the uncoded bits and the
coded bits at the input and the output of the URC encoder lligdifeé 3.37, respectively. At the
receiver of Figure 3.37 which is constituted by three mosluteamely the SD, the URC decoder
Il and the convolutional channel decoder Il, the extrinsifoimation is exchanged amongst the
blocks in a number of consecutive iterations. Specificayshown in Figure 3.37(-) represents
the a priori information expressed in terms of the LLRs, whH¢-) denotes the corresponding
extrinsicinformation. Hence, the URC decoder generatesdwtansicoutputs by processing two
a priori inputs delivered from both the SD and the convolutional decdl. After completing the
last iteration, the estimatel of the original transmitted information bit; are produced by the
convolutional channel decoder 1.

We denote the MI between treepriori value A(s) and the symbob asl,,, while the MI
between thextrinsicvalueE(s) and the symbad by Ir,). Hence, the Ml of the two outputs of the
URC decoder, namelyg,,) andIg.,), are functions of the twa priori Ml input, namely,l,,,)
andl,.,). Explicitly, we have [111]:

IE(uz) = Tuz(IA(uz)/ IA(Cz))/ (335)
Ieeyy = Tes(Ta(uy)r La(er))- (3.36)

Therefore, two 3D EXIT charts corresponding to the above égoations are needed in order to
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Figure 3.36: The candidate list generation related computational cerilyl comparison of the
hybrid K-best SD iterative receiver which combines the SIC-MMSEeesghifting scheme and
the ALT technique: (a) the overall computational comphegier channel use for differeRy, / Nys;

(b) computational complexity per channel use for each fiigma Note: the maximum number of
iterations for all differenE;, / Nys is 8 and the iterative detection will be terminated as ssdhere

is no more iteration gain can be achieved, i.e. the resuitajeictory line reaches the convergence

point.

fully describe the EXIT characteristics of the URC decodiecontrast to the double-input-double-
output URC module of Figure 3.37, both the SD and the conariat decoder can be viewed as
single-input-single-output modules, for a given receiggghal vector. Thus, a single 2D EXIT
chart is sufficient for characterizing each of them. Sinhjlawe have the corresponding EXIT
functions expressed as [111]:

It (uy) = Tus(La(us), Ev/ No) (3.37)
for the SD and
Ig(e;) = Tey (Ia(ey)) (3.38)

for the convolutional channel decoder. We note that sineevthI,,,) of the SD’s output, is inde-

pendent of 4,,,), the traditional EXIT curve of the SD portrayed in the 2D spatFigure 3.2 can

be extende to the 3D space by sliding the EXIT curve alond thg) axis. Thatis to say the EXIT
characteristics of the SD can be portrayed as an EXIT suifegee of the two 3D EXIT charts of
the URC decoder, namely Figure 3.38(a). Similarly, the EXlifface of the outer convolutional
decoder can be generated as depicted in Figure 3.38(bhevgsith the other 3D EXIT chart of
the URC decoder, sinck ) of Eq.(3.38) is independent df, ). Consequently, totally two 3D
EXIT charts are required for plotting all the EXIT function3o be specific, Figure 3.38(a) for
Eq.(3.36) and Eq.(3.37), while Figure 3.38(b) for Eq.(3.88d Eq.(3.38).

The intersection of the surfaces of the SD and the URC deaddacterizes the best possi-
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Figure 3.37: Unity-rate-code-aided 3-Stage iterative detection sghem

ble achieveable performance for different fixed values 0f ) as the iterations between the SD
and the URC decoder are carried out, during which the sofhfiitmation is exchanged. More
importantly, according to Eq.(3.35), for each po@rﬁ}‘(uz), La(cy)s IE(Q)) of the intersection line as
seen in Figure 3.38(a), there is a specific polat(uz), La(cy)s IE(MZ)) determined by the twa priori
inputs of the URC decoder on the surface of the URC decoddgimé3.38(b). Hence, there must
be a line (not plotted) on the surface of the URC decoder inif€i¢3.38(b) corresponding to the
intersection line in Figure 3.38(a). In order to simplifyetbomplicated 3D EXIT chart represen-
tation, we view the SD and the URC decoder as a joint module siftgle inputlg,,) and single
output IA(MZ). As a result, a classical 2D EXIT chart can be plotted, whiah be also obtained
by projecting the aforementioned line on the surface of tReCWecoder in Figure 3.38(b) on the
It (uy)-Ia(u,) PlaNE, as seen in Figure 3.39(a).

Figure 3.39(a) shows the 2D EXIT chart of decoder | and theliined module of the decoder
Il and the SD, in comparison with that of the conventional stage iterative receiver. As ob-
served in Figure 3.2, due to the insufficient length of thedadate list, the maximum achievable
iterative gain becomes rather limited, since the EXIT cuwfi¢he SD intersects with that of the
channel decoder at an earlier stage, if we héwe N.,,,; values of 16 or 32. In other words, when
the resultant decoding trajectory gets trapped at thesatgion point of the EXIT chart, where the
decoding convergence point, after a certain number otitars, typically a residual error floor per-
sists. However, with the aid of the URC decoder Il seen in FE@u37, the point of the EXIT curve
intersection of the joint decoder Il and SD module and thatesfoder | moves close to tlié, 1)
point, resulting in a near-error-free performance, as ksthere is an open tunnel between the two
EXIT curves. More specifically, as observed in Figure 3.3%@ the SD-aided iterative receiver
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Figure 3.38: (SNR=8 dB) 3D-EXIT charts oK-best SD-aided 3-stage iterative receiver in the
scenario of(8 x 4) rank-deficient 4-QAM SDMA/OFDM system.

usingK = 16, an open tunnel is created between the EXIT curve of the @istD and decoder Il
module and that of decoder | at an SNR of 10.2 dB. Thus, thesponding BER curve plotted in
Figure 3.39(b) confirmed the predictions of the EXIT chasdlgsis seen in Figure 3.39(a), indicat-
ing that the BER decreases sharply, once the SNR is in extabsat 10.2 dB. Similarly, when we
haveK = 32, a lower convergence threshold of 9.7 dB associated witlven earlier decrease of
the BER curve, as shown in Figure 3.39(b). Consequentlgngivtarget BER of0—>, nearly 4 dB
and 2 dB performance gain can be attained over the convahttbatage iterative receiver, when
employing the URC decoder Il in conjunction wikh= 16 andK = 32, respectively. However, as
a price, the BER of the three-stage scheme is expected t@bertthan that of the 2-stage receiver
at low SNRs. The reason behind this phenomenon becomesgrléave refer to the EXIT chart
comparison of the 2-stage and the 3-stage iterative rasetbharacterized in Figure 3.39(a), where
we observe that the EXIT curve of the inner decoder of the eotiwnal 2-stage receiver has a sig-
nificantly higher starting point than that of its 3-stage mteupart, resulting in a lower convergence
threshold, which in turn leads to a potential higher iteeagain at relatively low SNRs. Although
the employment of the URC encoder/decoder pair at the tristiesireceiver is capable of moving
the EXIT curve intercept point closer {d, 1), an open tunnel can only be formed, if the value of
K or N2 as well as that of the SNR is sufficiently high. This explawby the BER curve of
the SD using K = 32) drops sharply at a lower SNR than that of the SD employiig= 16), as
seen in Figure 3.39(b).

The reason why a URC will make the slope of the EXIT chart custeeper hence resulting
in a lower error floor and a higher BER waterfall threshold) be interpreted as follows. Since
the URC has an Infinite-Impulse-Response (lIR) due to itsngee coding structure, the corre-
sponding EXIT chart curve is capable of reaching the higpesit of perfect convergence to an
infinitesimally low BER(1, 1), provided that the interleaver length is sufficiently lafg&3]. On
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Figure 3.39: EXIT analysis and BER performance of the three-stage iteraeceiver using the
K-best SD.

the other hand, since the URC decoder employs the MAP degadineme, the extrinsic proba-
bility computed at the output of the URC decoder containsstmae amount of information as the
sequence at the input of the URC decoder. In other words, rdee under the inner EXIT curve
remains unchanged regardless of the employment of the UR4 I15]. Hence, a higher ending
point of the EXIT curve leads to having a lower starting poimiplying a steeper slope of the EXIT
curve.

3.4.2 Performance of the Three-Stage Receiver Employing ¢hCenter-Shifting SD

The decay observed in Figure 3.2 for the combined SD and URGdae Il module’s EXIT curve
observed whelK andN,,,,; are set to an insufficiently high value is caused by the cparding
EXIT surface of the SD as plotted in Figure 3.38(a). Our pasiinvestigations for the center-
shifting scheme indicated that the SIC-MMSE-aided schesmapable of ensuring that the EXIT
curve of the inner decoder, namely, that of the SD monotdigideacreases upon increasing, as
seen in Figure 3.20(a). Hence, we apply the SIC-MMSE ceitifting scheme in the context of
the URC-aided three-stage iterative receiver, in ordemfarove the shape of the EXIT curve seen
in Figure 3.39(a), which may result in a relatively high cergence threshold. The three-stage
SIC-MMSE-aided center-shifting-best SD assisted iterative receiver is portrayed in Fi§ute,
where the SIC-MMSE-aided center-calculation is appliedusl, re-detection using an updated
search center has to be carried out during each iteratidintrakes the SD.

Figure 3.41 shows the resultant 3D EXIT chart of the thregetscheme, where we observe
that the EXIT surfaces do not suffer from a severe bendingasetof the non-center-shifting-aided
receiver characterized in Figure 3.38(a), even wKeor N, is relatively small. The resultant
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scheme

EXIT curve of the combined SD and URC decoder Il module istptbin Figure 3.42(a), for
K = Ng:q = 16, which does not touch the EXIT curve of decoder I. To be sprdifie original
convergence threshold of the three-stage receiver usirggmier-shifting is about 10.2 dB, since
an open tunnel is just formed for SNRs in excess of this let&r SNRs below this level, the
EXIT curve of the combined module would fall below that of dder I, leading to a consistently
closed EXIT tunnel, as exemplified by the situation charazd by SNR=9.6 dB, as also portrayed
in Figure 3.42(a). However, thanks to the employment of tHe-®MSE-aided center-shifting
scheme, a wide open tunnel has been created between the EXEBcThe convergence threshold
of the SIC-MMSE center-shifting aided three-stage scheme reduced to about 9.6 dB and the
resultant BER curve is plotted in Figure 3.42(b) in compariso that of the three-stage receiver
dispensing with center-shifting. Indeed, with the aid @ tenter-shifting scheme, the BER curve
starts to drop more sharply at a slightly lower SNR, whichinsilar to the convergence threshold
observed in Figure 3.42(a), yielding a performance gain®t® for the target BER of0 . It is
not unexpected that the attainable performance improvemearsignificant, since the SIC-MMSE
center-shifting scheme fails to increase the relatively $tarting point of the EXIT curve, which
is brought about by the employment of the URC decoder II.

3.4.3 Irregular Convolutional Codes for Three-Stage Iterdive Receivers

The so-called Irregular Convolutional Codes (IrCCs) [1116/{] proposed by Tuchler and Hage-
nauer, encode appropriately chosen ‘fractions’ of thetigsfn@am using punctured constituent con-
volutional codes having different code rates. The appatgriractions’ are specifically designed
with the aid of EXIT charts, for the sake of improving the cergence behavior of iteratively de-
coded systems. Thus, with the aid of IrCCs, we are able tedbkr mismatch between the EXIT
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Figure 3.41: 3D EXIT chart of the three-stage SIC-MMSE-aided centeftisigy K-best SD as-
sisted iterative receiver

curve of the inner decoder in the three-stage receiver amEXIT curve of the RSG2,1,3)
code marked by crosses in Fig. 3.43. Our goal is to achievengnoved convergence behavior
for the three-stage concantenated system by minimizingutha between the EXIT curve of the
amalgamated two-compound inner code and that of the oudiex. ddhe resultant EXIT curve of the
optimized IrCC having a code rate @b is represented by the dotted line in Fig. 3.43. Hence, a nar-
row but still open EXIT-chart tunnel is created, which ingslihaving a near-capacity performance
attained at the cost of a potentially high number of decodimgtions, although the ‘per-iteration’
complexity may be low.

Monte Carlo simulations were performed for characterizimg decoding convergence predic-
tion of the IrCC design in the high-throughput overload8d< 4) SDMA/OFDM system. As our
benchmarker system, the half-rate RSC(2,1,3) code’s EXitVecmarked by crosses in Fig. 3.43
is employed as the outer code of the traditional two-stageiver. As our proposed scheme, the
half-rate IrCC corresponding to the EXIT curve represetugthe dotted line in Fig. 3.43 is used
as the outer code in the URC-assisted three-stage recéiiger3.44 compares the BER perfor-
mance of both systems, where we can see that at relativey3titRs, both three-stage concate-
nated receivers - namely that using the SD employing thesicldSC code as well as the one
employing the optimized IrCC code - are capable of outperiog the traditional two-stage re-
ceiver equipped with the SD. Specifically, given a target BER0 >, a performance gain &5
dB can be attained by the three-stage receiver over its tagescounterpart, when both of them
employ the SDN,,,s = 32) and the regular RSC. Remarkably, when amalgamated witb R@
encoder/decoder, the three-stage receiver using the SVgpgd = 32 becomes capable of out-
performing the two-stage receiver using the high-complaxear-MAP SD havingV,,,; = 1024,
provided that the SNR is in excess of abalitdB. Furthermore, an addiational performance gain
of 1 dB can be attained by employing the optimized IrCC in congmarito the classic RSC aided
three-stage system. Moreover, in order to further enhame@dchievable performance, when the
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SIC-MMSE-aided iterative center-shifting SD is invokedother approximatelyt dB additional
performance gain is attained. Consequently, as observeir8.44, given a target BER a2,
overall performance gains df5 dB and2 dB are attained by our proposed system in comparison
to its SD (N4 = 32) aided and SDN,,,; = 1024) assisted two-stage counterparts, respectively.

In line with the EXIT chart based predictions of Fig. 3.43, leaip BER improvement is
achieved by the three-stage receiver, as seen in Fig. 3ntg the EXIT curve of the inner code
will rise above that of the outer code for SNRs in excess oftairelevel, resulting in a consistently
open EXIT tunnel leading to the point of convergencélafl ), which is exemplified in Fig. 3.45
by the curve recorded at SNR9.5 dB when using the half-rate IrCC as the outer code. Also
shown in Fig. 3.45 is the stair-case shaped decoding taajeetolving through the open tunnel to
the point of convergence &t, 1), as recorded during our Monte Carlo simulations. The atitina
order of the three SISO modules used3i? 1 2 1 2], where the integers represent the IndBxof
the three SISO modules. Specifically= 3 denotes the SOI, = 2 represents the URC decoder Il
andI = 1 denotes the channel decoder | of Fig. 3.40. Hence, the akdiordinates of the points
A1, Az and As in Fig. 3.45 quantify thdg,,) value measured at the output of the URC decoder
Il corresponding to its three successive activations dyitie first iteration, respectively, while the
segments betweeA; and A, as well as betweer; and A4 represent two successive activations
of the channel decoder | during the first iteration, respebti The segment betweets and A¢ in
Fig. 3.45 denotes the beginning of a new iteration assatiatt similar decoding activations.

Figure 3.46 depicts the computational complexity - whicfuantified in terms of the number
of PED evaluations corresponding to the tgprof Eq.(2.24) - imposed by the SD versHg/ Ny
for the above-mentioned receivers. Note that the commumalticomplexity imposed by th€-best
SD dispensing with the center-shifting scheme remainstaahfor both two-stage and three-stage
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element SDMA/OFDM system d, /Ny = 8 dB.

receivers regardless of the SNR and the number of iteratiorder the assumption that the buffer
size is sufficiently large to store the resultant candidisted, which is generated by the SD just
once during the first iteration between the SD and the chasiewdder. On the other hand, every
time the search centet. in the transmit domain is updated, the SD is required to regaa the
candidate list. However, as observed in Figure 3.46 theidatellist sizeN,,,,; can be substantially
reduced with the aid of the center-shifting scheme, heneedgsultant overall complexity imposed
by the SD becomes significantly lower than that of the recaigeng no center-shifting. Explicitly,
the candidate list generation complexity of the SIC-MMSEHtee shifting-aided two-stage receiver
is well below that of the receiver using no center-shiftifght across the SNR range spanning from
2 dB to 12 dB. This statement is valid, if our aim is to achieve the nd&P BER performance
quantified in Figure 3.44, which can be attained by haihg= N_;,; = 1024 for the system
operating without the center-shifting scheme or by setkng N.,,; = 32 in the presence of the
center-shifting scheme. Actually, the number of PED evabna carried out per channel use by the
system dispensing with the center-shifting scheme renaaitggh as 13,652, regardless of the SNR
and the number of iterations. On the other hand, in the peesehthe center-shifting scheme, the
candidate list has to be regenerated at each iteration omgtineless, the total complexity imposed
is substantially reduced. We can also observe from Figut@ that the center-shifting-best SD
employed by the URC-aided three-stage system imposes autatimpmal complexity, which is
even below that of its center-shifting-aided two-stagenterpart, while achieving a performance
gain of2 dB for target BER ofl0~>, as seen in Figure 3.44. Hence, the significant complexity
reduction facilitated by the proposed SD scheme in the gboféhe three-stage receiver outweighs
the relatively small additional complexity cost imposedtbg URC, which only employs a two-
state trellis, leading to an overall reduced complexityrtifermore, in addition to the complexity
reduction achieved by the proposed scheme, another bendii¢ iattainable memory reduction,
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Figure 3.44: BER performance of the three-stage iterative receivergudie K-best SD in the
scenario of ar{8 x 4)-element SDMA/OFDM system.

since there is no need to store the resultant candidatetigtd forthcoming iterations. As a result,
the memory size required can be substantially reduced byndpavsignificantly reduced value of
K.

3.5 Chapter Conclusions

In this chapter, our main objective was to reduce the conifplexcountered by the conventional
LSD in the channel coded iterative receiver and to contrimea-capacity design for the SD-aided
MIMO system. To be specific, although the conventional LS wapable of achieving a signif-
icant complexity reduction in comparison to the exact MARed®r, it may still impose a poten-
tially excessive complexity, since the LSD has to generaitarsormation for every transmitted bit,
which requires the observation of a high number of hypothebeut the transmitted MIMO sym-
bol, thus generating a large candidate list to represengritiee lattice. This complexity problem
may be aggravated by supporting an increased number of aisetsr using a high-order modula-
tion scheme, especially in high-dimensional rank-deficiMO systems. Therefore, in order to
maintain a near-MAP performance, while relying on a smalb§symbol hypotheses, we proposed
two complexity-reduction techniques, namely the itemtenter-shifting based SD scheme of Sec-
tion 3.2 and the ALT-assisted SD scheme of Section 3.3, botrhizh rely on the exploitation of
the soft-bit-information delivered by the outer channatatier in the iterative receiver.

More specifically, in Section 3.2.3 three different aldumits were proposed for the iterative
center-shifting SD, namely, the DHDC, the DSDC and the SIS assisted search-center cal-
culation schemes. It was shown in Figure 3.21(b) that the MSE-aided scheme outperforms
the other two. This is not unexpected, since although theNMMSE-aided SD scheme imposes a
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slightly higher complexity in order to attain a more accarsg¢arch center, a significant complexity
reduction may be achieved, which is associated with thegésieration and soft-bit-information
calculation carried out by the SD. Our proposition in Setfo2.2 was that the search center may
be generated by a more sophisticated detector than the L8A8Htetector of conventional SDs.
This generic proposition turned the SD into a high-flexipiietector, which may be beneficially
combined with highly sophisticated or low-complexity larer nonlinear detectors. In other words,
the total affordable computational complexity may be flex#plit between the SD’s search-center
calculation phase and the search phase.

Based on the exploitation of the soft-bit-information, rynthea priori LLRs gleaned from
the outer channel decoder, in Section 3.3 we proposed amettheced-complex technique termed
as the ALT-aided SD scheme. Given the definition of &priori LLRs, the sign of the LLR
indicates whether the current bit is more likely to & or —1, whereas the magnitude reflects
how reliable the decision concerning the current bit is. ¢¢ethe basic idea behind the ALT-aided
SD scheme of Section 3.3 is as follows: when the absolute\@fithea priori LLR of a specific
bit is larger than the preset ALT threhold, we assume that awe eliable knowledge of this bit
being0 or 1. As aresult, the tree search of the SD may be significantlplgied, since the number
of the tentative candidates for the corresponding treeckdavel may be reduced. As evidenced
by Figure 3.26(b), the threshold has to be carefully adjusbe the sake of achieving the target
performance as a function of the SNR encountered. As seeigime=3.24, the proposed ALT
scheme is capable of providing useful performance imprerds) although these are slightly less
significantly than those achieved by the SIC-MMSE basedecetiifting-assisted SD scheme in
Figure 3.21(a). This is because the non-Gaussian distibof the LLRs recorded at the output
of the ALT-aided SD in Figure 3.29 during the iterative détat process limits the efficiency
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of the iterative detection process and imposes difficultiethe EXIT chart assisted performance
prediction.

Finally, motivated by the URC-aided three-stage SISO tatpaalizer of [111], in Section 3.4
we significantly improved the performance of the convergidwo-stage SD-aided turbo receiver
of Figure 3.1. We achieved this improvement by intrinsicalinalgamating the SD with the de-
coder of a URC having an IIR, both of which were embedded inaachkl-coded SDMA/OFDM
transceiver, thereby creating the powerful three-stagallyeconcatenated scheme of Figure 3.40.
For the sake of achieving a near-capacity performance,roddén Figure 3.40 that IrCCs were
used as the outer code for the proposed iterative centinghsD aided three-stage system. Con-
sequently, we demonstrated in Figure 3.44 that at a targRt@dE0 >, anE;, / Ny performance gain
as high a4.5 dB was attained by the system of Figure 3.40 using the MMSfedaenter-shifting
SD relying on a low-complexity candidate list sizef,,,; = 32, in comparison to its two-stage
counterpart of Figure 3.18 in the challenging scenario f8an 4)-element rank-deficient 4-QAM
SDMA/OFDM uplink system.

In Table 3.8 we quantitatively summarize and compare theréiit SD-aided receiver’'s per-
formance as well as complexity in the context of(8nx 4)-element 4-QAM SDM/OFDM Rank-
Deficient System. As observed in Table 3.8 the combinatiothef SIC-MMSE-aided center-
shifting and the ALT schemes is capable of achieving a neadRNperformance at the lowest
complexity for the conventional 2-stage receiver. A furtperformance gain of.6 dB may be
attained by our near-capacity design using the URC-aidstd@e receiver.
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Performance & Computational Complexity of Various SD-Aided Receiver
in an (8 x 4)-element 4-QAM SDM/OFDM Rank-Deficient System (Targe BER10~°)

SD-Aided Receiver Neana(K) | Iterations | SNR | Memories | SD Compl. | MAP Compl.
1024 3 10.5 8196 13652 49152
conventional SD 128 3 11.2 1024 2388 6144
(no center-shifting, 64 2 12 512 1364 2048
no ALT) 32 2 12.8 256 724 1024
16 2 15 128 404 512
2-stage | SIC-MMSE aided 64 3 10.2 512 4092 3072
receiver | center-shifting SD 32 3 10.2 256 2172 1536
(RSC) (no ALT) 16 3 11 128 1212 768
ALT-aided SD 128 4 10.2 1024 5070 8192
(no center-shifting) 16 6 12.8 128 N/A 1536
SIC-MMSE aided
center-shifting SD 32 4 10.8 256 1490 2048
using ALT
3-stage | SIC-MMSE aided
receiver | center-shifting SD 32 9 9.2 256 6520 4608
(IrCC) IrCC, r=0.5

Table 3.8: Summary of the SD-aided receiver investigations of Chaptd¥ote that the compu-
tational complexity of the SD, i.e. the list generation bg 8D, is calculated in terms of the total
number of PED evaluations, while that of the soft informati@neration by the SD/MAP detector

is computed on the basis of Eq.(3.16) in terms of the totallmemof OF evaluations corresponding
to the two terms in Eq.(3.14).



Chapte

Sphere Packing Modulated
MIMO-OFDM Employing
Multi-Dimensional Tree Search Assisted

Sphere Detection

4.1 Introduction

4.1.1 System Model

In previous chapters, the SDMA/OFDM system supportihgingle-antenna-assisted MSs was
considered, where the multiuser data streams sharing the tiame/frequency channel can be dis-
tinguished at the BS with the aid of their unique user-spesihiatial signature constituted by their
CIRs, resulting in a potentially significant increase inapa efficiency. The separability of the

individual MIMO links relies on the presence of rich multibgropagation, which requires a suf-
ficiently high antenna spacing, in order to ensure that tbwitual channels between pairs of the
transmit and receive antennas exhibit an independent igaytistribution and the absence of a
strong Line-Of-Sight (LOS) path. In the light of this integtation, SDMA transmissions can be
viewed as MIMO schemes maximizing the system'’s overallughput.

On the other hand, instead of maximizing the system’s ovdredughput, another powerful
family of MIMO schemes was designed for achieving spatieédiity, which is usually quantified
in terms of the number of decorrelated spatial branchedadliat the transmitter or receiver,
which is referred to as thdiversity order An effective and practical way of achieving MIMO-aided
diversity is to employ space-time coding (STC), which is acsiic coding technique designed for
MIMO systems equipped with multiple spatially separatemh$mit antennas. When the signals
of a specific user are launched from different transmit ardenduring different time slots, the
independently fading channels are less likely to simubtas encounter deep fades. Hence, the
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MIMO system is capable of exploiting the independently figdpaths of multipath propagation
environments.

Hence, the family of MIMO transmission schemes may be slidbelil/into two main categories,
i.e. those designed for achieving spatial multiplexing spdatial diversity, which aim to maximize
the data rate and to minimize the transmission error ragpedively. It is worth noting, however
that there have been proposals in the literature, whichapalde of striking a more flexible com-
promise between the achievable rate and reliability [22]jer€fore, in this chapter we consider a
UL Multi-User MIMO (MU-MIMO) system, where the SDMA technig used as a spatial multi-
ple access scheme significantly increases the system’albtroughput without requiring extra
spectrum. Meanwhile, in order to attain the spatial divgrgains, multiple antennas are assumed
to be employed by each user. Thus, the multiple-transnérara-assisted STC scheme may be
employed by each user providing the diversity gains on tap®f&patial multiplexing gain, which
renders the system more robust to the hostile wirelessdastiannels.

MS coding L

modulation
space-time processing *

0010110

. 001011c¢
multiuser detection [
¢ demodulation .
. . ; 1011011
BS decoding i
MS coding U
1011% modulation

space-time processing

Figure 4.1: Schemtic of a generalized SDMA/OFDM wireless uplink traisgion system.

More specifically, the generalized SDMA/OFDM UL transmissscenario is now depicted in
Figure 4.1, where each of tHé synchronous co-channel users/mobile stations (MS) isppedi
with M,, transmit antennas and employs a specific STC scheme, whikSIhas\ receive antenna
elements. Hence, under the assumption that each MS is eglagth the same number of transmit
antenna elements, the total number of transmit antennesis M1 + Mo+, ..., +My = U - M,,.
The space-time modulator of thh MS maps aequencef bits b(k)f;ol to asequencef M, x 1
symbol vectorss(t){;é, which are transmitted with the aid of its owvl,, number of transmit
antenna elements durirjgsuccessive symbol periods of duratidin Generally, each space-time
signal of theuth MS can be expressed a$®, x J)-element matrix given by

S = [S(”)(T),s(”)(ZT),...,s(”)(]T)}, (4.1)
STy seT) s (1)
_ | sen - S0 “
_sggi(T) s\ (21) - %{(]T),_ Vo)

wheres{" (jT) denotes the symbol transmitted by the transmit antennaeslem(m = 1,2, ..., M,,)
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of useru (u = 1,2,...,U) during thejth symbol periodj = 1,2, ..., ]). Hence, the resultant aver-
age rate, or throughput, of a specific space-time co8¢ jsbits/sec/Hz. Note that for a pure spatial
multiplexing system, we havg = 1, since there is no spatial or temporal correlation intrediuc
among the transmitted signals.

The multiple transmit antennas of each MS are assumed toditioped as far apart as possible
to ensure that signals launched from the different transmiénnas experience independent or
spatially uncorrelated fading channels. Hence, at anraritime, the link between each pair of
transmit and receiver antennas may be characterized wathithof a unique transmit-antenna-
specific FDCTF, which is denoted & ‘,’,2 The superscript and subscript lofrepresent the user
and the antenna element index, respectively. For examm@e-DCTF or the spatial signature of
transmit antenna elemenmt of the uth user can be expressed as a column vector:

u u u u T
b = [ i | (4.3)

with m € 1,..., M, andu € 1,...,U. If the mth transmit antenna element’s signal is denoted
by s,(;‘ ), and the received signal plus the additive white Gaussi@ser{@WGN) at receive antenna
elementn is represented by, andw,, respectively, the entire SDMA system can be described by
a matrix equation written as:

y =Hs +w, (4.4)

where the received signal vectoryisc CV*1, the transmitted signal vectorss€ CM*1, and the
noise vector isv € CN*1 which are given by the following equations, respectively:

vy = [yy2ynl', (4.5)
T

s = {sgl),sgl),...,sg}f)l,...,sgu),sgu),...,sg\zg , (4.6)

= [S],Sz,...,SM]T, (4.7)

w = [wl,wz,...,wN]T. (4.8)

The system’s overall FDCTF matrid € CN*M is constituted byM FDCTF column vectors
h,(# eV *1 which correspond to the spatial signature ofrté transmit antenna element of the
uth user, as defined by Eq.(4.3). Hence, the FDCTF m&droan be expressed as:

H=[h{",hy", . h{), . " n,  n{), (4.9)

M columns

where each column represents a certain transmit antenn@jgeuspatial signature of a specific
user. Here, we assume that the FDOq'ﬁl% between theith user’s tranmsit antenna elememtc
1,2,..., M, and receive antenna element 1,2, ..., N are independent, stationary, complex valued
Gaussian distributed processes with a zero-mean and aamange [3]. Furthermore, both the
mth transmit antenna element’s sig%ﬂ of useru, and the AWGN noisey,,, at thenth antenna
element exhibit a zero-mean and a variance?ofind2c?2, respectively. Note that the elements of
the matrixH represent the FDCTF, since our SDMA systems are consideried tombined with
OFDM systems [3] as discourse in Section 1.3.

Finally, although the above-mentioned system model dasgid generalized MU-MIMO trans-
mission scheme, it is also applicable to a Single-User MINBO-MIMO) scenario, when setting
u=1.
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4.1.2 Chapter Contributions and Outline

The concept of combining orthogonal transmit diversityigies with the principle of Sphere Pack-
ing (SP) [118] was introduced by Sat al. in [119] for the sake of maximizing the achievable
coding advantage, demonstrating that the proposed SE-&itIBC (STBC-SP) scheme was capa-
ble of outperforming the conventional orthogonal desigeeaSTBC schemes of [18, 20, 120] in
the SU-MIMO DL scenario. Against this background, our maintcibution in this chapter is the
challenging design of thK-best SD for SP-modulated systems, which extends the emelatyof
STBC-SP schemes to MU-MIMO scenarios, while approachiegMAP performance at a moder-
ate complexity. More specifically, the novel contributimfghis chapter are listed as follows:

e We improve the STBC performance by jointly designing theespiene signals of the two
time slots of an SDMA UL scheme using SP modulation, whitgiegiorthogonal designs
make no attempt to do so owing to its potentially complexatiete

e \We solve this potential complexity problem by further dapiely theK-best SD for the de-
tection of SP modulation, because SP offers a substanti®l Nuction at the cost of an
increased complexity, which is reduced by the new SD.

The remainder of this chapter is organized as follows. Tineldinentals of othogonal STBC
schemes are briefly reviewed in Section 4.2.1, followed bysaadirse on the orthogonal design
of STBC schemes using SP modulation in Section 4.2.2. TheBection 4.3 our SD design con-
trived for the STBC-SP assisted MU-MIMO system is detailddbre specifically, based on the
bit-by-bit MAP detection scheme designed for the STBC-3AMU-MIMO system derived in
Section 4.3.1, a multi-layer tree search referred to asskelased tree search is proposed in Sec-
tion 4.3.2 in order to render the conventional SD applicabline above-mentioned SP modulated
scenario. Finally, we provide our concluding remarks int®ect.4

4.2 Orthogonal Transmit Diversity Design with Sphere Packng Mod-

ulation

4.2.1 Space-Time Block Codes

4.2.1.1 STBC Encoding

Space-Time Block Codes (STBC) describe the relationshipvden the original symbol stream
stored in the column vectoarand the redundant signal replicas artificially construetethe trans-
mitter for transmission from the different antennas duiifferent time slots or symbol periods.
Generally, a STBC can be described byM,, x J)-dimensional transmission matrix as defined
earlier in Eq.(4.2) of Section 4.1.1.

A simple but elegant Orthogonal STBC (OSTBC) scheme empipyivo transmit antennas
was discovered by Alamouti [18] and was later generalise@idngkhet al. in [120] to an arbitrary
number of antennas. This remarkable scheme enables theeretteperform ML detection based
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Tra

Information 2log, M.| Constellation ., STBJS E_Iliﬁﬁ’der ~
Source | bits Mapper | (symbols) L? . Txo

Figure 4.2: Transmit diversity using Alamouti G2 STBC code

on low-complexity linear processing, yet achieving the maxn attainable transmit diversity by
imposing a low extra encoding complexity at the transmitfEne corresponding block diagram
of Alamouti's STBC aided transmitter employing a constedia size of M, symbols is shown in
Figure 4.2, wher& log, M. number of bits of the information source are fed into the talfation
mapper in order to generate the modulated symbpéndx,. Instead of using spatial multiplexing
to double the throughput in comparison to its single antdvas®ed counterpart, the two-transmit-
antenna-aided MS launches the signalandx, as well as their conjugates simultaneously from
the two antennas during two successive symbol periods er giots. To be more specific, during
the first symbol periody; andx, are transmitted from antenna Tx1 and Tx2, respectively.nThe
in the forthcoming symbol perioe-x7 is assigned to antenna Tx1 an{l is assigned to antenna
Tx2, so that correlation is introduced in both time and gpatomain. Hence, according to the
generalized STBC transmission matrix defined in Eq.(4.8)ing the two consecutive symbol
periods ofjT and(j + 1)T the uth MS associated with the transmitted codeword of Alamsuti’
scheme - also known &, STBC scheme - can be represented with the aid of the following
matrix:

G2 — [s%””(ﬂ*) s+ 1)1)

() ()
_ [xl *2 ] (4.10)

where the column index of the matrix denotes the symbol garidex, while the row index repre-
sents the transmit antenna index.

4.2.1.2 Equivalent STBC Channel Matrix

A key assumption when employing the abd@e scheme is that the channel magnitude and phase
are quasi-static, as defined ﬂﬂ%(t) in Section 4.1.1, implying that the FDCTF observed for the
path between thath MS’s mth transmit antenna and thgh receive antenna of the BS at time
instantt remains constant during two consecutive symbol periodglitty, in the context of the
G, scheme we arrive at:

Hn (GT) = hin[( + 1)), (4.12)

wherem = 1,2, n = 1,2,..., N andu = 1,2, ..., U denote the indices of the transmit antennas of
a specific MS, of the receive antenna and of the MS, respéctivarthermore, it is also assumed
throughout this chapter that the FDCE#‘,,%(t) is perfectly known at the receiver. Therefore the
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noise-contaminated signals of théh MS received by theith antenna at the BS during thth
symbol period can be expressed as:

M,
! (GT) = Y B GT)si (T) + wa(jT), (4.12)
m=1
whereM,, is the number of transmit antennas employed byuttheMS. Furthermore, with the aid
of Eq.(4.10) and Eq.(4.11), we can expand Eq.(4.12) to ol#niexpression for the signal of the
uth MS received by theth antenna in two consecutive symbol periods, respectiasijollows:

v (GT) = gy )% + 1) (iT) ") + wa (G T), (4.13)
e ((+DT) = =18 GT)as" + b (T2 + w,((+ 1)T). (4.14)

n

For notational simplicity, the time index can be omitted n€equently, we arrive at:

n

vt = B 4+ ) 4wy, (4.15)
v = = R w0, (4.16)

According to [104, 121], Eq.(4.15) and Eq.(4.16) togethan be rewritten in a more compact
matrix form as:
o) =1 x4, (4.17)

where
x(1) = [x(#) xgu)]T (4.18)

represents the transmitted symbols of#fie MS during two consecutive symbol periods, aﬁlifj‘ )
is defined as thequivalent STBC channel mattdetween théVl,, number of transmit antennas of
the uth MS and thenth receive antenna at the BS, which can be expressed foGthgecheme

as [104,121]:
() (u)
A | Mo
= [h(u)* _h"w)*]- (4.19)

n2 nl

Moreover,y of Eq.(4.17) is defined as tleguivalent received signal vectarhich is given by:

i =y T, (4.20)

where the first element,; ,, corresponds to the signal received by ttte antenna during the first
symbol period and the second elemggt, is the conjugate of the signal received at the same
antenna during the second symbol period, witieof Eq.(4.17) is referred to as theguivalent
noise vectorwhich is written as:

Wy = [wi, w3, (4.21)

where againw; , denotes the AWGN imposed on théh receive antenna during the first symbol
period andw; , is the conjugate of the AWGN inflicted during the second syhgesiod. The
AWGN encountered during each symbol period has a zero meha eariance o202,
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4.2.1.3 STBC Diversity Combining and Maximum-Likelihood Detection

Without loss of generality, let us now consideGa-assisted SU-MIMO system supporting only
the uth MS with the aid of a single receive antenna at the BS, whqae&alent system model may
be expressed as:

y = Hx+w (4.22)
Rl g ) () w11
) Lﬁ?)* pe | o]+ ]| (4.23)
12 ~'Mm ) Wr1
For notational simplicity, both the receive antenna inded the user index are omitted, resulting
in:
h h X w
g=11 T+ (4.24)
hz _hl X2 wH

In the light of the orthogonality off*) of Eq. (4.19), we multiply both sides of Eq.(4.24) with the
conjugate transpose #f, yielding:

y = HY.y, (4.25)
|2+ |ha? 0
L B s (4.26)
0 “/lly —|—|h2| X2

[uhnz + |ha[2)3 + ior + hzwz] , (4.27)

(|h1 |2 + ’hz’z)XQ + h§w1 — hle

wherew = H* - w has a zero mean and a covariance |of |> + |,|?) - I, while the elements
of w are i.i.d. [121]. The process of obtaining the estimatesefttansmitted symbol vector as
outlined in Eq.(4.25) is also referred to 8 BC-aided diversity combiningThen the estimate
vectory is forwarded to the ML detector, which uses the detectioe ouwitlined in [121]:

%= arg min [y~ (s + 1) - 501, (@.28)

where M. is the constellation set of the modulation scheme. ThEﬁEefMl?A denotes thel-
dimensional legitimate constellation set.

According to Eq.(4.27), the; andx; transmitted from the two transmit antennas during the two
successive symbol periods do not interfere with each alestimate, which correspond to the first
and second elements $f As a result, the observation enables us to ‘decompose’ thdéikction
rule into two independent low-complexity detection opierad forx; andx,, as follows [18]:

£ = argfngij\r}l (|l >+ |ha)? = 1) |%1 | + d* (i1, %1), (4.29)
1 c

£y = argfngij\r}l (|l > + |ha)? = 1)|%2|? + d?(ifo, %2), (4.30)
2 c

whered?(x,y) is thesquared Euclidean distandeetween the signal vectarandy. Typically, for
constant-modulus modulation schemes, such as BPSK or QRSHetection criteria described by
Eq.(4.29) and Eq.(4.30) can be further simplified as [18]:

P = in d?(ify, %1), 4.31
£1 argéreuﬂc (71, %) ( )
£ = arg min d*(ij, %2). (4.32)

XpeM,
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Consequently, the original ML detector’s search spacelistantially reduced fromMM to (M -
M), resulting in a reduced detection complexity, while mamiteg the ML performance as well
as the maximum achievable transmit diversity gain.

For multiple receive antenna-aided scenarios, i.e.Nop 2, the same STBC decoding pro-
cess, namely that of Eq.(4.25) can be invoked for each re@eitenna and then the outputs of the
antennas are combined, before passing them through the Mkttde Assuming that there aié
number of receive antennas, the STBC decoding processresesgied as:

y = H'.y (4.33)
X
= (Jh]? + |+ -+ |hna > + |hno|?) - 1o - xl +Ww, (4.34)
2
N 2 2 .
ZnN:1(!hn1|2+!hn2!2)x1+Zi)1 / (4.35)
Yoot ([ |” + [h2|*) x2 + W2
where
'ﬁgl)' (hi hip ]
I:I(l) hi, —hj
A= > |=]: (4.36)
ﬁg) hnt o he
- - |hN2 —hi

and w, and @, are the noise terms corresponding to the first and secondarmnis ofw =
HY .. Then the estimated vectdris fed into the ML detector, which invokes the detection
rules described by Eq.(4.31) and Eq.(4.32) in order to recthe transmitted symbol, if a constant-
modulus constellation is employed. Otherwise, we have ¢émeglized detection criterion for our
G;-aided system havingy number of receive antennas, which are given by:

N
$1 = arg min () (1 + [ |) = N) %12 + (i, %), (4.37)
1 ¢ n=1
N
$p = arg min () [(ha|* + [ha|*) = N)|%a|* + (i, %2). (4.38)
2 ¢ n=1

Hence, according to Eq.(4.35), when employiNgnumber of receive antennas, a total transmit
and receive diversity associated with the diversity ordeMo N = 2N can be achieved by the
G;-aided system without having a less than unity transmissi@ in comparion to the single-
antenna-aided multiuser system, since the coding rateeoSTBCG, is unity. Additionally, as
observed from Eq.(4.35) for a single-user system, afteGHRC decoding operation of Eq.(4.33),
there is no Multi-Stream-Interference (MSI), as a benefithef orthogonality of the equivalent
channel matridl'") of Eq. (4.19).

4.2.1.4 Other STBCs and Orthogonal Designs

Again, orthogonal STBC designs have recently attractediderable interests in multiple-antenna-
aided wireless systems, as motivated by the STBC schemesadby Alamouti in [18] for a
two-transmit-antenna scenario, which was further geizealfor an arbitrary number of transmit
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antennas by Tarokbt al. in [120]. In [120], Tarokh also showed that the maximum achie
rate of OSTBC schemes designed for complex-valued coattels cannot exceel i.e. we have
R < 1. Later it was shown in [19] by Liang and Xia that this rate idaet always smaller than
unity, namely, we hav® < 1, when the number of transmit antennas exceeds two. Rec8utly
and Xia in [20] proved that the rate cannot exc8¢d for more than two transmit antennas.

According to [20], the process of square-shaped orthogemebder-matrix design can be car-
ried out by commencing frorG1 (x;) = x1I, and then recursively invoking the OSTBC construc-
tion equation as follows:

sz_1(xl, s ,xk) —.X‘Z+112k_1

(4.39)
Xie41lpe Ggfl(xlz‘ “ o, Xk)

Gok(x1, -+, Xpq1) =
fork = 1,2,3,---, where(-)* represents the conjugate of a complex symiol! denotes the
Hermitian of a complex matrix, anB, is a (n x n)-element identity matrix. Again, the rows and
columns respectively represent the spatial and tempansnions. Thereforég,: is an orthog-
onal design of 2 x 2¥)-element, which determines how to transifiit+ 1) number of complex
modulated symbols, i.exq, x2, - - - , xg11, from 2 transmit antennas durirf consecutive symbol
periods. Hence, the resultant symbol rateGgf is equal to(k + 1) /2F. Considering the OSTBC
design contrived for four transmit antennas for examplerevine havek = 2, we arrive at:

x; —x; —x3 0

X2 X] 0 —x3

Ga(x1, %2, x3,x4) = . . (4.40)
x3 0 x] X5
0 x3 —x x

4.2.2 Orthogonal Design of STBC Using Sphere Packing Modul@n

4.2.2.1 Joint Orthogonal Space-Time Signal Design Using 8pre Packing

Conventionally, the orthogonal design of STBCs [18, 20]fcussed in Section 4.2.1 is based
on conventional PSK/QAM modulated symbols. In other wotls,inputs(x, xa, - - -, X 1) of
the STBC encoder are chosen independently from the caatiellcorresponding to a specific
modulation scheme, then mappedfonumber of transmit antennas using for example Eq.(4.39),
which are then transmitted durir2§j concecutive symbol periods. Therefore, no efforts was made
by the Aloumti’s scheme to jointly design the input symbgts, x,, - - - , x¢,1). However, it was
shown by Stet al. in [119] that combining the orthogonal design with Spherekitey (SP) [118]
is capable of attaining extra coding gains by maximizingdiversity product of the STBC signals
in the presence of temporally correlated fading channdte diversity product expression for the
square-shaped OSTBC mati,: expressed in the context of time-correlated fading chanisel
given by [119]:
_ 1 . s = 12\1/2
Csz a 2\/m (xlr"'rxk+f?;%1/"'rfk+l)(; IXZ‘ N Xi| ) ' (4'41)

lwhich is defined as the estimated SNR gain over an uncodeensysiving the same diversity order as the coded

system [120]
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wherex; and x; are the elements of two distinct space-time signaling wesiC and C, respec-
tively. From Eq.(4.41) we can observe that the diversitydpa is actually determined by the
Minimum Euclidean Distance (MED) among all the possible &jhal vectors(xy, xa, - - -, Xg11)-
Thus, the idea of combining the individual antenna signatis & joint ST design using SP is both
straighforward and desirable, since the SP modulated signitawe the best known MED in the
2(k + 1)-dimensional real-valued Euclidean spaR#& +1) [118]. Hence the system becomes ca-
pable of maximizing the achievable diversity product of £&des, which in turn minimizes the
transmission error probability.

7
4QAM Modulator Txl
. STBC Encod
Information 0011 | 11— T, Ty x1<f§§ “ ~_
Source 210%21 t/;/lp 00 — x4 (symbols) { o T

Figure 4.3: Alamouti G2 STBC scheme using 4QAM modulation

S e C?

($17£U2)1 = F4(a1,a2,a3,a4)1

(al,ag,a:;;,a4)1 (x1, 22)1 = Fy(ar, ag, a3, aq);

(al; az, @qa 614)1

(z1,2) = Fulag, as, a3, as)r,

(a17 as, dgv CL4)L

Figure 4.4: Procedure of joint ST signal design using sphere packin@GfoSTBC scheme

Without loss of generality, we consider tk& scheme again as a simple example, where the
corresponding space-time signaling matrix of Eq.(4.10&veritten here for convenience:

Ga(x1, %) = lf _xfz] , (4.42)
2 1
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Sphere Packing Modulator j//
Tx1
i 0011 — (az1, ar2, a3, ara STBC Encoder
Information 1091L1 ( = ) .’L‘l,b$21 {xl _x;] j\
Source i (@ w2) = Filary, arg, ars, ars) (symbols) Ty Tx2

Figure 4.5: Alamouti G2 STBC scheme using sphere packing modulation

where the elements of the input vectar;, x;) of STBC encoder are chosen independently from
PSK/QAM modulation constellations conventionally, e. &K or 4QAM, as shown in Figure 4.3.
Let us now define the latticB, as a SP having the best MED from all othdr — 1) legitimate
phasor points in four-dimensional real-valued EuclidepaceR* [118], which may be also de-
fined as a lattice that consists of all legitimate SP corateh points having integer coordinates
[a1,a2,a3,a4]. These coordinates uniquely and unambiguously describéetitimate combina-
tions of the two time-slots’ modulated symbols in 8¢ scheme, while obeying the SP constraint
of:

ap+ay+az+as=p, (4.43)

wherep is an even integer [122]. Furthermore, each two-dimensiomaplex-valued input vector
of the G, scheme, i.e(x1, x»), can be represented in the following way:

(x1,x2) = (R{xa} +j3{xa }, R{xa} +j3{x2}), (4.44)

whereR{-} and3{-} denote the real and imaginary components of a complex nuniibether
words, any two-dimensional complex-valued vector, (g, x2 ), in the two-dimensional complex-
valued spac&?, can be represented by four real numbers, which as a whalespands to the
coordinates of a four-dimensional real-valued phasor éiRf space represented in the following
way:

(v1,12) <= (R{x:}, S{x}, Rixa}, S{xa}). (4.45)

Hence, the joint design ofx, x2) in the two-dimensional complex-valued spaceé is readily
transformed into the four-dimensional real-valued Eegid spacéR*. Explicitly, the procedure
of joint signal design over two individual transmit antesngportrayed in Figure 4.4, from which
we can see that with the aid of the above-mentioned SP schibmgoint ST signal design of
the individual transmit antennas can be achieved by maiigithe coding advantage &, by
maximizing the Euclidean distance of the four-tuples [122]

(x11,x12) = Falagy, ap, a13,a14),

= (a1 +jap,a13+jaja), (4.46)

Upon choosingL legitimate constellation points from the lattié®, to construct a set denoted by
A= {a; = [a1,a10,a13,a14]7 € R*: 0 <[ < L-—1}, theL resultant energy-normalised

codewords given by:
2L
Cl = Gz(F4(al)), 120,1,~-- ,L—l, (4.47)
Etotal
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Layer | Constellation Points| Norm | Number of Combinations
0 0 0 0 0 0 1
1 +1|£1] 0 0 2 24
2 +2 | 0 0 0 4 8

+1 | £1 | £1 | £1 4 16
3 +2 | £1 (41| O 6 96
4 +2 | £2] 0 0 8 24
5 +2 | £2 | £1 | £1 10 96
+3 | £1] 0 0 10 48
6 +3 | £1 | £1 | £1 12 64
+2 | £2(4+£2| 0 12 32
7 +3 | £2 | +1| 0 14 192
8 +2 | £2 | £2 | £2 16 16
+4 | 0 0 0 16 8
9 +4 | £1 | £1| O 18 96
+3 | £2 | £2 | £1 18 192
+3 | £3] 0 0 18 24
10 +4 | £2 ] 0 0 20 48
+3 | £3 | £1 | £1 20 96

Table 4.1: The First10 Layers of the Latticd),4 © [7].

whereE o 2 Y8 (|ag 1|2+ |a12|? + |a1 3] + |a; 4|%), constitutes the ST signal spagg,, whose
diversity productg, is determined by the MED of the set formulated in Eq.(4.41).

Consequently, we arrive at the SP-aideg scheme portrayed in Figure 4.5, where a SP sym-
bol represented by the two-dimensinal complex-valued @hpsints of (x; 1, x; ) is transmitted
over two symbol periods, resulting in a coding rateRot= 0.5 in comparion to the conventially-
modulated system, where the coding rat&gfis unity. For example, if we assume thak a= 16-
point SP {6-SP) scheme is employed, the effective throughput per eélarge can be calculated
as:

T.¢s = (log, L) - R = 2 bits/sec, (4.48)

which is equal to that of thé-QAM modulated system depicted in Figure 4.3.

4.2.2.2 Sphere Packing Constellation Construction [7,118

According to Eq.(4.47) describing tl&, codeword construction based on the SP scheme, a power

normalisation factor of / % is used. Thus, itis desirable to choose a specific subdenhafmber

of SP constellation points from the entire set of legitim&te constellation points hosted b3
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based on the criterion of maintaining the minimum total gpét,,;,;, while having a certain MED
among the selected SP symbols. However, a potential exeassinputer search has to be carried
out for attaining the best subset of theSP symbols out of all possible choices, when searching
for the SP-symbols having the best MED, hence maximizingtiing advantage of the resultant
STBC scheme, if there are more thamumber of SP symbols satisfying the above-mentioned
minimum total energy condition.

Furthermore, the lattic®, can be divided into layers or shells which classify all trggtismate
constellation points into a layer according to their Eusdid distances from the origin, i.e. their
norms or energy. As an example, the fit8tSP layers in thé), SP-constellation are provided in
Table 4.1, where we view the four-integer-element phasargpfecific layer as the basis vector of a
SP constellation and any choice of signs and any orderingeofdordinates is legitimate [118]. To
be more explicit, all legitimate permutations and signstfa corresponding constellation points
listed in Table 4.1 have to be applied in order to generatéuthést of SP constellation points for
a specific layer.

4.2.3 System Model for STBC-SP-Aided MU-MIMO Systems

Let us now construct the generalized system equations f@TBC-aided UL MU-MIMO sce-
nario, where the SDMA/OFDM system supports a totallofJL. users and employAl number of
receive antennas at the BS. For the sake of simplicityGhacheme using two transmit antennas
is employed by each user. The overall equivalent MU-MIMOteslysequation can be derived in
complete analogy to the case of STBC-assisted SU-MIMO sBystes discussed in Section 4.2.1.2
with the aid of the so-called equivalent channel matrix.eAfitraightforward manipulations, under
the assumption that the CIR taps between each of the twattiaastennas of a specific user and
thenth receive antenna at the BS remain constant during two catige symbol periods, we have:

V1 _25:1 ﬁg”) x(] W1
~ u ) (u) ~
_+H5" -x W
gy = |7 _ Rt T , (4.49)
< u pyp(u) <
YNIons1 [ 2u=1Hy 'x(u)_ 2Nx1 WNIonxa

where the overall equivalent channel maffixcan be expressed as:

I'_'Igl) I'_*Ig2) I'_*Igll)
(1) w52 rp(U)

- H H H

A= 2 2 2, (4.51)
a0 g ... W

with each submatrifl") being defined as Eq.(4.19). Additionally, the transmittgaisol vectorx
of the entire MU-MIMO system is a column vector created byaaienating each user’s transmitted
symbol vectox(*) which is given by:

x) = Fy(a®)y = [x") {7, (4.52)
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Thus the transmitted symbol vectomay be expressed as:

x = [E((aMT) F((a®)T) -+ Fy((aD))]" (4.53)
= [E(aNT (a@)T ... (a)T)T (4.54)
= [(x(l))T (X(Z))T (X(U))T]T‘ (4.55)

Thus, by definingr = [(a™)T (a@)T ... (a®)T]T, we have:
x = Fy(a). (4.56)

Moreover, as observed in Eq.(4.49), tbguivalent received noise-contaminated signal vegtor
and theequivalent noise vecto¥ is formed by concatenating thé number of two-elements sub-
vectory, andw,, respectively, which can be written as:

Yn =i Vi, (4.57)

where the first element,; ,, corresponds to the signal received by ttth antenna during the first
symbol period and the second elemegnt, is the conjugate of the signal received at the same
antenna during the second symbol period, while

Wi = w1, w3,]7, (4.58)

where agairw, , denotes the AWGN imposed on tihgh receive antenna during the first symbol
period andw; , is the conjugate of the AWGN inflicted during the second syhgiesiod. The
AWGN encountered during each symbol period has a zero meha eariance o202

4.3 Sphere Detection Design for Sphere Packing Modulation

According to our discussions in Section 4.2.1.3, an OSTB@®® eliminates the MSI among the
MIMO elements of a specific user, owing to the orthogonalftthe equivalent channel matrISI,(f‘)
formulated in Eq.(4.19). Therefore, the receiver is capalblperforming ML detection based on
low-complexity linear processing in order to achieve frditsmit diversity by imposing a negligible
extra encoding complexity at the MS in the STBC-SP-assiStdeMIMO UL scenario considered
in Section 4.2.1.3. However, in the context of a MU-MIMO syt the resultant overall equivalent
channel matrix of Eq.(4.51) is no longer orthogonal, since we have:

, (4.59)

() )y ] Y Ay Y
1(2) r1(2)\ % 1(2)\ (1 (2 ~ (U
| (AT () ICORI I IS s TR +
) ) ()] (Y A e A

N (B P+ 1 )L MUI MUI |
MUI DL (B 2+ F L - MUI

u u
MUI MUI o I (P + S P |
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whereI, denotes &2 x 2)-element identity matrix and the terdUI refers to the(2 x 2)-
element Multiple-Access-Interference (MUI) sub-matnixhich contains non-zero elements im-
posed by the co-channel users. Hence, although as a bendéfdvioly a diagonal sub-matrix
YN (1h12 + 1Y 2)1, in Eq.(4.59), there is no MSI between the two transmit ardenof a
specific MS, a significant performance loss will be causedbyMUI in the context of a multiuser
system in comparison to that of the single user scenarioid®msl in Section 4.2.1.3, provided
that we still simply apply the detection criterion formddtin Eq.(4.37) and Eq.(4.38) of Sec-
tion 4.2.1.3, namely:

N

£ = arg mm Z (Jha1|? + |hnal?) — N)| ¥ > + d? (371, %1), (4.60)
Y

f2 = arg min Z | (1 |* + |12 ?) — N) %2> + d> (52, %2), (4.61)
X2 c o,

in order to separately carry out signal detection for eadr usthout considering the effects of
MUI produced by the co-channel users. In order to mitigatedfiects of MUl imposed in the
multi-user scenario considered, a successive interfereancellation (SIC) scheme was proposed
in [121], which significantly improves the achievable BERfpemance of the STBC aided multi-
user system. On the other hand, powerful near-ML SD teclesigfi Chapter 2 designed for classic
modulation schemes are also readily applicable to STB€daiaulti-user systems, at a potentially
reduced complexity. Hence, in order to avoid using the ti@ukl brute-force ML detector, we
intend to further develop th&-best SD of Section 2.2.3 to be used at the BS in the STBC-SP-
assisted SDMA/OFDM UL scenario, in order to achieve a neAPMperformance at a moderate
complexity.

4.3.1 Bit-Based MAP Detection for SP Modulated MU-MIMO Sysems

According to Eq.(4.50) and Eq.(4.56), the conditional PE&{f|a) for MU-MIMO systems using
Np = 4-dimensional real-valued SP modulation is given by:

- 1 — 5 |ly-H-E(a)|]?
p(yla) = ———ze ¥ R (4.62)
(27o2) 2
Then, using Bayes’ theorem, and exploiting the indeperelenthe bits in the vectds = [by, by, - - - bp.]
carried by the received symbol vectpwe can factorize the joint bit-probabilities into their gro
ucts [51], hence the LLR of bitfork = 1,--- , B - U can be written as:

Tacar p(§la) - b timital®)
Lp(bgl§) = La(bg) +In =25 ) (4.63)
Yacay, p(Fla) - emrmbitat®)
Lg(bi|¥)

where A" and A{L ; are subsets of the multi-user SP symbol constellaidhwhere we have
AL 2 {a e AY : b = 1}, and in a similar fashiondY | £ {a € AY : b = 0}. Using
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Eq.(4.62), we arrive at:
Y e[fﬁ%l\?fﬁﬂ( a)| P+ s biLa(b))]
Lp(bg[§) = La(by) + In =24 (4.64)

ZaGA}f:O e

—_1 |ly—H. 2 :
[ 2n,2,,Hy H-Fy(a) |2+ 2k bjLa(b;)]

Le(bi[9)
4.3.2 Sphere Detection Design for Sphere Packing Modulatio

4.3.2.1 Transformation of the ML Metric

Although the basic idea behind the ML detector is to maxintiwea posterioriprobability of the
received signal vectdy, this problem can be readily transformed into an issue ofimiaing thea
priori probability of Eq.(4.62) with the aid of Bayes’ theorem [8lonsequently, maximizing the
priori probability of Eq.(4.62) is equivalent to minimizing the &dean distancdl§ — HF;(a)||%.

Therefore, the ML solution can be written as:

Ay = arg min [y — - F(3) [}
a

(4.65)

whereF,(-) is defined in Eq.(4.56) in the context of our multi-user syst©bserve from Eq.(4.65)
that a potentially excessive-complexity search may be @meoed, depending on the size of the
set.AY, which prevents the application of the full-search-basdd ddtectors in high-throughput
scenarios. By comparing the unconstrained LS solutiok0f F, !(%) = F, ' ((A7H)A"y)

to all legitimate constrained/sliced solution, namalg AY, the ML solution of Eq.(4.65) can be

transformed into:

ay = arg m;rb Fy(d — a5) T (APA)E,(3 — 4;4).

4.3.2.2 Channel Matrix Triangularization

(4.66)

Let us now generate tHgU x 2U )-dimensional upper-triangular matfik which satisfie®tJ/HU =
HM"H with the aid of Cholesky factorization [47]. Then, upon defina matrixQ with elements

qi; = u?; andg;; = u;;/u;; we can rewrite Eq.(4.66) as:

A

apML

= argmitna( — a;,)FURUF, (3 — &),
(S

= argmm{zﬂlzu 120-1[€ ( + Z 92u—1,20— 1e§)

v=u-+1
u

+ Z q2u—1 20e2 + Z q2u, 2u

v=u u=1

o (0) (0)
+ Z q2u,20—-1€4 + Z q2u,20€, ]2}/

v=u-+1 v=u+1

wheree () is theuth two-element sub-vector of the multi-user veatce [(e)T - ..

corresponding to theth user, and is given by:

e(u) _ )\Z(u) _ ﬁl(;l)’



4.3.2. Sphere Detection Design for Sphere Packing Modulatn 125

wherex®) = [x\") x{")|T = Fy(a®), a® € Aandx") = "), %)]T = F,(a!")). Hence, the
sum in{-} of Eq. (4.67) is theuser-basedcaccumulated PED between the tentative symbol vector
x = [(xW)T, (x@NT,.

-, (xXU)T]T and the search centeg, = [(xl(sl))T, (f(l(f))T,- . ,(f(l(su))T]T.

4.3.2.3 User-Based Tree Search

Let us now recall the tree search carried out by Khbest SD of Section 2.2.3 for conventional
modulation schemes, such as BPSK, where each tree levekeyis an independent data stream
corresponding to a certain transmit antenna of a specific usach tree node corresponds to a
legitimate BPSK symbdlin the constellation of domai!. Consequently, in the absence of
joint ST signal design for thé/1,, = 2 transmit antennas, the BPSK constellations of the two
adjacent tree levels corresponding to a specific user aepérdient and identical. Figure 4.6

i=3

Figure 4.6: The search tree df-best SD in the scenario of a four-transmit-antenna BPSK 8DM

system, wher& = 2.

shows the search tree of thébest SD when it is applied to a four-transmit-antenna si@na
whereK is set to two, which means that the maximum number of two ckatds are retained
at each level. Consequently, the search is carried out ioaeward direction only along the
search tree. The number in the bracket indicates the camdspy PED of the current tree node
accumulated from the top level of the tree down to the currerst node, while the number outside
the bracket represents the order in which the tree nodesisitedv At the (m=4) level, both the
candidates are retained, which result in four candidatéseafm=3) level. Then we choose two
candidates having the lowest two accumulated PEDs fromdhrck centek,, i.e. 0.2 and0.21,
out of four, which again generate four candidates at the {rfev2l. The search goes on in a similar
way, until it reaches the tree leaf point having the lowesdtli#ean distance d¥.23 from k.. Then
the estimated signal vector can be obtained by doing thettamitg, which is assumed to be the
ML solution. However, the K-best SD does not necessarily firedML solution, unless the value
of K is large enough. An extreme example is wheén= 1, the resultanik-best SD degenerates
into the linear LS detector.

2|n this treatise, we consider complex-valued BPSK symbalsry zero imaginary parts.
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On the other hand, when the joint ST signals are transmitted theM,, = 2 transmit antennas
of theuth user, they are combined into a joint ST design with the ati®SP scheme as discussed
in Section 4.2.2. The corresponding SP-symbol based s&a&elstructure is depicted in Fig. 4.7,
where the search tree of the modifigebest SD is exemplified in the context of an UL SDMA
system supportindl = 2 G,-SP-aided users, wheil = 2 and a4-point-SP constellation is
employed. Explicitly, the two adjacent tree levels cormgpng to the SP-symbols of the jointly
designed STBC-SP data streams of a specific user should bielemd together in the tree search
process, resulting in multi-dimensional/multi-layeretmgodes in th€? SP-symbol domain, which
we refer to as aiser-wisetree search. The resultatD complex-valued tree node is constituted
of two complex-valued BPSK symbols, which are the constit@®mponents of a transformed SP
symbol Fy(a). On the other hand, due to the joint consideration of the tdjacent BPSK tree
levels, the number of effective search tree levels is redlbyea factor of two, whilst each symbols
becomes quaternary, instead of being binary.

Userk
(2 Level)

Usery

(1t Level) m:1[ Fia M Fa ][ 32 M Fio ] [ 1o ][ o M 39 M dyp ]

/

Tree Node/SP Symbol

Figure 4.7: The search tree dk-best SD in the scenario of an STBC-SP aided uplink SDMA
system: the number of userslis = 2, the number of transmit antennas per usevlis = 2 and

the number of candidates retained at each search treeddeti2.

As observed in Fig. 4.7, sincedaSP scheme is employed and the number of candidate tree
nodes retained at each tree leveKis= 2, each of the two selected tree nodes having the small-
est two accumulated PED values at the previous searchevee df the survivor path has to be
expanded into four child nodes at the current level. Conseilyy in analogy to the conventional
K-best algorithm [61], both the calculation of the user-blaaecumulated PEDs as well as the tree
pruning process continues in the downward direction of &ig.all the way along the tree, until it
reaches the tree-leaf level, producing a candidate lig.gf; € .AY. This list containsN,,,; = K
number of SP symbol candidate solutions, which are then fagetthe extrinsic bit LLR calcu-
lation using Eq.(4.64). Having a reduced candidate lig sigsists us in achieving a substantial
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complexity reduction. Explicitly, after the max-log-apgimation, we arrive at:

B-U
Le(bely) = max [—5—||y—H-E(a)|* + b;La(b))]
aEEamdﬂA;lf:l 20—1% j:l/j#k ! !
-U
—  max [—55|[§—H- @)+ b;L(b;)]. (4.69)
aeﬁwndﬂAE:O 20’-(% j_g#k J J

Fianlly, theK-best SD algorithm designed fo¥p = 4-dimensional SP modulation scheme is
summarized as follows:

The preprocessing phase

1) Obtain the upper-triangular matrt¥ via Cholesky factorization on the Grammiam matrix
G = H'"H, namely, we hav®J = Chol(G).

2) Calculate the search cenfgy by:

%, = G Ay, (4.70)

The tree search phase

The first stage

1)ym = M, dp = %50, WhereM is the total number of transmit antennas supported by the
system.

2) Calculate the corresponding PED for each SP synibol, %;,), ! = 1,2,---,L in the
constellation ofC2 domain as follows:

em = Rism— X1, (4.71)
. Up—
A1 = Riope1 + —2M ey, (4.72)
UM-1,M~-1
PED = ujy_qp_1(dm—1— ¥ip). (4.73)

3) ChooseK number of SP symbol§x,;, ¥»), k = 1,2,---,K that have theK smallest
PEDs.

4) For each chosen SP symbol, compute

eM—1 = Xism—1— X2, (4.74)
o UM-2,M—1 UM-1,M
dv—2 = Rspm—1+ ————em—1+ ———eum (4.75)
UM-2,M—2 UM-1,M—1

Themth stage
Dm=m-2.

2) For each survived search tree path from the previous éxex, Icalculate the corresponding
PED for each SP symbd¥; ;, X;,) in the constellation o€> domain:

em = ﬁls m xvl,lz (4-76)

o M umfl,j
dp-1 = Rsm1+ Z — ¢, (4.77)

j=m Um—1,m—1

PED = u}_ 1, 1(dn_1—%1p). (4.78)
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3) ChooseK number of SP symbol§x,,, ¥x»), k = 1,2,---,K that have theK smallest
PEDs.

4) For each chosen SP symbol, compute

em—1 = J’els m—1— JEk,2/ (479)
N um—2,m—1 um—l,m
dmfZ = Xgm1t————€p-1+ —FCn. (4-80)
Um—2,m—2 Um—1,m—1

5 If m —1 = 1, obtain the solution by backtracing from the tree leaf hguihe largest
accumulated PED to the tree root. Otherwise, go to stejpthe mth stage.

4.3.3 Simulation Results and Discussion

Interleaver code rate R Binary
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Figure 4.8: Schematic of the uplink SP modulated multi-user MIMO systeimgK-best SD.

The schematic of the system is depicted in Fig.4.8, wherdrmsmitted source bits of the
uth user are channel encoded and then interleaved by a randamedeaver. TheB interleaved
bits b(#) = béff?./Bfl € {0,1} are mapped to an SP modulated syms®) < A by the SP
modulator/mapper of Fig. 4.8, whefe= log, L. The G, encoder then maps the SP modulated
symbola) to a space-time sign&l*) = |/ 2-G,(Fi(a™)) € Cg, by invoking Eq.(4.42) and
Eq.(4.46). Finally, the space-time sigr@{*) is transmitted from the two tranmsit antennas of the
uth MS during consecutive two time slots.

In Fig.4.8 the interleaver and deinterleaver pair seen @8 divides the receiver into two
parts, namely the SDr(ner decodeyand the channel decoderuter decodex. Note that in Fig.4.8
L, Lg andLp denote the priori, theextrinsicand thea posterioriLLRS, while the subscript ‘1’
and ‘2’ represent the bit LLRs associated with the inner decand the outer decoder, respectively.
It was detailed throughout [104] and [105] that the item&@xchange of extrinsic information be-
tween these serially concatenated receiver blocks raaudtsstantial performance improvements.
In this treatise we assume familiarity with the classic tudetection principles [104, 105].
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Scenario | Scenario Il
Modulation 4-QAM/16-SP | 16-QAM/256-SP
Users Supported 4 2
Normalized Doppler Freq. 0.1
System SDMA/OFDM
Sub-Carriers 1024
STBC G;
Rx at BS 4
CIR Model P(t.) =[0.50.30.2]
Detector/MAP K-Best List-SD
List Length Neanda = K
Channel Code Half-Rate RSC(2,1,35(/7)
BW Efficiency 4 bits/sec/Hz

Table 4.2: Summary of System Parameters

For the sake of investigating the performance of the STB&&tsted multi-user SDMA/OFDM
UL system, we compare the SP-modulated system with its cbiovelly-modulated counterpart
in the two scenarios using the system parameters summanmiSedble 4.2. Fig. 4.9(a) and 4.9(b)
depict, respectively, the corresponding EXIT charts [128}d as a convenient visualization tech-
nigue for analyzing the convergence characteristics dfatweceivers. This technique computes
the Ml of the outputextrinsicand inputa priori components, which are denoted hyand I, re-
spectively, corresponding to the associated bits for e&¢heoiterative SISO blocks of Fig. 4.8,
namely, to the SD and the RSC(2,1,3) channel decoder. Aswaub@n Fig. 4.9, the maximum
achievable iterative gains of traditional QAM-modulatggtems employing the conventionkt
best SD usingN,,,s = K = 128 are rather limited in comparison to our SP-aidédest SD
specifically designed for SP signals having the same list&i&N.,,,; = 128. This is because the
EXIT curve of the SD used the conventionkl and 16-QAM-based system has a relatively low
Ir value atl4 = 1, in contrast to the corresponding EXIT curve of its SP-mathd counterpart.
Nonetheless, we also observe from Fig. 4.9 that the SD’s EXIVe in the QAM-modulated sys-
tem emerges from a higher starting poinf at= 0 than that of its SP-modulated counterpart. This
leads to a potentially higher BER at relatively low SNRs, vehk, is also low, although the exact
detection-convergence behavior is determined by the Sirgtexity as well as by the SNR. Ob-
serve in Fig. 4.9 that in principle the employment of SP matloh is capable of eliminating the
EXIT curve intercept point at a lower SNR, hence leading tinéinitesimally low BER. However,
an open EXIT tunnel can only be formed, if the valuekot= N,,,,; as well as that of the SNR is
sufficiently high.

Monte Carlo simulations were performed for characterizihg above-mentioned decoding
convergence prediction in bofcenario landScenario llof Table 4.2. Figs. 4.10(a) and 4.10(b)
suggest that the SP-modulated system exhibits a relativigher BER at low SNRs in both sce-
narios, which matches the predictions of the EXIT charts $ed-ig. 4.9. On the other hand, as a
benefit of employing the SP modulation, performance gairiscofiB and3.5 dB can be achieved
by 16-SP an®56-SP modulated systems 8tenario landScenario llof Table 4.2, respectively, in
comparison to their identical-throughput QAM-based cetpurts, given a target BER o0~ and
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Figure 4.9: EXIT charts of STBC-SP-aided iterative receiver of Fig. dmploying the modified

K-best SD and the parameters of Table 4.2. The overall sy$temadhput is 8 bits/symbol.
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Figure 4.10: BER performance of the system of Fig. 4.&oenario landScenario llof Table 4.2.

The overall system throughput is 8 bits/symbol.
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N..na = 128. Furthermore, as observed from Figs. 4.10(a) and 4.10(bafteactive compromise
can be achieved between the achievable performance andrtimexity imposed by adjusting the
list size N.,,,; employed by th&k-best SD.

4.4 Chapter Conclusions

In comparison to the SDMA/OFDM system models employed irvipres chapters, where only
a single transmit antenna is employed by each MS, in thistehaplooser constraint is assumed
for the sake of allowing the employment of multiple antenaasach MS, in order to enhance the
system'’s robustness to the hostile wireless fading chanmttethe aid of transmit diversity gains.
Therefore, the simple but elegant OSTBC scheme, which waallip devised by Alamouti [18]
for two-transmit-antenna aided transmission may be engglag the MU-MIMO scenario. As
discussed in Section 4.2.1, the OSTBC scheme is capableabfien the receiver to perform ML
detection based on low-complexity linear processing, gbiewing the maximum attainable trans-
mit diversity by imposing a low encoding complexity at thartsmitter. Furthermore, in compar-
ison to the conventional orthogonal design of STBCs basddSiWQAM modulated symbols, in
Section 4.2.2 we proposed an orthogonal transmit divedggign using SP modulation, which is
capable of attaining extra coding gains by maximizing thvediity product of the STBC signals in
the presence of temporally correlated fading channels.

On the other hand, although the resultant STBC-SP schemebastly been investigated by
researchers in the context of SU-MIMO systems, existinggdesmake no attempt to employ it in
MU-MIMO systems owing to its relatively complex detectiocheme. More specifically, despite
having no MSI between the transmit antennas of a specifi¢ asggnificant performance loss will
be inflicted by the MUI imposed by the co-channel users, if m&st on using low-complexity
linear detection schemes, as in the SU-MIMO scenario. AlginoSIC based non-linear detection
schemes [124] are capable of enhancing the achievablerpenice, these improvements erode,
if the number of users increases, especially when the sylsemmmes rank-deficient, potentially
resulting in an inadequate performance. Based on this bawgkd, we proposed the so-called
multi-layer tree search mechanism in order to render theepiodvlow-complexity near-ML SD
scheme applicable to the STBC-SP-assisted MU-MIMO systonsequently, with the aid of our
K-best SD, a significant performance gain can be attained dysfrmodulated system over its
conventionally-modulated identical-throughput coupéet in MU-MIMO scenarios. For example,
a performance gain .5 dB was achieved in Figure 4.10 overl&QAM benchmarker by the
256-SP scheme in the scenario of a four-receive-antenna SDMAystem supportingl = 2
G,-assisted users, given a target BER0f*.



Chapter

Multiple-Symbol Differential Sphere
Detection for Differentially Modulated
Cooperative OFDM Systems

5.1 Introduction

Multiple antenna aided transmit diversity arrangemenks@@stitute powerful techniques of miti-
gating the deleterious effects of fading, hence improvitegand-to-end system performance, which
is usually achieved by multiple co-located antenna elemanthe transmitter and/or receiver, as
discussed in Chapter 4. However, in cellular communicasigstems, it is often impractical for
the mobile to employ several antennas for the sake of aclgevidiversity gain due to its limited
size. Furthermore, owing to the limited separation of thelmma elements, they rarely experience
independent fading, which limits the achievable divergiain and may be further compromised
by the detrimental effects of the shadow fading, imposinthfr signal correlation amongst the
antennas in each others vicinity. Fortunately, as depiictédgure 5.1, in multi-user wireless sys-
tems mobiles may cooperatively share their antennas irr tmdechieve uplink transmit diversity
by forming a Virtual Antenna Array (VAA) in a distributed fai®n. Thus, so-called cooperative
diversity relying on the cooperation among multiple teraténmay be achieved [7, 125].

On the other hand, in order to carry out classic coherentctiete channel estimation is re-
quired at the receiver, which relies on using training mignals or tones and exploits the fact that
in general the consecutive CIR taps are correlated in bathithe and frequency-domain of the
OFDM subchannels. However, channel estimation fod&transmitter,N-receiver MIMO sys-
tem requires the estimation oM x N) CIRs, which imposes both an excessive complexity and a
high pilot overhead, espectially in mobile environmentsoagated with relatively rapidly fluctuat-
ing channel conditions. Therefore, in such situationgedihtial encoded transmissions combined
with non-coherent detection and hence requiring no CSleatebeiver becomes an attractive de-
sign alternative, leading to differential modulation as=il cooperative communications [7]. Three
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Base Statiol

Figure 5.1: Cooperative diversity exploiting cooperation among npldtiermianls

different channel models corresponding to three distinotrmunication environments will be con-
sidered in this chapter, namely, the Typical Urban (TH), Fheal Area (RA) and the Hilly Ter-
rain (HT) scenarios summarized in Table 5.1.

5.1.1 Differential-Phase-Shift-Keying and ConventionaDifferential Detection

5.1.1.1 Conventional Differential Signalling and Detectin

In this section, we briefly review the conventional diffeieahencoding and detection process. Let
M. denote arM-ary PSK constellation which is defined as the{@etm /M ;m = 0,1,--- , M. —
1}, wherev[n] € M. represent the data to be transmitted over a slow-fadingiémecy-flat chan-
nel. The differential signaling process commences by iméttisg a single reference symbg0],
which is normally set to unity, followed by a differential@ding process, which can be expressed
as:

s[n] = s[n — 1]v[n], (5.1)

wheres[n — 1] ands[n| represent the symbols transmitted during the- 1)st andnth time slots,
respectively.

By representing the signals arriving at the receiver cpoeding to the(n — 1)st andnth
transmitted symbols as:

yln—1 = hn—-1sh—-1]+wn—1], (5.2)
yln] = hn]s[n] + wn], (5.3)
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CHANNEL MODELS ‘

TYPICAL URBAN Parameter
No. of Taps Nigps = 6
Power Profile o =[—7.21904 — 4.21904 — 6.21904 — 10.219 — 12.219 — 14.219]
Delay Profile T=1[0261624 50
RURAL AREA Parameter
No. of Taps Nigps = 4
Power Profile o = [—2.40788 — 4.40788 — 12.4079 — 22.4079]
Delay Profile T=[0246]
HILLY TERRAIN Parameter
No. of Taps Nigps = 6
Power Profile o = [—4.05325 — 6.05325 — 8.05325 — 11.0533 — 10.0533 — 16.0533]
Delay Profile T=1[0246150172]

Table 5.1: Channel models considered: sampling frequeficy= 10 MHz and the unit of the

power profile is dB.

System Parameters Choice ‘
System OFDM
Subcarrier BW Af =10kHz
Number of Sub-Carriers D = 1024
Modulation DPSK in time domain
Normalised Doppler Freq. fa=10.001
Channel Model typical urban, refer to Table 5.1

Table 5.2: Summary of system parameters for differential modulatideéaOFDM system.

respectively, and assuming a slow fading channelfiie— 1] = h[n], we arrive at:

y[n] [n —1]s[n — 1)o[n] + w(n], (5.4)
n—1

h
yl |o[n] + wn] — win — 1ov[n], (5.5)

w'[n]

wherew[n — 1] andw[n] denote the AWGN with a variance 22 added at the receiver during the
consecutive two time slots. Consequently, the differégtencoded data[n] can be recovered in
the same manner as in the conventional coherent detecti@mecin a single-input-singlel-output
context by usingy[n — 1] as the reference signal of the differential detector. Thiadhieved
without any CSl at the expense o @B performance loss in comparison to its coherent counterpa
caused by the doubled noisé[n] at the decision device, which has a variancédj. This can be
verified by the BER curves of the single-antenna-aided OFRdtiesn characterized in Figure 5.2
for two different throughputs, namely, farbits/symbol and fo2 bits/symbol, respectively. The
other system parameters are summarised in Table 5.2.
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Figure 5.2: BER performance comparison between conventional coharehtlifferential detec-
tion in an SISO system.

5.1.1.2 Effects of Time-Selective Channels on Differenti#®etection

Apart from the3 dB performance loss suffered by Conventional Differerilatection (CDD) in
slow-fading scenarios as discussed in Section 5.1.1, anfiwor may be encountered by the CDD
in fast-fading channels, if DPSK modulation is carried authe time direction, i.e. for the same
subcarrier of consecutive OFDM symbols, since the fadiragnokl is deemed to be more correlated
between the same subcarrier of consecutive OFDM symbatdabaveen adjacent subcarriers of a
given OFDM symbol. In other words, the assumption tHjat— 1] = h[n] does not hold any more,
leading to unrecoverable phase information between catigedransmitted DPSK symbols even
in the absence of noise. Furthermore, all the channel meadelsidered in Table 5.1 exhibit tem-
porally Rayleigh-distributed fading for each of thesubcarriers employed by the OFDM system
with the autocorrelation function expressed as:

il = E{h[n + x]1*[n]} (5.6)
= ]()(27‘[de), (57)

where Jo(-) denotes the zeroth-order Bessel function of the first kindl gnis the normalized
Doppler frequency.

Figure 5.3(a) depicts the magnitude of temporal corralafimction for various normalized
Doppler frequencieg;, while Figure 5.3(b) plots the corresponding BER curveshef DQPSK
modulated CDD-aided OFDM system with the system paramatansrised in Figure 5.2. Given
a Doppler frequency of; = 0.001, the BER curves decrease continuously, as the SNR increases
However, the BER curve tends to create an error floor, whdrecomes high, which is caused by
the relative mobility between the transmitter and the remeiFor example, with a relatively high
Doppler frequency of,; = 0.03, the magnitude of the temporal correlation function of yysdal
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Figure 5.3: Impact of mobility on the performance of CDD.

urban channel model of Table 5.1 decreases rapidly,iasreases. Therefore, the CDD, which is
capable of achieving a desirable performance in slow fadivannels, suffers from a considerable
performance loss, when the transmit terminal is moving agla speed relative to the receiver.

5.1.1.3 Effects of Frequency-Selective Channels on Diffemtial Detection

Our discussions in Section 5.1.1.2 were focused on the CDplaging differentially encoded
modulation along the Time-Domain (TD) - which is referredhiere as T-DPSK modulation -
for each of theD subcarriers of an OFDM system. In general, the time- andurrgy-domain
differentially encoding have their own merits. Specifigathe T-DPSK modulated OFDM sys-
tem is advantageous for employment in continuous transmnissbecause the effective throughput
remains high, since the overhead constituted by the referggmbok[0] tends to zero in conjunc-
tion with a relatively large transmission block/frame simamely with an increasing transmission
frame duration. However, T-DPSK aided OFDM is less suitdbidburst transmission, when the
consecutive OFDM symbols may experience fairly uncoregldading. Hence, employment of
Frequency-Domain (FD) differentially encoded modulatiamhich is referred to here as F-DPSK
- is preferable for above-mentioned scenario. Before tigaing the impact of the channel’s
frequency-selectivity for the channel models summarirethble 5.1 on performance of CDD, we
review the frequency-domain (FD) autocorrelation functod OFDM havingD active subcarriers
and a subcarrier frequency spacing/®f, which can be expressed as:

ol 1] 2 E{hlk + uh* K]}, (5.8)
Ntups .
= Y ofeFHAST, (5.9)
-1
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Figure 5.4: Impact of frequency-selective channels on the performahGdD.

whereNy,ps, 07 andt; represent the number of paths, the elements of the powetepsoéind the
delay profilet of the channel models given by Table 5.1, respectively.

Accordingly, Figure 5.4(a) depicts the magnitude of the kMoeorrelation function for the
three different channel models of Table 5.1, namely, of the df the RA and of the HT channel
models, assuming that we hai® = 1024 and Af = 10 kHz. Note that the OFDM symbol
duration is:

Tr=DT; + Ty, (5.10)

whereT; = 1/(AfD) is the OFDM symbol duration, andl, denotes the guard interval. We
observe that the magnitude of the spectral correlationeoRA channel model decreases slowly as
u increases, since the maximum path detgy, is as small asT;. Thus, a moderately frequency-
selective channel is expected, resulting in a gracefulbretsing BER curve, as observed in Fig-
ure 5.4(b), where the BER curves corresponding to the TU ahdcivinnel models were also
plotted. The latter two BER curves exhibit an error floor as 8NR increases, especially the
one corresponding to the HT scenario. This is not unexpgsiade we observe a sharp decay in
|g0£h [1]| during the intervalu = 0,1 - - - 4) and a “strong nonconcave” behaviour fqrfhh [1]|, as
seen in Figure 5.4(a). This is caused by the large maximumgsday oft,,,, = 172T;.

5.1.2 Chapter Contributions and Outline

As observed in Sections 5.1.1.2 and 5.1.1.3, significamraainduced performance degradations
suffered by the CDD-aided direct-transmission based OF@es simply imply that the cooper-

ative diversity gains achieved by the cooperative systemamnade, as the relative mobile velocities
of the cooperating users with respect to both each other@titetBS increase. The detrimental
effects of highly time-selective channels imposed on tH2PBEK modulated scenario were char-
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acterized in Figure 5.3(b), while those of heavily frequeselective channels on the F-DPSK
modulated system were quantified in Figure 5.4(b). In ord@liminate this performance erosion
and still achieve full cooperative diversity in conjunctiwith differential detection in wide-band
OFDM based cooperative systems, in Section 5.2 we will isvhie Multiple-Symbol Differential
Sphere Detection (MSDSD) technique, which was proposeduty et al. in [53] in order to cope
with fast-fading channels in single-input-single-outmatrrow-band scenarios. We will demon-
strate in Section 5.3 that although a simple MSDSD schemetmayplemented at the relay, more
powerful detection schemes are required at the BS of bot&fe and DDF-aided cooperative
systems in order to achieve a desirable end-to-end perfuraience, the novel contributions of
this chapter are as follows:

e A generalized equivalent multiple-symbol based systenehwdonstructed for the differen-
tially encoded cooperative system using either the Diffisie Amplify-and-Forward (DAF)
or Differential Decode-and-Forward (DDF) scheme.

e With the aid of the multi-layer search tree mechanism pregder the SD in Chapter 4 in
the context of the SP-modulated MIMO system, the MSDSD éffisply designed for both
the DAF- and DDF-aided cooperative systems based on theeal@ntioned generalized
equivalent multiple-symbol system model. Our design tb@eds to retain the maximum
achievable diversity gains at high mobile velocities, fample, when T-DPSK is employed,
while imposing a low complexity.

The remainder of this chapter is organized as follows. Thefie of the single-path MSDSD,
which was proposed for the employment in single-input srmitput systems, is reviewed in Sec-
tion 5.2, where we will demonstrate that the MSDSD is capablsignificantly mitigating the
channel-induced error-floor for both T-DPSK and F-DPSK matdd OFDM systems, provided
that the second-order statistics of the fading and nois&raye/n at the receiver. Given the duality
of the time- and frequency-dimensions, we will only consittee T-DPSK modulated system in
Section 5.3, where we focus our attention on the multi-pa8D8D design, which is detailed for
both the DAF- and DDF-aided cooperative cellular UL. Thestarction of the generalized equiv-
alent multiple-symbol cooperative system model is dedaiteSection 5.3.3.1. Finally, we provide
our concluding remarks in Section 5.4 based on the simulaésults of Section 5.3.4.

5.2 The Principle of Single-Path Multiple-Symbol Differertial Sphere
Detection [53]

Differential detection schemes may be broadly divided iwo categories, namely CDD and
Multiple-Symbol Differential Detection (MSDD) as seen iigkre 5.5. Since a data symbol is
mapped to the phase difference between the successiventt@asPSK symbols, CDD estimates
the data symbol by directly calculating the phase diffeeeotthe two successive received sym-
bols. In contrast to CDD having an observation window siz&Npf,; = 2, the MSDD collects
Nuina > 2 consecutively received symbols for joint detection of {d&,;,; — 1) data symbols.
This family may be further divided into two subgroups, nayrtee optimum maximum-likelihood
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Figure 5.5: Differential Detection classification.

(ML)-MSDD and sub-optimum MSDD schemes, as seen in Figlse he ML-MSDD is the opti-
mum scheme in terms of performance, but exhibits a potgngatessive computational complex-
ity in conjunction with a large observation window siXe,;,,;. One of the sub-optimum approaches
that may be employed to achieve a low-complexity near-MLENISs the linear-prediction-based
Decision-Feedback Differential Detection (DFDD). Retgrihe SD algorithm [41] was also used
to resolve the complexity problem imposed by the ML-MSDDhwitit sacrificing the achievable
performance [25, 53, 54, 57], leading to the so-called MigdtSymbol Differential Sphere Detec-
tion (MSDSD) arrangement, which will be introduced in thetficoming sections.

5.2.1 Maximume-Likelihood Metric for Multiple-Symbol Diff erential Detection

The basic idea behind ML-MSDD is the exploitation of the etation between the phase distor-
tions experienced by the consecutiMg,;,,; transmitted DPSK symbols [126]. In other words, the
receiver makes a decision about a block df,;,; — 1) consecutive symbols based dh,;,,; re-
ceived symbols, enabling the detector to exploit the siegi®f the fading channels. Ideally, the
error floor encountered when performing CDD as observed gargi5.3 and Figure 5.4 can be
essentially eliminated, provided that the value\gf;,,; is sufficiently high.

More explicitly, the MSDD at the receiver jointly procesdbe ith received symbol vector
constituted ofN,,;,,; consecutively received symbols

Y[inind] = [y [(Nwind - 1)i - (Nwind - 1)] A /y[(Nwind - 1)i]]T/ (5-11)

whereiy , . is the symbol vector index, in order to generate the ML edtwactor§[iy, , ] of the
correspondingV,,;,,s transmitted symbols

S[iNgma) = [5[(Nuwing — 1)i = (Naing — 1)), -+, $[(Napina — 1)i]] 7. (5.12)

Then, when using differential decoding by carrying out theerse of the differential encoding
process of Eq.(5.1), the estimate vectdiy,, | of the correspondingN,,;,; — 1) differentially
encoded data symbols

V[inmd] =S [U[(Nwind - 1)i - (Nwind - 2)]/ T /U[(Nwind - 1)i]]T (5-13)
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can be attained. Note that due to differential encodingseoutive blocky|iy,,,,| overlap by one
scalar received symbol [56]. For the sake of representaimplicity, we omit the symbol block

indexiy,, , without any loss of generality.

Under the assumption that the fading is a complex-valued-meran Gaussian process with a
variance obr? and that the channel noise has a varianc@mgf the PDF of the received symbol vec-
tory = [yo, y1," - - Yn,,,,—1) conditioned on the transmitted symbol vedor [so, s1, - - - sn,,,, 1"
spanning ovelN,,;,,; Symbol periods is expressed as [53]:

exp (=Tr{y"¥'y})

POlS) = = CNaidery) (5.14)

where
Y=¢ {yyH|s} (5.15)

denotes the conditional autocorrelation matrix of the Ryl fading channel. Then, the ML so-
lution, which maximizes the probability of Eq.(5.14) can dig#ained by exhaustively searching
the entire transmitted symbol vector space. Thus, the Mlrimet the MSDD can be expressed
as [56]:

SmL =arg max p(y[3), (5.16)
§eEM, wind

=arg min Tr {yH‘F_ly} . (5.17)
§€M£\]wind

5.2.2 Metric Transformation

In order to further elaborate on the ML metric of Eq.(5.16& extended the conditional autocorre-
lation matrix¥ as [53]:

¥ =€ {yyH|s} , (5.18)
—diag (s) £ { hh'"} diag () + € {nn'}, (5.19)
~diag (s) (&€ {hh" | +202Ly,,,,) diag (s}, (5.20)
—diag (s) C diag (sH>, (5.21)

where& {hh"} is the channel's covariance matrix in either the time- orfteguency-domain,
which is determined by the specific domain of the differdrdiacoding. More explicitly, the ele-
ments of the covariance matr&{hhH} can be computed by Eq.(5.7), when differential encoding
at the transmitter is carried out along the TD. Otherwise,ewgloy Eq.(5.9) to obtain the co-
variance matrix, when differential encoding is employethi@ FD. Furthermore, in the context of
Eq.(5.21) we define

c2 (e{nn"} +2021y,,,) (5.22)

in order to simplify Eq.(5.20).

Since we haveliag (s) ' = diag (s)? = diag (s*), the ML decision rule of Eq.(5.17) can
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be reformulated as:

Sy = arg mln {yH‘I’ 1y} (5.23)
SEM Nepind

=arg min {delag ) C~!diag (s) y} , (5.24)
sEM, Nopind

=arg min {s diag (y)" C 'diag (y)s } , (5.25)
seEM, Nopind

=arg min {s diag (y)? F1F diag (y) s*} , (5.26)
seEM., Nopind

whereF is an upper-triangular matrix obtained using the Cholesgtdrization of the inverse
matrix C~!, namely, we have:
c ! =FiF (5.27)

Then, by further defining an upper-triangular matrix as:

U = (Fdiag(y))", (5.28)
we finally arrive at [53]:
Sm = arg min {IlUs|*}, (5.29)
SEM Nyind

which completes the process of transforming the ML-MSDDriuaif Eq.(5.17) to ashortest-
vectorproblem [53].

5.2.3 Complexity Reduction Using Sphere Detection

While the performance of the MSDD improves steadilyMs;,,; is increased, the drawback is
its potentially excessive computational complexity, vhiacreases exponentially wit,;,,;. On
the other hand, SD algorithms [41, 99, 127] are well-knowntleir efficiency, when solving the
so-called shortest-vector problem in the context of mustr/multi-stream detection in MIMO
systems. Thus, due to the upper-triangular structure otitheatrix, the traditional SD algorithm
can be employed to solve the shortest-vector problem asatetl by Eq.(5.29). Consequently, the
ML solution of the ML-MSDD metric of Eq.(5.17) can be obtaihea component-by-component
basis at a significantly lower complexity. Note that all th2 &gorithms discussed in Chapter 2
can be employed to solve the shortest-vector problem obE9j.

5.2.4 Simulation Results

Monte Carlo simulations are provided in this section in orecharacterize the achievable per-
formance and the complexity imposed by the MSDSD for both b BD differentially encoded
OFDM system. The simulation parameters are summarisediie Ba3.

5.2.4.1 Time-Differential Encoded OFDM System

Let us now consider the application of the MSDSD in the TOedéntially encoded OFDM system
for three different normalized Doppler frequencies in tlespnce of the typical urban channel
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System Parameters Choice ‘
System OFDM
Subcarrier BW Af =10kHz
Number of Sub-Carriers D =1024
Modulation T-DQPSK/F-DQPSK
Frame Length 101 OFDM symbols
Normalised Doppler Freq. f4 =10.001,0.01,0.03
Channel Model typical urban if not specified

Table 5.3: Simulation parameters for time-differential modulatiotiead OFDM system.
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Figure 5.6: The Application of MSDSD in the time-differential moduldt®©FDM system.

given by Table 5.1. The T-DQPSK modulation scheme is empl@atehe transmitter, while the
MSDSD employing three different observation window si2&s,,; is used at the receiver, namely,
Nuwind = 2, 6, 9. Note that as mentioned in Section 5.1.1, when we iyg,; = 2, the MSDSD
actually degenerates to the CDD. Additionally, since T-[3BHs employed, a relatively short
transmission frame length @01 OFDM symbols is utilized in order to reduce the detectioragel
imposed by the MSDSD. Figure 5.6(a) depicts the BER perfamaaf the MSDSD for normalized
Doppler frequencieg; = 0.03, 0.01, 0.001, where we observe that for the slow-fading channel
associated wittf; = 0.001, there is no need to employ an observation window size of rthare
Nuwinda = 2, since CDD does not suffer from an error floor. In other wotkde, MSDSD is unable to
further improve the CDD’s performance by increasig;,,;. However, when the channel becomes
more uncorrelated, i.e. when we hafe= 0.03 or 0.01, the BER curve is shifted downwards by
employing anN,,;,; value larger tha, approaching that observed ffy = 0.001, at the expense
of imposing a higher computational complexity. The comiijeimposed by the MSDSD versus
the SNR is plotted in Figure 5.6(b), where the complexitwesrcorresponding ti,,;,; = 9 are
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evidently above than those corresponding\ig,,; = 6. Moreover, the complexity imposed by the
MSDSD decreases steadily as the SNR increases and finadlg lawt in the high-SNR range. This
is not unexpected, since under the assumption of havingueeeldhoise contamination, it is more
likely that the ML solution poing,,; is located near the search center (the origin in this cagbgof

SD used for finding the MSDD solution. As a result, the SD'sge@rocess may converge much
more rapidly, imposing a reduced complexity. Again, for endetails about the characteristics
of SDs, please refer to Chapter 2. Furthermore, we can alserad from Figure 5.6(b) that the

Doppler frequency has a crucial effect not only on the penfoice achieved by the MSDSD, but
also on its complexity.

10

—6— SNR=10 dB

—=— SNR=35 dB

# of PED Evaluations per Symbol Block

. . . . . . . .
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Figure 5.7: Complexity imposed by the MSDSD versus the observation ainsizeN,,;,,4.

Given a Doppler frequency df; = 0.01, let us now investigate the complexity of the MSDSD
from a different angle by plotting the complexity versNs,;,,; in Figure 5.7, where complexity
curves are drawn for two different SNRs. Although both of tilve complexity curves exhibit an
increase upon increasing the value\gf;,,.;, the one corresponding to the relatively low SNR 0f
dB, rises more sharply than the other one recorded for an SISR dB.

5.2.4.2 Frequency-Differential Encoded OFDM System

As discussed in Section 5.1.1.3 in the scenario of bursstnéssions or detection-delay-sensitive
communications, F-DPSK is preferable to its TD counterpddwever, the channels experienced
by the OFDM modem may exhibit a moderate time but a signifif@tguency-selectivity, as ex-
emplified by the TU and HT channel models given in Table 5.leréfore, the BER curves corre-
sponding to the TU and HT channel models exhibit an error flwben using the CDD associated
with N, = 2, as observed in Figure 5.8, due to the channel's frequeslegtdvity. Other sim-
ulation parameters are summarized in Table 5.3. Similah¢orésults obtained in the T-DPSK
scenario, the error floor can be eliminated with the aid oM8DSD, where the observation win-
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Figure 5.8: BER performance of F-DQPSK modulated OFDM system using M3D& the
different channel models of Table 5.1.

dow size wasV,,;,; = 6. Remarkably, a signficant performance improvement is selidy the
MSDSD for the severely frequency-selective HT environmastseen in Figure 5.8. The BER
curve associated with the CDD levels out as soon as the SNBases beyond th&9dB, while
the MSDSD usingN,,;,; = 6 completely removes the error floor, hence resulting in addliea
decreasing BER curve as the SNR increases.

5.3 Multi-Path MSDSD Design for Cooperative Communication

5.3.1 System Model

Frequency
Ch.1| 11 transmits | Ty relays T} e Ty relays T}
Ch.2| 15 transmits | T relays T e T relays Ty
Ch.N| Ty transmits | T} relays Ty e Ty relays Ty | Time
Phase | Phase 11

Figure 5.9: Repetion-based channel allocation scheme.

After the brief review of the principle of the MSDSD designkmt single-path channels in
Section 5.2, we continue by specifically designing a MSDSIeste for the cooperative system
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discussed in Section 5.1. As depicted in Figure 5.9, we densill-user cooperation-aided sys-
tem, where signal transmission involves two transmisstmasps, namely, the broadcast phase and
the relay phase, which are also referred to as phase | andueAwho directly sends his/her own
information to the destination are regarded aarcenode, while the other users who assist in
forwarding the information received from the source nodeossidered aselay nodes. In both
phases, any of the well-established multiple access schearebe employed by the users to guar-
antee an orthogonal transmission among them, such as Tiwisddi Multiple Access (TDMA),
Frequency Division Multiple Access (FDMA), or Code Divisidlultiple Access (CDMA). In this
report, TDMA is considered for the sake of simplicity. Funtinore, due to the symmetry of chan-
nel allocation among users, as indicated in Figure 5.9, wadmur attention on the information
transmission of source termin&t seen in Figure 5.10, which potentially empldyid — 1) relay
terminalsTy,, Tx,, - - - , Tr,_, in order to achieve cooperative diversity by forming a VAAitN@ut
loss of generality, we simply assume the employment of desiagtenna for each of the collabo-
rating MSs and that oN receive antennas for the BS. Additionally, a unity total poWw shared
by the collaborating MSs for transmitting a symbol is assdime

relay

source S destinatior

TsV = E : Th

Sru h’f‘[jd////

Figure 5.10: Multiple-relay-node-aided cooperative communicatiomesnatics.

Owing to the potential transmission inefficiency and impdestational difficulty imposed by
the channel estimation in cooperation-aided systemserdiftial encoding and detection without
the acquisition of the CSl is preferable to the employmergutifstantially more complex coherent
transmission techniques, as we have discussed in SecfioH®nce, we assume that in phase-l,
the source broadcasts its differentially encoded signatile the destination as well as the relay
terminals are also capable of receiving the signal tratechiby the source. In the forthcoming
phase-ll, we consider two possible cooperation protoagtich can be employed by the relay
nodes: the relay node may either directly forward the reszksignal to the destination after sig-
nal amplification (Amplify-and-Forward (AF) scheme) orfdientially decode and re-encode the
received signal before its re-transmission (Decode-am@térd (DF) scheme).

Recall from Section 5.1.1.1, that the information is comgin the difference of the phases of
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two consecutive PSK symbols for differentially encodedhsraission. In the context of the user
cooperation-aided system of Figure 5.10, the source tetriiabroadcasts thé&h differentially
encoded frame' during phase-I, which is constituted bf number of DMPSK symbols{n] (n =
1,2,---,Ly) given by Eq.(5.1). According to Eq.(5.1), the differenteicoding process of the
source node may be expressed as:

ss[n] = ss[n —1os[n], (5.30)

wherevg[n] € M, = {e>™/ M, = 0,1,--- , M, — 1} is the information symbol obtained
after bit-to-symbol mapping, and,[n] € M, = {&?™/Me;m = 0,1,--- , M. — 1} represents
the differentially encoded symbols during théh time slot. We assume a total power of unity,
i.e. P = 1 for transmitting a DMPSK symbol of the source over the entiser cooperation
period and introducing the broadcast transmit power ratiehich is equal to the transmit power
Ps employed by the source. Hence, during the forthcoming pHasiee total power consumed by
all the (U — 1) number of relay nodes used for transmitting the signal vecefrom the source
is 25211 by,
the signal of the source node. For the sake of mitigating tgairments imposed by the time-
selective channels on the T-DPSK modulated transmissiamd-based rather than symbol-based
user-cooperation is carried out, which is achieved at tiperse of both a higher detection delay
and increased memory requirements.

= 1— 17, whereP,, is the power consumed by the relay termifi@| for conveying

Furthermore, according to the cooperative strategy of ieigu9, where each of thel — 1)
spatially dispersed relay nodes helps forward the sigmah fthe source node to the destination
node in(U — 1) successive time slots, we construct trerayle-symbol system modet the source
node’snth transmit symbol in the context of the TDMA-based userpamation aided system of
Figure 5.10 as:

Y, =PS,H,+W,, (5.31)

where the diagonal matriR is introduced to describe the transmit power allocation ragsb the
collaborating MSs, which is defined as:

P £ diag (|VP: /P, - \/K]) (5.32)

Additionally, in Eq. (5.31)S,, andY,, represent thdransmitted user-cooperation based signal
matrixand the received signal matrix at the destination, resgeygtiduring both phase-l and phase-
Il. Additionally, H,, andW,, denote the channel matrix and the AWGN matrix, respectivgpon
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further elaborating on Eq.(5.31), we arrive at:

Ysa [1] S Ysdy 1]
yVldl[n+1'Lf] yVldN[n+1'Lf]
Yo sisln+ (U=DLg] oy ln+ U= DL]
ss[n] 0 0
_p 0 Srl[n—i_ll'Lf] 0
0 0 Sy nH (U =1L Ly
hsdl [”] hst [n]
" hrldl[l’l—Fl'Lf] hrldN[n+1'Lf]
Py a0+ (U =1)Lg] o By ay[n+ (U =1)Lg] ]
[ Wsg, (1] Wsgy, [1]
i wr1d1[nji_1'Lf] wth[n.—’_l'Lf] , (5.33)
| Wy _1dy [n+(LI—1)Lf] w,u_ldN[n—i— (U—l)Lf] UxN

where the rows and columns of the transmitted user-codperdased signal matri$,, denote
the spatial and temporal dimensions, respectively. Mareaince the source and multiple relay
terminals are assumed to be far apart, the elements of tmehmatrixH,,, corresponding to
the CIRs between the source and the destination nodes aasvitibse between the relay node
and the destination node are mutually uncorrelated, but eathem may be correlated along the
TD according to the time-selective characteristics of thenmel. Additionally, the elements of the
AWGN matrix are modeled as independent complex-valued €ausandom variables with zero
means and a variance bf = 2072,

More specifically, since we have the transmitted sympt] € M, = {2/ M, =
0,1,---,M, — 1} at the source node, tHél x U)-element transmitted signal mat®s,, in the
general system model of Eq.(5.33) can be reformatted foD#ie-aided cooperative system as:

/D, - ef2ms/ Me 0 e 0
0 AM, n Cen 0
PS, — _ f 1_%”[ ] . _ , (5.34)
0 0 o famy, Ysrua (1]

where f45,, is the signal gain employed by theh relay node to make sure that the average
tranmsitted power of theth relay isP,, and

ySV” [n]
=V/Ps - ss[n)hsy, [n] + wsr, [11], (5.35)
=\/P; - e/ Mepy (0] + wg, [n], (ms=0,1,---, M. —1) (5.36)

represents the signal received at thi relay node during the broadcast phase-I.
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As for the DDF-aided user-cooperation system, where ttay mebde differentially detects and
re-encodes the signal received from the source node beaforaufding it to the destination, the
(U x U)-element transmitted signal matrBS,, in the general system model of Eq.(5.33) can
be rewritten as follows under the assumption that the ouipthe differentially detected relay is
error-free:

\/Fs . pl2mms/ M 0 . 0

0 /P, . el2mms/Me .. 0
PS, = , " _ _ . (5.37)

0 0 oo [Py, - ef2Tms/ Me

5.3.2 Differentially Encoded Cooperative Communication ding CDD

In this section, for the sake of simplicity, we consider twiffedlential modulation based two-
user cooperative schemes, namely, the Differential Araliid-Forward (DAF) and Differential
Decode-and-Forward (DDF). Both the DAF and DDF schemes raenable to the CDD in fad-
ing channels after a linear signal combination processchwwill be discussed in our forthcoming
discourse.

5.3.2.1 Signal Combining at the Destination for Differental Amplify-and-Forward Relaying

For the DAF scheme, thell — 1) relay nodes of Figure 5.10 amplify the signal received from
the source node and forward it to the destination node in seprrder ovefU — 1) successive
time slots during phase-Il. In order to ensure that the gesteansmit power of theth relay node
remainsP,,, the corresponding amplification factpys, in Eq. (5.34) employed by theth relay
node can be specified as [128]:

P”u

Y R TR 5.38
fAMr” PSUSZVLI + No ( )

wherea},y is the variance of the channel’s envelope spanning betweesdurce and theth relay
node, which can be obtained by long-term averaging of theived signals. Therefore, the signal
received at the destination from th¢h relay nodey, 41 + uLf] in Eq.(5.33) can be represented
as follows [128]:

Yrualn +uLg] = fam, Ysr, [1]hr,aln +uls] + wp a[n +ulg], (5.39)

whereys,, [1] is the signal received from the source node atitferelay node during the broadcast
phase-l, which was given by Eq. (5.35).

The destination BS linearly combines the signal at eacheditheceive antennas received from
the source through the direct link during the broadcast,ahaphase-1 and those at each receive
antenna received from all the relay nodes during phasellowed by the CDD process operating
without acquiring any CSI. Based on the multichannel déffgial detection principle of [6], we
combine the multi-path signal of thd-user cooperation aided system of Figure 5.10 prior to the
CDD process as:

N u-1
]/ = Z ﬂO(]/sd,- [n - 1])*y5d, [n] + Z ﬂu (yrud,' [n + uLf - 1])*y7ud,' [n + uLf] 4 (540)
i=1 u=1
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whereL ¢ is the length of the frame, while the coefficientsanda,,, (u=1,2,---)arerespectively
given by:

ag = —, (5.41)

PSU'S%,U + NO

, 5.42
No(Pso3, + Pr,02 ;4 No) (5.42)

a, =

whereo?, ando? ; are the variances of the link between the source and relagsnasi well as of
the link between the relay node and the BS, respectively.Byraing that the CIR/s;, as well as
h. 4 are almost constant over two successive symbol periodsigistenation node carries out CDD
based on the combined signabdf Eq.(5.40) as:
pl2mit/ M _ arg orlnax lgcﬁ{esznm/MCy}, (5.43)
M=0,1,--

’ Cc

whereR{-} denotes the real component of a complex number.

5.3.2.2 Signal Combining at Destination for Differential Decode-and-Forward Relaying

For the DDF-aidedI-user cooperation assisted system of Figure 5.10, eachrretie differetially
decodes and re-encodes the signal received from the soodes Idefore forwarding it to the BS.
Similarly, based on the multichannel differential detectiechniques of [6, 129], the combined
signal prior to differential detection by the DDF scheme barexpressed in exactly the same form
as that of Eq.(5.40) for the DAF scheme, which is repeated fogrconvenience:

N u-1

V=L ao(Ysa;[n — 1])" Ysa,[n] + Zl ay (Yr,a,[n +uly = 1])"yra[n+uls]|,  (5.44)

1= u=

noting that different diversity combining weights @f anda,, (v = 1,2,--- ,U — 1) are used.
Note that the choice of diversity combining weights mayetffbe achievable system performance.
For example, when the normalized total powePof 1 used for transmitting a symbol during the
entire user cooperation aided process is equally divideahgrthe source and relay nodes, namely,
when we haveP; = P, = 1/U,(u = 1,2,--- ,U — 1), the SNR of the combiner output is
maximized by opting for [129]:
(5.45)

provided that the corresponding channel variances aregigaé&nAlthough the choice of the diver-
sity combining weights is not optimum in general, it is optim for the case when the SNR of the
source-destination link and those of the multiple relagtithation links are the same. Again, by
assuming that the CIRs taps., as well ag, 4 are constant during two successive symbol periods,
the CDD process of Eqg.(5.43) can be carried out by the déistimafter combining the multi-path
signals.

5.3.2.3 Simulation Results

Figure 5.11 depicts the BER performance verBusN, for both the single-user non-cooperative
system and the two-user DAF-aided cooperative systemg alsensimulation parameters summa-
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System Parameters Choice ‘
System Two-User Cooperative OFDM
Number of Relay Nodes 1
Subcarrier BW Af =10kHz
Number of Sub-Carriers D =1024
Modulation T-DQPSK
Frame Length Ls 101
CRC CCITT-6
Normalised Doppler Freq. fi1=0.03,0.01,0.001
Channel Model typical urban, refer to Table 5.1
Channel Variances 02 =0t =0%=1
Power Allocation P; =P, =05P =05
SNR at Relay and Destination Ps/No = Py, /Ny

Table 5.4: Summary of system parameters for a T-DPSK modulated twoags®peration aided
OFDM system.

rized in Table 5.4. Note that we consider a scenario, whexddtal powerP used for transmit-
ting a differentially encoded symbol during an entire ussoperation process is equally shared
between the source as well as relay nodes, and the SNRs athigotkceiver of the relay and
destination nodes are identical. Additionally, in orderc&ry out a fair comparison between the
non-cooperative and cooperative systems, we assume ghpotter consumed by the single-user
non-cooperative system when transmitting a single T-DR®im®I is also equal t&® = 1, which is
identical to that consumed by its user-cooperation aidedtespart. As observed from Figure 5.11,
in the presence of the slowly-fading TU channel of Table Ssbaiated wittf; = 0.001, the DDF-
aided two-user cooperation assisted system is capabldigvaitg the maximum attainable spatial
diversity order of two, resulting in a significant perforncangain of10 dB, given a target BER
of 10~%. This high gain is not unexpected, since it is unlikely thathbthe direct and relay links
suffer from a deep fade. However, since the T-DQPSK modiieggcheme is employed, the perfor-
mance achieved by CDD at the destination node degradescsigti§i as the normalized Doppler
frequencyf,; becomes higher. This is due to, for example, the relativeilitobf the source and
relay nodes with respect to the BS. For the sake of simplibigye we assume the same normal-
ized Doppler frequency exhibited by all the three links af thvo-user cooperation aided system,
namely, the source-relay, relay-destination as well assthece-destination links. As shown in
Figure 5.11, an error floor is formed by the BER curves cowrdmg to the more time-selective
scenarios associated with an increased normalized Dofiplguency f; ranging from0.001 to
0.03, which is an undesirable situation encountered also bylH#ssic single-user non-cooperative
benchmark system. However, the lowest achievable endd®&R 0f10~3 exhibited by the CDD
operating with the aid of the DAF-aided cooperation schamstill lower than the BER o102
achieved by the non-cooperative system under the assumggdtjg = 0.03.

In comparison to the DAF-aided cooperation assisted systdrare the relay node directly for-
wards the amplified signal to the destination, the diffaetiiecoding and re-encoding of the DDF-
aided system are carried out by the relay node before foimgrds discussed in Section 5.3.2.2.
The simulation parameters are summarized in Table 5.4,emvercan see that a Cyclic Redun-
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Figure 5.11: BER performance of the DAF-aided DQPSK-modulated two-useperation aided
OFDM system in Rayleigh fading channels at different norseal Doppler frequencies. The
system parameters were summarized in Table 5.4.

dancy Check (CRC) code is employed by the relay node in ocddetermine whether the current
decoded signal is correct or not and only the error-freelyoded signal is forwarded to the des-
tination. Otherwise, the relay remains silent during pHasEigure 5.12 plots the BER curves
of the DDF-aided two-user cooperation assisted systeng ukin CDD at both the relay and des-
tination nodes in contrast to those of its non-cooperatimenterpart. Again, the DDF-aided co-
operation assisted scheme is capable of achieving the maxiattainable diversity order of two,
leading to a significant performance gain for transmissieer @ slow-fading channel associated
with f; = 0.001. Furthermore, observe by comparing Figure 5.12 that aaitpihegative impact
is imposed on the end-to-end BER performance by the relativkility of the source, relay and
destination nodes for the DDF scheme as that imposed forAtfeddheme. Moreover, also note in
Figure 5.12 that although the DDF-aided cooperative systgiperforms its non-cooperative coun-
terpart at the three different values of the normalized Dapipequency considered, the achievable
performance gain becomes more negligible,fasncreases. Specifically, only a slightly lower
error floor is exhibited in Figure 5.12 by the DDF-aided syst@ssociated wittf; = 0.03 than
that presented by the classic single-user non-cooperatieggement. In addition, as observed
from both Figure 5.11 and Figure 5.12, both the DAF and DDIgicboperative systems exhibit
a worse BER performance than the classic non-cooperatigarothe relatively low SNR range
spanning front) to 15 dB, which can also be observed for the colocated-multi@asmit-antenna-
assisted system. This trend is not unexpected, since thetigd SNR experienced at the receiver
is halved for the two-transmit-antenna-aided system, hadenefit of diversity is overwhelmed
by the deleterious effects of the noise, when the SNR is low.

Let us now investigate the benefit of the CRC-based erroctietecapability of the relay node
on the end-to-end BER performance of a DDF-aided two-usep&ative system in Figure 5.13,
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Figure 5.12: BER performance of the DDF-aided DQPSK-modulated coojperatystem in
Rayleigh fading channels at different normalised Dopptegfiencies. The system parameters

were summarized in Table 5.4.

where the BER curves corresponding to different CRC codeglatted in contrast to those of the
so-called fixed-relay based cooperative system as well tiatof the single-user non-cooperative
one. Note that as summarized in Table 5.4, the frame lebgmployed isl01 DQPSK symbols,
whereas CCITT-6 was used by the relay node similarly to tleipusly simulated DDF-aided
cooperative systems of Figure 5.12, which exhibits a del&rarror detection capability for this
relatively short frame length, since a full diversity ordsr2 can be achieved. For the sake of
improving the achievable transmission efficiency, a CRCeaaging as few parity bits as possible
is preferable, such as CCITT-4. However, as observed inr€ig§uL3, the achievable BER per-
formance of the DDF-aided cooperative system graduallyattss as the SNR increases, leading
to an approximatelyt dB performance gain reduction at a target BERLOf® in comparison to
the system employing the CCITT-6. Another extreme exammghwconsidering is a fixed-relay
based cooperation aided system, where the relay forwaed®tbncoded differential signal to the
destination without checking, whether the differentialgcoded bits are correct or not. Hence, the
achievable transmission efficiency is improved by sacrifjdhe maximum achievable diversity
gain. Specifically, without the aid of the CRC, no spatialedsity gain can be achieved, although
an additional transmit antenna provided by the relay nodédu assists the source by forwarding
the signal to the BS. The reason for this trend is that wit&RC checking the original diversity
gain is eroded by the flawed information delivered by theyrelade, which is further combined
with the signal received via the direct link at the destiorati Hence, a flexible compromise be-
tween maintaining a high transmission efficiency and theimam achievable diversity gain can
be struck by employing an appropriate CRC code.

In comparison to the classic colocated-multiple-transantenna-assisted system, the perfor-
mance of the user-cooperation aided system is affected thytbe channel quality of the source-
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Figure 5.13: Benefits of the CRC-based error detection capability at ¢teeyrnode on the end-

to-end BER performance of a DDF-aided DQPSK-modulated ejve system. The system

parameters were summarized in Table 5.4.
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Figure 5.14: Impact of the source-relay link's quality on the end-to-&i#R performance of a

T-DQPSK modulated two-user cooperation system. The syptmameters were summarized in

Table 5.4.
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destination and relay-destination links, as well as by ¢fistie source-relay link. This statement is
true for both the DAF-aided and DDF-aided cooperative systas evidenced by our forthcoming
discussions. Figure 5.14 compares the BER performancewathby the two-user cooperation
aided system employing either the DAF or the DDF scheme indifferent scenarios, namely for
a noisy source-relay link, as assumed in the scenariosatb&raed in Figure 5.12 and 5.13 and for
a perfect noise-free source-relay link. In other words,rilay is assumed to have perfect knowl-
edge of the source node’s transmitted signal in the latenas@o, which can also be regarded as the
conventional collocated-multiple-transmit-antenndedii system, if the DDF scheme is employed.
Additionally, recall from Figure 5.11 and 5.12 the maximuivedsity order of two can indeed
be achieved by the T-DPSK modulated two-user cooperatiedasystem using the CDD when a
quasi-static scenario of a normalized Doppler frequefjcy: 0.001 is assumed. Although the max-
imum achievable diversity gain cannot be increased by lgaaiperfect source-relay link, observe
in Figure 5.14 that the system’s BER performance was indegxiaved. To be more specific, a
performance gain as high 8siB was attained in Figure 5.14 for the system using the DDErseh
by having a perfect source-relay link, whereas only a ndgléigperformance gain was attained in
Figure 5.14 by its DAF-aided counterpart. Furthermore, &mpparing the performance achieved
by the DAF and DDF schemes in Figure 5.14, we can observe libgtdérformance achieved by
the latter is slightly outperformed by the former, if thertsanissions between the source and relay
nodes are carried out over a noisy link having an SNR at trey nebde, which is equal to that
measured at the destination node. However, it is expectddtt latter will outperform the former
as a benefit of having a better-quality source-relay linkind&cated by the extreme example of
having a noise-free source-relay link, which was charasdrin Figure 5.14. Therefore, when the
source-relay link is of poor quality, it is preferable to doypthe DAF scheme, which outperforms
the DDF scheme despite its lower complexity, since theraiseed to carry out any differential
decoding and re-encoding.

5.3.3 Multi-Path MSDSD Design for Cooperative Communicaibn

In order to mitigate the potential negative impact inducgdtoongly time-selective or frequency-
selective channels on the conventional T-DPSK or F-DPSKares of Section 5.1.1, the single-
path MSDSD introduced in Section 5.2 constitutes an ataccheme for employment by the
relay nodes, when differential decoding is carried out Eyreodes using the DF protocol. Fig-
ure 5.15 characterizes the achievable performance imprents of the DDF-aided two-user co-
operation assisted system attained by the single-path NIS§z8eme at the relay node in time-
selective Rayleigh fading channels at different normaliR®ppler frequencies. When employing
the MSDSD scheme using,,;,; = 6 at the relay node, observe in Figure 5.15 that the error floors
encountered in time-selective channels correspondirfg e 0.01 and f; = 0.03 are significantly
mitigated, resulting in a substantial performance gaim.gxample, given a target BER 0%, a
performance gain in excess®flB can be achieved fgf; = 0.01 as seen in Figure 5.15. However,
since the end-to-end performance of the user cooperatiten aiystem of Figure 5.10 is determined
by the robustness of the differential detection schemedagmg at both the relay and destination
nodes, the single-path MSDSD aided relay terminals alom@mable to guarantee a desirable end-
to-end performance. Hence, although a significant perfoomaain can be attained by improving
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Figure 5.15: BER performance of DDF-aided DQPSK-modulated cooperaix@em using
MSDSD-aided relays in Rayleigh fading channels.

the detection capability at the relay node, there is stilllastantial performance gap between the
BER curve obtained af; = 0.01 or f; = 0.03 and that corresponding ty = 0.001. The maxi-
mum diversity order of two is not achieved t= 0.03 or f; = 0.01, as indicated by the slope of
the BER curve seen in Figure 5.15. Hence, for the sake ofduithproving the performance of the
DDF-aided cooperative system or that of the DAF-aided ommveerful differential detector has
to be applied at the destination node, which is robust torttgairments imposed by time-selective
channels. Unfortunately, the single-path MSDSD schemeatdre directly employed by the desti-
nation node in order to jointly differentially decode theltitpath signals received from the source
and relay nodes. Thus, a potential channel-induced pesfiocendegradation may still occur when
carrying out conventional differential detection of signgeceived over multi-path channel, which
is discussed in Section 5.3.2. In the forthcoming sectitiased on the principle of the single-
path MSDSD, we will propose a MSDSD scheme specifically desigor user-cooperation aided
communication systems, which is capable of jointly difféially detecting the multi-path signals
delivered by the source and relay nodes.

5.3.3.1 Derivation of the Metric for Optimum Detection

5.3.3.1.1 Equivalent System Model for DDF-Aided Cooperatie Systems

Following on from the principle of the single-path MSDSD dissed in Section 5.2, the re-
ceiver operating without the knowledge of CSI at the detibnanode collectsN,,;,; humber of
consecutive user-cooperation based space-time sym$ho($r = 0,1, -, Ny — 1). These
samples are then used to jointly detect a blocK§f,;,,; — 1) consecutive symbols;[n], (n =
0,1,---, Nyinga — 2), which were differentially encoded by the source duringsghhby exploit-
ing the correlation between the phase distortions expegiy the adjacent sampl8s, (n =
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0,1,---, Nying — 1). Thenth user-cooperation based space-time syn$holvas defined specifi-
cally for the DDF-aided cooperation system in Eq.(5.37)ichlis rewritten here as:

ej27rm5/MC 0 . 0
0 el2mms/Me ... 0
S, = _ ] _ _ , (5.46)
0 0 oo pl2moms/ M

where we haver; = 0,1, -- , M, — 1. Since the total power used for transmitting a single symbol
S, during the entire user-cooperation process is normalizediave:

u-1
P+ Y P, =1, (5.47)
u=1

wherel is the number of users in the user-cooperation aided sydteigure 5.10. Moreover, with
the aid of Egs. (5.33) and (5.37), we can rewrite the germ@lsingle-symbol-based cooperative
system model of Eq.(5.31) for the DDF-aided cooperativesim@ission, resulting in thequivalent
single-symbol based system moakefollows:

Y, =PS,H,+W,, (5.48)
=S,PH,+W,, (5.49)
= gnﬁn + Wn/ (5'50)
where the equivalent user-cooperation transmitted sSgynaitary matrixS,, is represented by:
ef2mms / M 0 . 0
~ 0 ej27rm5/MC L. 0
S}’l:Sﬂ: . . . . ’ mSZOI]-/"'/MC_]-I (551)
0 0 oo pl2mms/ M

and the equivalent channel matik, can be expressed as:

fi, — PH,, (5.52)
NI e VP - hay [11]
_ VP g [n+1- Ly VPrhnayln+1- L] (5.53)

‘/P7U—1d . h,u71d1 [l’l + (ll — 1)Lf] ey /P7U—1d . h7U—1dN [Tl + (ll — 1)Lf]
In addition, according to Eq. (5.33) the received signalrima,, and the equivalent noise matrix
W,, may be written as:

[ Ysa, [Tl] o Ysay [”]
paln+1-L pasn+1-L
Y, = Y 1d1[ - f] Y ldN[ - f] (5.54)
LYry_1dy [n+(u_1)Lf] qu—ldN[n+(u_1)Lf]
and

_ del [Vl] e wst[n]

- Wpg,m+1-L Wy gy +1-L

Wn _ Wn _ rldl[ - f] 1dN[ . f] , (555)
| Wry_1dy [Vl + (u — 1)Lf] T Weydy [71 -+ (LI - 1)Lf]
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respectively.

5.3.3.1.2 Equivalent System Model for the DAF-Aided Coopeative System

Similarly, with the aid of Egs. (5.33), (5.34) as well as &.and following a number of straight-
forward manipulations left out here for compactness, werarat theequivalent single-symbol
system moddbr the DAF-aided cooperation system based on the genedatingle-symbol based
cooperative system model of Eqg. (5.31) as follows:

Y, =S,H,+W,, (5.56)

where the received signal matri, at the BS is expressed identically to that of the DDF-aided
system as:

ySdl [l’l] T _‘/st [Tl]
Yn = yrldl [n + 1 . Lf] - yrldN [n + 1 ‘ Lf] ’ (557)
yru—1d1[n+(u_1)Lf] yru—ldw[n+(u_1)Lf]
and the equivalent user-cooperation transmitted sign#ixr, can be written as:
ej27rm5/MC 0 . 0
. 0 ejzﬂms/Mc - 0
S, = , mg=20,1,---,M.—1, (5.58)
0 0 oo pl2mms/ M

which is identical to the transmitted signal matrix givengq.(5.51) for the DDF-aided system.
However, the resultant equivalent channel makHix of the DAF-aided system is different from
that obtained for its DDF-aided counterpart of Eq.(5.53)ich is expressed as:
A, = [hi by - By, (5.59)
where theth column vectoh; may be written as:
\/FS . hsd,' [n]
P,
—— g sn [l a [n 4+ 1+ Ly]

(752,1+P—5

h; = _ : (5.60)

by
\/%hsru1 [n]hru_ldi [n +U-1)- Lf]
o sru—1 "' Ps ]

Moreover, the resultant equivalent noise téiy) can be represented as:

W, = [y W, - W, (5.61)

where theth column vectowv; may be expressed as:
[ wsd[n]

P
mwsrl [”]hﬁd{ [n +1- Lf] + W, [n +1- Lf]

brl

W, = _ . (5.62)

[ b,
mwsru—l[n]hruqfii [l’l + (U - 1) : Lf] + wru—ldi[n + (u - 1) : Lf]
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5.3.3.1.3 Optimum Detection Metric
Then, based on Eq.(5.50) and Eq.(5.56), we can construgetieral input-output relation of the

channel for multiple differential symbol transmissions bmth DAF-aided and DDF-aided user-
cooperation assisted systems, where we havedoé/alent multiple-symbol based system model
as:

Y=S5H+W. (5.63)
Note that ifA represents a matrix, thek is a block matrix,A; denotes a diagonal matrix, a@g;
represents a block diagonal matrix. The block ma¥filtosting the received signal, which contains
signals received duringy,,;,; successive user-cooperation based symbol durationsspomnding
to Ny,s consecutively transmitted differential symbalsn], (n = 0,1, -+, Nying — 1) of the
source node, is defined as:

Y= [Y;Z YZ:+1 e YZ:JFNZU,»nd—l]T/ (5.64)
and the block matri¥ representing the channel as well as the block maiof the AWGN are
defined likewise by vertically concatenating,;,; matricesH,, (n = 0,1, -+, Nyi,g — 1) and
W,, (n=0,1,---, Nyina — 1), respectively. Therefore, we can repreﬁrms:

H=[HH - Hn,, 1" (5.65)
and expresW as:
W= Wy Wi, - Woy o]0 (5.66)
Furthermore, the diagonal block matrix of the transmittigthal is constructed as:
Ss =diag (Su, Sut1, -+ SuiNypa—1) (5.67)
S, 0 .. 0
0o S e 0
= _ ) (5.68)
0 0 e S”‘FNwind*l

whereS,, (n =0,1,---, Nyi,qg — 1) was given by Eq. (5.51) or Eq. (5.58).

We note that all the elements i, andW,, of (5.52) and (5.55) possess a standard Gaussian
distribution for the DDF-aided cooperative system, whereast terms ifH,, andW,, of (5.59) and
(5.61) do not for its DAF-aided counterpart. However, odioimal simulation-based investigations
suggest that the resultant noise processes are near-@adssiibuted in the DAF-aided scenario.
As a result, the PDF of the corresponding received signdd.B) is also near-Gaussian especially
for low SNRs, as seen in Fig. (5.16). Hence, under the sigiptifassumption that thequivalent
fading and noise are zero-mean complex Gaussian procesbtesDAF-aided cooperative system,
the PDF of the non-coherent receiver's outpuat the BS for both the DAF- and DDF-aided
cooperative systems can be obtained based on its courteffzg. (5.14) derived for the single-
transmit-antenna scenario in Section 5.2 as:

~ exp(—Tr{Y?¥ 1y
Pr(Y|8,) = (El(lefﬂd{det(i))N)/
where the conditional autocorrelation matrix is given by:
¥ = £{xY"|S,}, (5.70)

= 8,£{AA"}S," + E{WW"}. (5.71)

(5.69)
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Figure 5.16: PDF of the received signd of Eq. (5.64) in the DAF-aided cooperative system.

Specifically, for the DDF-aided cooperative system havingequivalent channel matril,,
given by Eq.(5.52) and a noise matrix given by Eq.(5.55), dhannel’'s autocorrelation matrix
S{EHH} formulated in Eq.(5.71) can be further extended as:

H,
rppH . 7+ o+
c(aA") = € : |ERRER : NV 9 (5.72)
FI”+Nwind71
I'pr(0) I'pr(1) -++ Tpp(Nying — 1)
_N FDF(-—l) FDF(O) . FDF(Nw-ind — 2) , (573)
I'pr(1 — Nying) Tpr(2 — Nyina) --- I'pr(0)
by defining
_(Péd[K] 0 e 0
0 t K . 0
To(e) 2 | (P“‘f[ | § | P (5.74)
L 0 0 qof/U—ld [x]
[Pt [x] 0 0
0 P. ot [k 0
_ 1 (Pfld[ ] ) (575)
. 0 0 T Pfu—lq)iu,ld [x]

whereP is the transmit power allocation matrix given by Eq.(5.3@}ile ¢!, [x] and @] ,[x] re-
spectively represent the channel’s autocorrelation fandbr the direct link and relay-destination
link between thesth relay node and the destination BS. Under the assumpti®agplieigh fading
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channels, the channel’s autocorrelation function can peessed as:

¢'[x] & E{h[n + «]h*[n]} (5.76)
= ]0(271’de), (577)

with Jo(-) denoting the zeroth-order Bessel function of the first kind as usuaf; representing the
normalized Doppler frequency. Furthermore, under theraption of an identical noise variance
observed at each terminaﬂ,{MH} of the DDF-aided system can be expressed with the aid of
the equivalent noise matrix given by Eq.(5.55) as:

E{WW™} = NoNIuy

wind”

(5.78)

whereN and Ny respectively denote the number of receive antennas enplatythe BS and the
Gaussian noise variance, whilgy,, , is @ (UNyig X UNy,inq)-€lement identity matrix.

On the other hand, when considering the DAF-aided useraratipn assisted system having
an equivalent channel matréd,, given by Eq.(5.59) and a noise matrix given by Eq.(5.61), the
channel’'s autocorrelation matrB({HHH} can be expressed as:

H,
ape el : (Y F7*
g{ﬂﬂ } - g : |:Hn o H”""Nwind_li| ! (579)
FI”+Nzui11d_1
T 4r(0) T4r(1) oo Tap(Nying — 1)
_ N FAF(-—l) FAF(O) . FAF(Nw.ind — 2) , (580)
Tar(1— Nying) Tar(2 — Npina) - T'ar(0)
where
[ ¢l [x] 0 0
0 Eolxlet k] - 0
Tap(k) 2 | . Pon| ].q)’ld[ ] . . P2F,, (5.81)
L 0 0 Qe [Klen, alK]
[ Poply[x] 0 aE 0 ]
0 Pry 93y, (K@, 1] 0
1752,1—&-]1\;]—9
= : . . : (5.82)
0 0 Pru,ltpj;u,l[i}gu_ld[;c]
L sry—1 ' Ps -
with the diagonal matriF 4, is defined as:
1 0 e 0
0 fam, --- 0
Fapm = f o ) , (5.83)
0 0 . fAMqH

which contains all the signal gain factofgy, (4 = 1,2, - -, Nyinga — 1) of Eq.(5.38) employed
by the (U — 1) relay nodes, respectively, in thé-user cooperation aided communication system
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of Figure 5.10. Moreover, with the aid of the equivalent eaisatrix given by Eq.(5.61) for the
DAF-aided system, we can expre3§WW' } as:

No 0 .. 0
Py
< H 0 (Psrr%liNo +1No - 0
EWW™} = NIy, ® | . _ . , ,  (5.84)
: : . . :
0 0 . (7&;{3’;_1&& +1)Np

where N represents the number of receive antennas employed at the/tBig Iy , , denotes a
(Nyina X Nying)-€lement identity matrix. Note thab denotes the Kronecker product. Hence,
the noise autocorrelation matricés{ﬂﬂH}, which were given by Eqgs. (5.78) and (5.84) for the
DDF-aided and DAF-aided systems, respectively, are diagdue to the temporally and spatially
uncorrelated nature of the AWGN.

Although the basic idea behind the ML detector is that of mmzing theaposteriori proba-
bility of the received signal block matriX, this problem can be readily shown to be equivalent to
maximizing thea priori probability of Eq.(5.69) with the aid of Bayes’ theorem [J]hus, based
on the ML detection rule, an exaustive search has to be dastieover the entire transmitted sig-
nal vector space in order to find the specific solution, whigximizes thea priori probability of
Eq.(5.69). Thus, the ML metric of the multi-path MSDD can beressed as:

A

p =arg max  Pr(Y|S,), (5.85)
SdﬁgeMﬁ\’wind -
—arg min  Tr{Y?¥ Y}, (5.86)

SngeMﬁ\’wmd
wheres is a column vector hosting all the diagonal elements of tagafal matrixS,;. Note that
althoughs hasUN,;,,; elements, each of which is chosen from an identical coasi@ii set of
M., we haves € Mﬁqw”"" instead ofs & MCUNWW, since all thell diagonal elements of our
derived equivalent/-user-cooperation transmitted sigrél of Eq. (5.51) or Eq. (5.58) have the
same symbol value as that of of thth signal transmitted from the source in the broadcast phase
More specificallys may be expressed as:

s _ [z & s s = = 3 T
§=1518 ---35y - S(n—l)LH-l Sy SN SNwindu] , (587)

~—

§ ~ ~
1 Sn stind

where the sub-vectd, is a column vector containing all the diagonal elements efrtiatrixS,,.

5.3.3.2 Transformation of the ML Metric

Again, in a user-cooperation aided system, the noise tomiohs imposed at the relay and des-
tination nodes are both temporally and spatially uncoreelathus we have diagonal noise au-
tocorrelation matrices for both the DDF-aided and DAF-didgstems, as observed in Eq.(5.78)
and Eq.(5.84), respectively. Additionally, the equivaleansmitted signal matri& of the user-
cooperation aided system as constructed in either Eq)(bra&q.(5.58) for the above-mentioned
two systems is a unitary matrix, hence we have:

Si =S4 (5.88)
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Then, we can further extend Eq.(5.71) as:

¥ = 8,£{HA"}S," + E{WW"}, (5.89)
= §,(¢{HA"} + e(WW"})S,", (5.90)
= §,¢8,", (5.91)
where we have
c2 @A™} + efWW'"}, (5.92)

which is defined as theLIN,,;,; x UNy,;,q)-elementchannel-noise autocorrelatiomatrix. Now,
the ML metric of Eq. (5.86) generated for the multi-path MSPéh be re-formulated by substitut-
ing Eq.(5.91) characterizing into Eq.(5.86) as:

Syr =arg  min  Tr{Y?¥- 1y}, (5.93)
- SdﬂgeM?]wind
—arg  min_ T{Y"(5,c5,") 'Y} (5.94)

SdﬂgeM?]wind

Furthermore, since t@ iS unitary, we arrive at:

Sy =arg  min Tr{ngcflgHX}. (5.95)

SngeMﬁ\’wind

Now we define two matrix transformation operators, namgJy;,-) and.F;(-), for the received
signal matrixY of Eq. (5.54) or Eqg. (5.57) and the transmitted signal m@mf Eq. (5.51) or
Eqg. (5.58), respectively, in the scenario of a differeitimhodulatedU-user cooperative system
employing N receive antennas at the BS and jointly differentially ditecN,,;,; received sym-
bols. Specifically, the operatdf, (-) is defined as follows:

Y1 0 0
0 Vo, --- 0

Fy(Y) = vz . (5.96)
0 0 U ?UNwind

where 71 is the ith row of the matrixY and the resultant matrix is @I Ny;,g X UNNying)-
element matrix. On the other hand, the operdtg(-), which is applied to the diagonal transmitted
signal matri@, is defined as:
§1IN
N S2In
Fs(Sa) & _ , (5.97)
§Usz7indIN
wheres; is theith element of the column vect@rof Eq. (5.87) hosting all théIN,,;,,; diagonal
elements of the diagonal mat@. Thus, the resultant matrix is Qt/NN,,;,,; x N)-dimension.

Consequently, we exploit the transformation operatby$-) defined in Eq.(5.96) andFs(-)
defined in EQ.(5.97), which allow us to further reformuldte ML solution expression of Eq.(5.95)
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as.
Sy =arg min  Tr{Y?§,c1§," Y}, (5.98)
- SdﬂgeM?]wind - -
=arg min  Tr{SLYHC1Y,S%}, (5.99)

S 5 —seMMeind

where we have:

Y = F(Y) (5.100)
and
§1IN S_J:l
N Solyn Sr
§uNwindIN S]:Nwind

where the(UN x N)-dimension matriXS . represents théh sub-matrix of the block matri$ r,
which may be expressed as:

U

uG-1+11In

U

ol
Sr; = ue 1:)+2N , (5.102)

Suily UNxN
where all the non-zero elements having an identical symaliey whichs corresponds to titl
symbol transmitted from the source during the broadcastesha

5.3.3.3 Channel-Noise Autocorrelation Matrix Triangularization

Let us now generate th@INy,;,; X UNy;.q)-element upper-triangular matri which satisfies
FHF = C~! with the aid of Cholesky factorization. Then we arrive at:

mp=arg min_ Tr{Sg Ys"F'FYzSs*}. (5.103)

S;—»ée/\/l?]wi”d

Then, by further defining 81 Ny,;,s X UNN,;,4)-element matriXU as:

UL (FY) (5.104)
Ut Uz o UiNg
_|o U'z,z o U Ny , (5.105)
0 0 - Un,uNoia
where we have
UU(i-1)+LUN(-1)+1 HUu(i-1)+LUN(-1)+2 °°°  HU(i-1)+1LUN;j
U = UG-+ 2UNG=) 41 BUG1)2UNG1)+2 RN , (5.106)

WU UN(-1)+1 WU UN(j-1)+2 T ULLi, LN UxUN
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we finally arrive at:

>

p=arg min_||USg|? (5.107)

Sr—se M wind

which completes the process of transforming the multi-paAthMSDD metric of Eq.(5.86) to a
shortest-vectoproblem.

5.3.3.4 Multi-Dimensional Tree Search Aided MSDSD Algoritm

Although the problem of finding an optimum solution for the NLSDD has been transformed into
the so-callegshortest-vectoproblem of Eq.(5.107), the multi-path ML-MSDD designed fzer-
cooperation aided systems may impose a potentially exeessimputational complexity, when
aiming for finding the solution, which minimizes Eq.(5.10&%pecially, when a high-order differ-
ential modulation scheme and/or a high observation windee/s,,;,,; is employed. Fortunately,
in the light of the SD algorithms discussed in Chapter 2, thmpmutational complexity imposed
may be significantly reduced by carrying out a tree searchinvd reduced-size hypersphere con-
fined by either the search radiasfor the depth-first SD or the maximum number of candid&fes
retained at each search tree level for the breadth-first Dul following discourse, we consider
the depth-first SD algorithm as an example and demonstratedieduce the complexity imposed
by the ML-MSSD.

In order to search for the ML solution of Eq.(5.107) in a coefithypersphere, an initial search
radiusC is introduced. Thus, we obtain the metric relevant for thdtinpath Multiple-Symbol
Differential Sphere Detection (MSDSD) scheme as:

A ML = arg min HU§’ ’2 < CZ’ (5108)
Si—@e./\/lﬁ\,wz‘nd
Ul,l Ul,2 e Uerwind S—]_—l
0 U22 e U2 win S}'
= arg min . ] ] ) ! __2 <C?,  (5.109)
S_}_ngj\/li\]wind : . . :
0 0 U UNwind/Nwind s]:Nw,',/,d
Nuwind ( Nuwina 2
= arg min Z Z Un,mS_]:m < C2 (5.110)
Si—>§6/\/l£\,z”i”d n=1 m=n

Since the tree search is carried out commencing fnom N,,;,,; to n = 1, the accumulated PED
between the candida®r and the origin can be expressed:

2 2

Nuyind Nuwind Nuwind

Dy = ||UnnSx, + Y, UuwSz,|| +|| 1 (ZU,,ms_fm> <C%.  (5.111)
m=n+1 I=n+1 \ m=I
On Dn+1

Furthermore, due to the employment of a differential moilutascheme, the information is en-

coded as the phase difference between the consecutivabniitied symbols. Hence, in the light

of the multi-layer tree search proposed for the SD in Secti82.3, the MSDSD scheme can start
the search fromm = (Ny;,s — 1) by choosing a trial sub-matrix ch’_wamrl satisfying

Dn,,,-1 < C? (5.112)
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from the legitimate candidate pool, after simply assumhag theN,,;,,;th symbol transmitted by
the source is; = 1, namely, according to Eqg. (5.102) we have:

Sr Iy Iy --- In]T (5.113)

Nwind
U identity sub—matrices

Given the trial sub-matri§ £, o satisfying Eq.(5.112), the search continues and a cardidat

matrix is selected fo-,, , based on the criterion that the value of the resultant PECpotexl

using Eq.(5.111) does not exceed the squared radius, namely

Dn,,,—2 < C2. (5.114)

This recursive process will continue, umireached, namely when we choose a trial value $gr
within the computed range. Then the search radius updated by calculating the Euclidean
distance between the newly obtained signal pSigtand the origin and a new search is carried
out within a reduced compound confined by the newly obtairetch radius. The search then
proceeds in the same way, until no more legitimate signaitpaian be found in the increasingly
reduced search area. Consequently, the last legitimatal§gintS » found this way is regarded as
the ML solution of Eq.(5.107). Therefore, in comparisonie multi-path ML-MSDD algorithm of
Eq.(5.107), the MSDSD algorithm may achieve a significambatational complexity reduction,
as its single-path counterpart does, as observed in SegonFor more details on the principle
of SD algorithm please refer to Chapter 2 and on the idea ofitaykr tree search please refer to
Chapter 4.

5.3.4 Simulation Results

5.3.4.1 Performance of the MSDSD-Aided DAF-User-Cooperain System

System Parameters Choice ‘
System Two-User Cooperative OFDM
Number of Relay Nodes 1
Subcarrier BW Af =10kHz
Number of Sub-Carriers D =1024
Modulation T-DPSK
Frame Length L¢ 101
CRC CCITT-6
Normalised If it is not specified,
Doppler Frequency fasd = fdsr = farda = fa

Channel Model

typical urban, refer to Table 5.

L

Channel Variances

2 _ 2

2
(Tsd_USV_(Trd_l

Power Allocation

Ps =P, =05P =05

SNR at Relay and Destination

P;/No = Pr, /Ny

Table 5.5: Summary of system parameters used for the T-DPSK modublatediser cooperation
aided OFDM system.
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Figure 5.17: BER performance improvement achieved by the MSDSD empdpiiyp;,,; = 6 for
the DAF-aided T-DQPSK-modulated cooperative system iris®lective Rayleigh fading chan-
nels. All other system parameters are summarized in Table 5.

As discussed in Section 5.3.2.3, the relative mobility aghasers imposes a performance
degradation on the user-cooperation aided sysem. Thupdtiepath MSDSD scheme proposed
in Section 5.3.3, which relies on the exploitation of theretation between the phase distortions
experienced by th&/,,;,,; consecutive transmitted DPSK symbols, is employed in danritigate
the channel-induced error floor encountered by the CDD cheniaed in Figure 5.17. The system
parameters used in our simulations are summarized in Table 5

Figure 5.17 depicts the BER performance improvement aetiby the MSDSD employed at
the destination node for the DAF-aided two-user coopezatiistem in the presence of three dif-
ferent normalized Doppler frequencies, namgly= 0.03, f; = 0.01 and f; = 0.001. With the
aid of the MSDSD employindN,,;,s = 6 at the destination node, both the error floors experienced
in Rayleigh channels having normalized frequencieg;of= 0.03 and0.01 are significantly miti-
gated. Specifically, the BER curve corresponding to the atimed Doppler frequency,; = 0.01
almost coincides with that associated wjth = 0.001, indicating a performance gain of about
10 dB over the system dispensing with the MSDSD. Remarkablihénscenario of a fast fading
channel havingf; = 0.03, the BER curve obtained when the CDD is employed at the dd&iim
node levels out just belod0 3, as the SNR increases. By contrast, with the aid of the MSI®D t
resultant BER curve decreases steadily, suffering a mgaeiirmance loss of only aboditdB at
target BER ofl0~° in comparison to the curve associated with= 0.001. Hence, the more time-
selective the channel, the more significant the performanpeovement achieved by the proposed
MSDSD scheme.

For the sake of further reducing the detrimental impact deduby the time-selective channel
on the DAF-aided user-cooperation assisted system, amvaliee window size oilN,,,,; = 11 is
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Figure 5.18: BER performance improvement achieved by the MSDSD schenmgoging
Nyina = 11 for the DAF-aided T-DQPSK-modulated cooperative systentinime-selective
Rayleigh fading channels. All other system parameterswarasarized in Table 5.5.

employed by the MSDSD arrangement at the destination nottiee @xpense of a higher detection
complexity. As seen in Figure 5.18, the MSDSD usiNg;,; = 11 is capable of eliminating the
error floor encountered by the system employing the CDD, axen the channel is severely time-
selective, namely, fof; = 0.03. In other words, the BER curve corresponding to the MSDSD-
aided system in Figure 5.18 and obtained fgpr= 0.03 coincides with that of its CDD-aided
counterpart recorded fgf; = 0.001. Furthermore, the MSDSD-aided system with;,,; = 11ina
fast-fading channel associated with= 0.01 is able to outperform the system employiNg,;,,; =

2, even if the latter is operating in a slow-fading channelimgy; = 0.001. Therefore, even in
the presence of a severely time-selective channel, the &8i4&d user-cooperation assisted system
employing the MSDSD is capable of achieving an attractivéopeance by jointly differentially
detecting a sufficiently high number of consecutively reediuser-cooperation based joint symbols
S, (n=0,1,---, Nyma — 1) of Eq.(5.58) by exploiting the knowledge of the equivaleinarnel
autocorrelation matrix {HEH} of Eq.(5.79), which characterizes the CIR statistics ohlibe
direct and relay links.

fasa | fasr | fard
Scenario | (S moves, R&D relatively immobile)| 0.03 | 0.03 | 0.001

Scenario Il (R moves, S&D relatively immobile)| 0.001 | 0.03 | 0.03
Scenario Il (D moves, S&R relatively immobile) 0.03 | 0.001| 0.03

Table 5.6: Normalized Doppler frequency of three different scenarios

All the previously described simulations were carried muder the assumption that an identical
normalized Doppler frequency is exhibited by each link eftiser-cooperation system, namely that
we havef; g = fasr = fara = fa. However, a more realistic scenario is the one where thévela
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Figure 5.19: The impact of the relative mobility among the source, relag destination nodes

on the BER performance of the DAF-aided T-DQPSK-modulatezberative system employing
MSDSD at the destination node in Rayleigh fading channell.other system parameters are
summarized in Tables 5.5 and 5.6.

speeds of all the cooperative users as well as of the destin@rminal are different from each
other, leading to a different Doppler frequency for eaclk.lifThus, in order to investigate the
impact of different relative speeds among all the nodes emttainable end-to-end performance of
the DAF-aided system, Monte Carlo simulations were caroigifor the three different scenarios
summarized in Table 5.6. In all the three situations, onlg ofithe three nodes in the two-user
cooperation-aided system is supposed to move relativeetottier two nodes at a speed resulting
in a normalized Doppler frequency 6103, while the latter two remain stationary relative to each
other, yielding a normalized Doppler frequency0diOl1.

In Figure 5.19 the BER curves corresponding to the threerdifft scenarios of Table 5.6 are
bounded by the two dashed-dotted BER curves having no Isgeridch were obtained by assum-
ing an identical normalized Doppler frequency fof = 0.03 and f; = 0.001 for each link in the
user-cooperation aided system, respectively. This ismexpected, since the two above-mentioned
BER bounds correspond to the least and most desirable gieetiwe channel conditions consid-
ered in this chapter, respectively. The channel qualityhef direct link characterized in terms
of its grade of time-selectivity predetermines the achisgerformance of the DAF-aided user-
cooperation assisted system employing the MSDSD. Henteopliserved in Figure 5.19 that the
system is capable of attaining a better BER performance én&w Il (f;;; = 0.001) than in
the other two scenariog{(;; = 0.03). However, as seen in Figure 5.19, due to the high speed of
the relay node observed in Scenario Il relative to the soarmkdestination nodes, the MSDSD
employing N,;,s = 6 remains unable to completely eliminate the impairmentsided by the
time-selective channel, unless a highéy;,,; value is employed. Therefore, a modest performance
degradation occurs in comparison to the= 0.001 scenario. On the other hand, the MSDSD-
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Figure 5.20: BER performance improvement achieved by the multi-patle®&4SDSD scheme

employingN,,;,; = 6 at the destination node of the DDF-aided T-DQPSK-moduletegerative
system in Rayleigh fading channels. All other system patara@re summarized in Table 5.5.

aided system exhibits a similar performance in Scenariall@eenario Ill, since the source-relay
and relay-destination links are symmetric and thus theyacbangable in the context of the DAF
scheme, as observed in Eq.(5.81).

5.3.4.2 Performance of the MSDSD-Aided DDF-User-Cooperain System

Despite the fact that the performance degradation expexiehby the conventional DDF-aided user-
cooperation assisted system employing the CDD in several-s$elective channels can be miti-
gated by utilizing the single-path MSDSD at the relay nodggaificant performance loss remains
unavoidable due to the absence of a detection techngiue atettination node, which is robust
to the time-selective channel, as previously seen in Figuts. Fortunately, the multi-path based
MSDSD designed for the user-cooperation aided systemefkuisSection 5.3.3 can be employed
at the destination node in order to further mitigate the ole&induced performance degradation of
the DDF-aided system.

Figure 5.20 demonstrates a significant performance impnen¢ attained by the multi-path
based MSDSD design employing,,;,; = 6 at the destination node of the DDF-aided two-user
cooperative system over its counterpart dispensing wittbBIS at the destination at botfy =
0.03 and f; = 0.001 for each links, respectively. The more severely time-d@lec¢he channel,
the higher the end-to-end performance gain that can bewchigy the MSDSD assisted DDF-
aided system. Specifically, for a given target BERLOf3, a performance gain as high 2slB is
achieved af; = 0.03, whereas only negligible performance improvement is methiatf; = 0.01.

On the other hand, by comparing the simulation results afifei$.17 and Figure 5.20, we observe
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Figure 5.21: BER performance improvement achieved by the multi-path [Bemploying
Nyina = 11 at the destination node of the DDF-aided T-DQPSK-modulategberative system in
Rayleigh fading channels. All other system parameterswarersarized in Table 5.5.

that the performance gains achieved by the MSDSD employtt atestination node of the DDF-
aided system is significantly lower than those recordedi$ddAF-aided counterpart. Even though
Nuwina = 11 is employed, there is still a conspicuous gap between the @ERes corresponding
to high values off; and the one obtained @i = 0.001 in the context of the DDF-aided system,
as shown in Figure 5.21. This trend is not unexpected duectfattt that the design of the multi-
path MSDSD used in the DDF-aided user-cooperation asssstetm is carried out under the
assumption of an idealized perfect reception-and-forvmodtess at the relay node, while actually
the relay will keep silent when it fails to correctly deteut received signal, as detected by the CRC
check. In other words, the MSDSD employed at the destinaiimiply assumes that the relay node,
has the knowledge of the signal transmitted by the source asdmplied by the system model of
Eq.(5.37) describing the DDF-aided system, operatingaithealizing that sometimes only noise
is presented to the receive antenna during the relay phase-I

In comparison to its DAF-aided counterpart, the end-tofsgriormance of the DDF-aided sys-
tem is jointly determined by the robustness of the difféaedmtetection technique to time-selective
channels at the destination node, as well as by that at thg melde. Previously, we employed the
same observation window siz€,,;,,; for the MSDSDs used at both relay and destination nodes.
However, in reality there exists situations where the dtite overall system complexity is limited
and hence a low value df,;,; has to be used at both the relay and destination nodes. Thsis, i
beneficial to characterize the importance of the detecohrtique employed at the relay and des-
tination nodes for the sake of determining the system’sirequcomplexity. Figure 5.22 plots the
BER curve of the DDF-aided two-user cooperative systeniNigr,; = 6 at the relay node and for
Nuina = 2 at the destination node against that generated by revets#ig,,;,,; allocation, namely
by having Ny;,s = 2 and N;,; = 6 at the relay and destination nodes, respectively. Observe
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Nwind=6 (Relay), Nwind=2 (Destination)
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Figure 5.22: BER performance of the DDF-aided T-DQPSK-modulated coatpear system em-
ploying MSDSD in conjunction with different detection-cptaxity allocations in Rayleigh fading
channels. All other system parameters are summarized ie bah.

in Figure 5.22 that the system having a more robust diff@kdetector at the relay node slightly
outperforms the other in the high SNR range at bfytk= 0.03 and f; = 0.01. This is because a
less robust detection scheme employed at the relay node rodg the benefits of relaying in the
DDF-aided user-cooperation assisted system. Naturhlfy/diegrades the achievable performance
of the MSDSD at the destination, which carries out the dietedbased on the assumption of a
reliable relayed signal. Hence, in the context of the DDdrediuser-cooperation assisted system
employing the MSDSD, a higher complexity should be investetthe relay node in the interest of
achieving an enhanced end-to-end performance.

Let us now investigate the effect of the relative mobilityté source, relay and destination
nodes on the achievable BER performance of the DDF-aidedisgo cooperation assisted system
by considering the BER curves corresponding to the threeasis of Table 5.6, in Figure 5.23.
Based on our previous discussions, we understand that tfempances of the detection schemes
employed at both the relay and destination nodes are equghlgrtant factors in determining the
achievable end-to-end system performance, which are ynaffdcted by the Doppler frequency
characteristics of both the source-relay link and the ssdestination link in the DDF-aided user-
cooperation assisted system. In Scenario | of Table 5.6ytsters exhibits the worst BER perfor-
mance, which is roughly the same as fhe= 0.03 performance bound, since the benefits brought
about by a high-quality, near-stationary relay-destoratink may be eroded by a low-quality,
high-Doppler source-relay link dominating the achievaideformance of the MSDSD scheme at
the relay node, which in turn substantially degrades theesahle end-to-end system performance.
In Scenario Il of Table 5.6, we assumed that the source arithdésn nodes experience a low
Doppler frequency in the direct link{ ;; = 0.001), which is one of the two above-mentioned dom-
inant links in the DDF-aided system. Thus, for a given taBER of 107, the system achieves
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Figure 5.23: The impact of the relative mobility among the source, relag destination nodes
on the BER performance of the DDF-aided T-DQPSK-modulatexperative system employing
MSDSD at both the relay and destination nodes in Rayleigmfadhannels. All other system

parameters are summarized in Tables 5.5 and 5.6.

a performance gain as high 8B in Scenario Il over that attained in the benchmark scenari
having an identical Doppler frequency ¢f = 0.03 for each link, as observed in Figure 5.23.
Moreover, the achievable performance gain can be almodileiduif the system is operating in
Scenario lll, where in turn the other important link, naméfe source-relay link, becomes a slow-
fading channel associated wiffj = 0.001. Remarkably, the performance achieved in Scenario
Il is comparable to that attained by the same system in tinetbwark scenario, where we have
fa = 0.001 for each of the three links. More specifically, the systenrateg in Scenario Il only
suffers a performance loss of abdutlB at a target BER 0f0~* in comparison to that associated
with the slow-fading benchmark scenario.

5.4 Chapter Conclusions

Cooperative diversity, emerging as an attractive divwaidled technique to circumvent the cost
and size constraints of implementing multiple antennasmotet-sized mobile device with the aid
of antenna-sharing amongst multiple cooperating singterma-aided users, is capable of effec-
tively combating the effects of channel fading and henceravipg the attainable performance of
the network. However, the user-cooperation mechanism egyltrin a complex system when us-
ing coherent detection, where not only the BS but also theeating MSs would require channel
estimation. Channel estimation would impose both an ekassmplexity and a high pilot over-
head. This situation may be further aggravated in mobiléremments associated with relatively
rapidly fluctuating channel conditions. Therefore, thesideration of cooperative system design
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without assuming the knowledge of the CSI at transceivecsiipes more realistic, which inspires
the employment of the differentially encoded modulatiothattransmitter and that of non-coherent
detection dispensing with both the pilots and channel edion at the receiver. However, as dis-
cussed in Section 5.1.1, the performance of the low-conitgléXDD aided direct-transmission
based OFDM system may substantially degrade in highly 8eleetive or frequency-selective
channels, depending on the domain in which the differeetigloding is carried out. Fortunately,
as argued in Section 5.2, the single-path MSDSD, which hais bentrived to mitigate the channel-
induced error floor encountered by differentially encodedls-input single-output transmission,
jointly differentially detects multiple consecutivelyagived signals by exploiting the correlation
amongst their phase distortions. Hence, inspired by thpgsa of the single-path MSDSD, our
main objective in this chapter is to specifically design atipdth MSDSD, which is applicable
to the differentially encoded cooperative systems in otdenake the overall system robust to the
effects of the hostile wireless channel. To this end, iniBrd.3.3.1 we constructed a generalized
equivalent multiple-symbol system model for the coopeeatiystem employing either the DAF
or DDF scheme, which facilitated the process of transfogmive optimum detection metric to a
shortest-vector problem, as detailed in Section 5.3.3t&nTit was shown in Section 5.3.3.4 that
the resultant shortest-vector problem may be efficientlyezsbby a multi-layer tree search scheme,
which is similar to that proposed in Section 4.3.2.3. Thiscedure relies on the channel-noise
autocorrelation matrix triangularization procedure oftgs 5.3.3.3.

Our Monte Carlo simulation results provided in Section 4£B.have demonstrated that the
resultant multi-path MSDSD employed at the BS is capableoofpletely eliminating the perfor-
mance loss encountered by the DAF-aided cooperative sygtevided that a sufficiently high
value ofN,,;,4 is used. For example, observe in Figure 5.18 that given att&gR of10~2, a per-
formance gain of aboui) dB can be attained by the proposed MSDSD emplowhg,; = 11 for a
DQPSK modulated two-user cooperative system in a relgtiast-fading channel associated with
a normalized Doppler frequency 6f03. In contrast to the DAF-aided cooperative system, it was
shown in Figure 5.21 of Secton 5.3.4.2 that although a s@gmfiperformance improvement can be
also achieved by the multi-path MSDSD at the BS in highly tisedective channels for the DDF-
aided system, the channel-induced performance loss wasonmpletely eliminated, even when
Nyina = 11 was employed. This was because the MSDSD employed at thengysaissumed a
guaranteed perfect decoding at the relay, operating witlaking into account that sometimes only
noise is presented to the receive antenna during the rgdagse-Il, namely when the relay keeps
silent owing to the failure of recovering the source’s sigiurthermore, our investigation of the
proposed MSDSD in the practical Rayleigh fading scenariwene a different Doppler frequency
is assumed for each link, demonstrated that the channatygabthe direct source-destination link
characterized in terms of its grade of time-selectivitydetermines the achievable performance of
the DAF-aided cooperative system. By contrast, the sowgleg- and relay-destination links are
symmetric and thus they may be interchanged without affgdtie end-to-end performance. By
contrast, observe in Figure 5.23 that the achievable pagoce of the DDF-aided system employ-
ing the MSDSD is dominated by the source-relay link. Thisasunexpected, since a high-quality,
near-stationary source-relay link enhances the perfocmaithe MSDSD at the BS, making its
assumption of a perfect decoding at the relay more reali§tically, based on the simulation re-
sults obtained in this chapter, we quantitatively sumneatfie performance gains achieved by the
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MSDSD for the direct-transmission based non-cooperagiseesm as well as for both the DAF- and
DDF-aided cooperative systems in Table 5.7.
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Performance of the Single-Relay-Aided Cooperative System

P/ Ny (dB) Gain (dB)
fa Nuing BER
1073 [ 1074 | 1073 | 1074
fisd = fisr = fara = 0.001 2 30 | 40 - -
6 30 40 0.0 0.0
Non-Cooperative fasi = fasr = fara =0.01 2 40 N/C - -
System 6 32 N/A 8 N/A
fasda = fasr = fara = 0.03 2 N/C | N/C - -
6 35 N/A 00 N/A
fisd = fasr = fira = 0.001 2 235 | 29 - -
6 23.5 29 0.0 0.0
fasa = fasr = fara =0.01 2 25 33 - -
DAF Cooperative 6 23.5 30 15 3
System fasd = fasr = fara = 0.03 2 325 | N/IC - -
6 25 32 7.5 o0
fisd = fisr = 0.03, fy,4 = 0.001 6 24 | 31 - -
fasr = fira =003, f;4 = 0.001 6 23 30 1 1
fisd = fira= 0.3, fz 5 = 0.001 6 24 | 31 | 00 | 00
R:2,D:2| 245 31 - -
fisd = fisr = fara = 0.001 R:6,D:2| 245 | 31 | 00 | 0.0
R:2,D:6| 24.5 31 0.0 0.0
R:6,D:6 | 24.5 31 0.0 0.0
R:2,D:2| 30 58 - -
fasd = fasr = fara =001 R:6,D:2| 29 | 37 1 21
DDF Cooperative R:2,D: 6 30 38 0 20
System R:6,D: 6 29 35.5 1 22.5
R:2,D:2| N/C N/C - -
fisd = fisr = fiara =003 R:6,D:2| 40 | N/IC | oo 0
R:2,D:6| 41 N/C S 0
R:6,D:6| 31.3 41 S o0
fisd = fisr =003, f1,4=0001 | RD:6 | 31 | 40 - -
fisr = fara =003, f150=0001 | RD:6 | 29 | 36 2 4
fisd = fira =003, f15=0001 | RD:6 | 255| 32 | 55 8

Table 5.7: Performance summary of the MSDSD investigated in Chapt@hB.system parame-
ters were given by Table 5.5. Note that “N/C” means the taBfeR is not achievable, regardless

of the SNR, while “N/A’” means the data is not available.



Chapter

Resource Allocation for the
Differentially Modulated
Cooperation-Aided Cellular Uplink in
Fast Rayleigh Fading Channels

6.1 Introduction

6.1.1 Chapter Contributions and Outline

It was observed in Chapter 5 that the differentially modedatiser-cooperative uplink systems
employing either the DAF scheme of Section 5.3.2.1 or the BBfkeme of Section 5.3.2.2 was
capable of achieving cooperative diversity gain, whilewmventing the cost and size constraints
of implementing multiple antennas in a pocket device. Adddilly, by avoiding the challeng-
ing task of estimating all théN; x N,) CIRs of multi-antenna-aided systems, the differentially
encoded cooperative system may exhibit a better perforentiman its coherently detected, but
non-cooperative counterpart, since the CIRs cannot beggrfestimated by the terminals. The
CIR estimation becomes even more challenging, when the 8@l# at a relatively high speed, re-
sulting in a rapidly fading environment. On the other hadithcagh it was shown in Chapter 5 that
a full spatial diversity can be usually achieved by the diffgially modulated user-cooperative up-
link system, the achievable end-to-end BER performance sigmjficantly depend on the specific
choice of the cooperative protocol employed and/or on ttaditywof the relay channel. Therefore,
in the scenario of differentially modulated cooperativdinipsystems, where multiple cooperating
MSs are roaming in the area between a specific MS and the BSrs&@ure 6.1, an appropriate
Cooperative-Protocol-Selection (CPS) as well as a majcBiooperating-User-Selection (CUS)
becomes necessary in order to maintain a desirable enstg@erformance. Motivated by the
above-mentioned observations, the novel contributiorthisfchapter are as follows:
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Figure 6.1: Cooperation-aided uplink systems using relay selection.

e The achievable end-to-end performance is theoreticallgha®d for both the DAF- and
DDF-aided cooperative systems.

e Based on the above-mentioned analytical results, both Gih€nses and Adaptive Power
Control (APC) schemes are proposed for above two types gierative system in the interest
of achieving the best possible performance.

e Intensive comparative studies of the most appropriate nesoallocation in the context of
both DAF- and DDF-assisted cooperative systems are cawoigd

e In order to make the most of the complementarity of the DAK BDF-aided coopera-
tive systems, a more flexible resource-optimized apdagibechcooperation-aided system is
proposed, yielding a further improved performance.

The remainder of this chapter is organized as follows. IntiGed®.2 we first theoretically
analyze the achievable end-to-end performance of both &ie- @nd DDF-assisted cooperative
systems. Then, based on the BER performance analysis ab$6c2, in Sections 6.3.1 and 6.3.2
we will propose appropriate CUS schemes for both the abaetioned two types of cooperative
systems, along with an optimized power control arrangeméatditionally, in order to further
improve the achievable end-to-end performance of the catipe-aided UL of Figure 6.1 and to
create a flexible cooperative mechanism, in Section 6.4 Welso investigate the CPS of the UL
in conjunction with the CUS as well as the power control, legdo a resource-optimized adaptive
cooperation-aided system. Finally, our concluding remmavitl be provided in Section 6.5.

6.1.2 System Model

To be consistent with the system model employed in Chaptéeb]-user TDMA uplink is consid-
ered for the sake of simplicity. Again, due to the symmetrgludnnel allocation among users, as
indicated in Figure 5.9, we focus our attention on the infation transmission of a specific source
MS seen in Figure 6.1, which potentially emplayt out of theP,,,,; = (U — 1) available Relay
Station (RS) in order to achieve cooperation-aided ditsetsy forming a VAA. Without loss of
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generality, we simply assume the employment of a singlenaatéor each terminal. For the sake
of simple analytical tractability, we assume that the surthefdistance®;, between the source
MS and theuth RS, and that between theh RS and the destination BS, which is represented by
D,, 4, is equal to the distand®,; between the source MS and the BS. Equivalently, as indidated
Figure 6.1 we have:

Dy, +Dyg=Dgy, u=1,2, ---,U—-1 (6.1)

Furthermore, by considering a path-loss exponent @], the average powerl%j at the output of
the channel can be computed according to the inter-nodendisD; ; as follows:

o7 =C- D’ i, j€{s ru d}, (6.2)

whereC is a constant, which can be normalized to unity without Idggeoerality and the subscripts
s, r, andd represent the source, théh relay and the destination, respectively. Thus, Eq. (6aB)
be expressed as:

orj =D, i, je{s ry d}. (6.3)

Additionally, under the assumption of having a total traitgpower of P and assuming that1,
cooperating MSs are activated out of a totalf,,;, we can express the associated power contraint
as:

M,
P=DP+ Z b, (6.4)
m=1
whereP; andP,, (m =1, 2, ---, M,) are the transmit power employed by the source MS and

themth RS, respectively.

6.2 Performance Analysis of the Cooperation-Aided Uplink

In this section, we commence analyzing the error probglpirformance of both the DAF-aided
and DDF-aided systems, where the MSDSD devised in Chapgeployed in order to combat
the effects of fast fadings caused by the relative mobilithe MSs and BS in the cell. Recall from
Chapter 5 that the Doppler-frequency-induced error floepantered by the CDD (or equivalently
by the MSDSD usingV,,;,s = 2) is expected to be significantly eliminated by jointly deteg
Nuina > 2 number of consecutive received symbols with the aid of theD®B, provided that
Nuwing is sufficiently high. Therefore, under the assumption thatassociated performance degra-
dation can be mitigated by the MSDSD in both the DAF-aided@bér-aided cooperative system,
it is reasonable to expect that the BER performance exdilitethe cooperation-assisted system
employing the MSDSD in a relatively rapidly fading enviroem can be closely approximated by
that achieved by the CDD in slow fading channels. Hence,érettisuing two sections our perfor-
mance analysis is carried out without considering the metnial effects imposed by the mobility of
the MSs, since these effects are expected to be mitigatdwelymployment of the MSDSD of Sec-
tion 5.3. Consequently, our task may be interpreted as tHerpgance analysis of a CDD-assisted
differentially modulated cooperative system operatinglaw-fading channels.
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6.2.1 Theoretical Analysis of Differential Amplify-and-Forward Systems

6.2.1.1 Performance Analysis

First of all, without loss of accuracy, we drop the time indeand rewrite the signal of Eq. (5.35)
received at thenth cooperating MS and that of Eq. (5.39) from théh RS at the BS as follows:

Ysrmw = \/Esshsrm + Wsr,,s (6.5)
Yyrpd = fAM,mysrmhrmd + Wy,,drs (66)

where the amplification factgfs,, employed by thenth relay node can be specified as [128]:

Pym

N, R 6.7

fam,, =
with Ny being the variance of the AWGN imposed at all cooperating MSsvell as at the BS.
Then, we can further reformat Eq. (6.6) with the aid of Eq5)6n order to express the signal
received at the destination BS from the RS as:

yrmd = fAMrm hrmd(\/ﬁshsrmss + wsrm) + wrmd’ (68)
= fAMrm \/ﬁshrmdhsrmss + fAMrm hrmdwsrm + Wy, 4- (6.9)

Hence, we can calculate the received signal-to-noise (&htR) per symbol at the BS for both the
direct and the relaying links, respectively, as:

2
;:R%ﬂ/ (6.10)
PsPy, sy, [ |1y, 4l
s S5 Vm 1" ST m
= 6.11
Vrwd NO(PSU'SZrm +Prm’h ( )

a2+ No)”

"m

Furthermore, MRC is assumed to be employed at the BS pritvet@€DD scheme for the system
using the DAF arrangement characterized in Eq. (5.40) ofi@e8.3.2.1, which is rewritten here
for convenience as:

M,
y = ao(ySd[n - 1])*y5d[n] + Z am(yrmd[n + MLf - 1])*y7md[n + mLf]’ (612)
m=1
whereLf is the length of the transmission packet, while the coefiitsie, anda,,, (m = 1,2,--- , M,)
are given by:
1
ap = ﬁo (6.13)
PS(Tszrm + Ny

Ay = . 6.14
" NO(PSUSZVm + PVm ’hrmd’2 + NO) ( )

According to the basic property of the MRC scheme, the SNRealtRC’s output can be expressed
as:

M,
V=%t YN (6.15)

m=1
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Equivalently, we can express the SNR per bit at the outpute@MRC as:

b Ve Vi
log, M. *= log, M.’

Y

M,
=Yt Y Vha (6.16)
m=1

whereM. is the constellation size of a specific modulation scheme.

On the other hand, the end-to-end BER expression conditionghe SNR per bit at the com-
biner’s output, namely? of Eq. (6.16) for the DAF-aided system activatiM RSs for a specific
source MS can be expressed as [130]:

PRAE (a,b,M,) =

1 m (o)
BER|y® = [ i f(a,b,M, +1,0)e= 07" gg, (6.17)

22(M,+1

where we have [130]:

P> - (2L=1 i i
f(a,b,L,0) = 24(0) 1—21 L (B~ =B ) cos((I =1)(¢+ 7/2))
— (B2 = B) cos(l(g + 7/2))], (6.18)
w(0) = At +2ﬁ;in9 +ﬁ2), (6.19)
and
B=a/b. (6.20)

In Eqg. (6.17) the parametensandb are the modulation-dependent factors defined in [6]. Specif
ically, 2 = 10~3 andb = /2 for DBPSK modulation, whiler = /2 — v/2 andb = /2 + /2

for DQPSK modulation using Gray coding. Additionally, tharg@meter, which is defined as
Eq. (6.20), can be calculated according to the specific natidnl scheme employed [6]. More-
over, the parametd: of Eq. (6.18) denotes the number of diversiy paths. For examyghenM,
cooperating MSs are activated, we hdve= M, + 1, assuming that the BS combines the signals
received from all theVl, RSs as well as that from the direct link.

On the other hand, since a non-dispersive Rayleigh fadiagro#i is considered here, the PDF
of the channel’s fading amplitudecan be expressed as [2]:

2r —72
2 2y 0<r<
p(r) = {“ oplr), O<r<e (6.21)

0, r <o,

whereQ) = r2 represents the mean square value of the fading amplitudece-i¢he PDF of the
instantaneous received SNR per bit at the output of the Rpwyfading channel is given by the
so-calledl” distribution [2]:

.

, (6.22)
0, v <0



6.2.1. Theoretical Analysis of Differential Amplify-and-Forward Systems 181

where? denotes the average received SNR per bit, which can be egires:

— DPi-Q
b _ t,bit 6.23
v No (6.23)
Pt,symbol -Q) (6 24)
NO . ]'OgZ Mc’ '

with P; iy and Py 5mper rEpresenting the transmit power per bit and per symbol ecsely.

Now, the unconditional end-to-end BER of the DAF-aided @afive system can be calculated
by averaging the conditional BER expression of Eq. (6.1&r ¢kie entire range of received SNR
per bit values by weighting it according to its probabilitiyozcurrence represented with the aid of
its PDF in Eq. (6.22) as follows [130, 131]:

PE¢X (a,b, M) / PE{}@ pp(7)dy, (6.25)
+o00

= 22 (M, +1) / f(ﬂ, b/ Mr + 1/ 9) /_ eia(e)’ypfyb (’)’)d’)’de, (626)

= 72 . / F(a,b, M, +1,0)M.,(6)do, (6.27)

where the Joint Moment Generating Function (MGF) [131] ef tbceived SNR per bif? given
by Eq. (6.16) is defined as:

M) = [ e ey (), (6.28)
+o0 +oo M,
:/ / O) (s Kyl 10 )P”(%d)nl_[lpyfmd(%md)d%dd%ld'"d%M,d,
Mr+1) fold
(6.29)
M ( H M fmd (6), (6.30)

with Mvgd(e) and/\/lﬂmd(e) representing the MGF of the received SNR perjf of the direct

link and that of the received SNR per lqifmd of the mth relay link. Specifically, with the aid of
Eq. (6.22) we have [128,131]:

1
- - 6.31
M (€) 1+ksa(0) (6.31)
1 ko, () Po?2 +Np 1
M ) = ——— |1 i " Z, (0) ], 6.32
) 1+ksm(9)< Tk ® B, oz, ") 632
where
0) P02
ka(8) = w, (6.33)
No
0) P02
ksr, (0) = 2(0) Py, st (6.34)
Nop
and .
oY e ;%md
Z, (0) 2 / e ™ g 6.35
rm( ) 0 u"‘er(G) u ( )
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with
P,o? + Np
R, (9) £ S ) 6.36
w0 = B T e (0] (6.36)

According to Eqg. (3.352.2) and Eqg. (8.212.1) of [132], Eq3%) can be further extended as:

Ry, (8)/02 4 o=t —
Z,(0) = —eon @)% <C +inRe® / e 1df>' (6.37)

where( £ 0.57721566490... denotes the Euler constant. In order to circumvent the iatEm,
Eq. (6.37) can be expressed with aid of the Taylor series as:

< erw))”
2, (0) = —cFm@/s | 7 410 Rra(®) Pl /|, (6.38)
rmd n=1
n
N <_er<e)>
n 2
~ —eRm(0)/7 g_Hnw +y N Tmd ) , (6.39)
Ufmd = n-n!

where the parametéy, is introduced to control the accuracy of Eq. (6.39). SineeTaylor series
in Eqg. (6.38) converges fast, the integration in Eq. (6.3f) be approximated by the sum of the
first N, elements in Eq. 6.39. Consequently, the average BER of tHe&lded cooperative system
where the desired source MS relies bh cooperating MSs activated in order to form a VAA can
be expressed as:

s f(a,b,M, +1,0) ¥ 1
Pyig (4,0, My) = S35 / 1+ ke(0) ng1+ksrm(9)

ke, (0)Z,. (8) P02 + No
x |1+ =2 m " deo. 6.40
( 1 +ko(0)  Pryo?, (6.40)

Using the same technique as in [128], the BER expression ofg=) can be upper-bounded
by boundingZ,,, () of Eq. (6.35), for the sake of simplifying the exact BER exgsien of Eq. (6.40).
Specifically,R,,, (0) of Eqg. (6.36) reaches its minimum value whei®) of Eq. (6.19) is maximized
atf = 7r/2, which in turn maximize,, (6) of Eq. (6.35). Thus, the error probability of Eq. (6.40)
may be upper-bounded as:

PDAF fla,b,M, +1,0) & 1
bM,) < /
Pgig (a, S 22(M,+1) 1+ kgq(0) H 1+ ksr,, (6)

ks (G)Zr max PS Tsry T No
1+ w7/ T, m de, (6.41)
( 1 + ksrm (9) Prm Urzmd
where
R n
R N, <_ rg ,min )
Zrm,max é —e rm mm/ md g + ln rm min Z , (642)
rmd n=1
in which
A PS Tsr,, T No

Rewmin = 17 P02 12(1+ B)2/2Na] (6.43)
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Similarly, the average BER of Eq. (6.40) can be lower bounbgdninimizing Z,, (0) of
Eq. (6.35) ab = —t/2. Specifically, from Eg. (6.40) we arrive at the error proligbexpression
of:

oDAF f(a,b,M, +1,0) M 1
g
Pggg (a, )R 2(M,+1) 1+ kgy(0) ,l_:Il 1+ ksr, (6)
ks, (0)Z, mmPUSV + No
( 1+ ks, (0) b, Urmd ( )
where
n
er max
Y (— % )
Z, in & _ Remax/ 07,4 { + In ~Lmmax rm max Z m , (6.45)
7rnd n=1
in which 2
A Pyog,, + No (6.46)

R = .
s = B Ty Poad, b2(1 — P)2/2Ny)

For the sake of further simplifying the BER expressions of(&gt1) and Eq. (6.44), we can ne-
glect all the additive terms ofl’ in the denominators of both of the above-mentioned BER espr
sions by considering the relatively high-SNR region. Couosstly, after some further manipula-
tions, the approximated high-SNR BER upper-bound and\vtetdbound counterpart respectively
can be expressed as follows:

F(a/b/Mr+1)N(I)\/If+l M P UT’ d+PUsrn1Zymmax

DAF <
P BER hzgh—snr(a/ b, MT) ~ Psa_szd n:!;]:] P.P, 0_527”’02 . (6-47)
F(a bM +1)NM’+1 M. P, ‘7 d+PUsr Zy min
pDLAF . b, M,) 2 — 0 " m 6.48
BER,hzgh—snr(a V) ~ Psa_szd 4L P Prm(T 0}2 j ( )
where we have b L i
F(a,b,1) zan/ f b, L,0) 4o (6.49)
ThenR,,, uin Of EQ. (6.43) andk,,, m4x Of EQ. (6.46) can be approximated as:
2Ny
Ry in &% e 6.50
T'm,mMin (1 +ﬁ) rm ( )
2N,
0 (6.51)

er,max ~ m,

respectively. Importantly, both the BER upper- and lowewfds of Eq. (6.47) and (6.48) imply
that a DAF-aided cooperative system havivig selected cooperating users is capable of achieving
a diversity order of. = (M, + 1), as indicated by the exponehtof the noise varianca/.

6.2.1.2 Simulation Results and Discussion

Let us now consider a DAF-aided cooperative cellular upbgktem usingVl, relaying MSs in
an urban area having a path loss exponerd ef 3. Without loss of generality, all the activated
relaying MSs are assumed to be located about half-way batiteesource MS and the BS, while
the total power used for transmitting a single modulatedisyins equally shared among the source
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System Parameters ‘ Choice ‘
System User-Cooperative Cellular UpIinIJ(
Cooperative Protocol DAF
Number of Relay Nodes M,
Number of Sub-Carriers D =1024
Modulation DPSK
Packet Length Lf=128
Normalised Doppler Freq. fa =0.008
Path Loss Exponent Typical urban areay = 3 [2]
Channel Model typical urban, refer to Table 5.1
Relay Location Dy, = Dgq/2, m=1,2,--- , M,
Power Control Ps=P, = (Mipﬂ) m=1,2---,M,
Noise Variance at MS and BS No

Table 6.1: Summary of system parameters

MS and theM, RSs. To be more specific, we hal®,, = D,;/2, P, = P, = P/(M, +

1), m=1,2,--- ,M,. Moreover, the normalized Doppler freqeuncy is sef;te= 0.01 under the
assumption that multiple MSs are randomly moving arountersame cell. The system parameters
considered in this section are summarized in Table 6.1.

The theoretical BER curves of Eqg. (6.40) versus the SNRveddor slow-fading channels are
depicted in Figure 6.2 in comparison to the results obtabyedur Monte Carlo simulations, where
the MSDSD of Section 5.3 using,,;,; = 8 is employed at the BS to eliminate the performance loss
imposed by the relative mobility of the cooperating MSs,ahhis again modelled by a normalized
Doppler frequency of; = 0.01. As suggested previously in Section 6.2.1.1 that the Tesdaies
in Eq. (6.38) converges rapidly and hence we empligy= 5 in Eq. (6.39) for the sake of reducing
the computational complexity, while maintaining the reqdiaccuracy. Observe Figure 6.2 that
all theoretical BER curves, corresponding to different bemof activated cooperating MSs and
to DBPSK and DQPSK modulation schemes, match well with th&® BHrves obtained by our
Monte-Carlo simulations. Therefore, with the aid of the M8Dof Section 5.3 employed at the
BS, a full diversity order oL. = (M, + 1) can be achieved by the DAF-aided cooperative system in
rapidly fading channels, where the achievable BER perfageaan be accurately predicted using
Eq. (6.40).

Additionally, the BER upper and lower bounds of Egs.(6.41) ¢.44) derived for both DBPSK
and DQPSK modulated DAF-aided cooperative systems aregliot Figures 6.3(a) and 6.3(b), re-
spectively, against the theoretical BER curve of Eq.(6.4)th the lower and upper bounds are
tight in comparison to the exact BER curve of Eq.(6.40) wHen@BPSK modulation scheme is
used, as observed in Figure 6.3(a). On the other hand, aedjabose upper bound is obtained
by invoking Eq.(6.41) for the DQPSK modulated system, wltile lower bound associated with
Eq. (6.44) still remains very tight. Therefore, it is suffiotly accurate to approximate the BER
perforamnce of the DAF-aided cooperative system usingaived bound of Eqg. (6.44).

Futhermore, in order to simplify the lower bound expressibriEq. (6.41), the integration
term of Eq. (6.37) is omitted completely, assuming that weehd,, = 0 in Eq. (6.45). The
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o Simulated DBPSK (fd=0.01, Nwmd=8)

] Simulated DQPSK (f,=0.01, N, . =8)

wind

10N s.| - — — Theoretical BER

BER

107}
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PIN, (dB)
Figure 6.2: BER performance versus SNR for DAF-aided cooperative lzlisystems, where
there areM, activated cooperating MSs, each having fixed transmit pamel location. The
MSDSD usingN,,;,,; = 8 is employed at the BS. All other system parameters are suizneadin

Table 6.1.

corresponding BER curves are depicted in Figure 6.4 ag#iose obtained, when haviig, = 5.

It is observed that the lower bound obtained after discgrthie integration term in Eq. (6.37) still
remains accurate and tight in the relatively high SNR reghore specifically, the resultant BER
lower bound remains tight over a wide span of SNRs and onlgies inaccurate, when the SNR
of P/ Ny dips below5 dB and10 dB for the DBPSK and DQPSK modulated cooperative systems,
respectively.

When the SNR is sufficiently high and hence the employmenhefitigh-SNR-based lower
bound of Eg. (6.48) can be justified, its validity is verifieg the BER curves of Figures 6.5(a)
and 6.5(b) for the DBPSK and DQPSK modulated systems, ragplyc Specifically, the simpli-
fied high-SNR-based BER lower-bound of Eq. (6.48) hauijg= 0 in Eq. (6.45) is capable of
accurately predicting the BER performance achieved by #hie-Bided cooperative cellular uplink,
provided that the transmitted SNR expressed in term/dfly is in excess ofl5 dB for both the
DBPSK and DQPSK modulation schemes considered.

6.2.2 Theoretical Analysis of Differential-Decode-and-érward Systems

6.2.2.1 Performance Analysis

In the following discourse, the analytical BER performaegpressions will be derived for a DDF-
aided cooperative cellular system in order to facilitate msource allocation to be outlined in
Section 6.3.2. In contrast to its DAF-aided counterpart @fti®n 6.2.1, théVl, cooperating MSs

selected will make sure that the information contained & filame or packet received from the
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Figure 6.3: BER lower and upper bounds versus SNR for DAF-aided cooperatllular systems

where there ar@/, activated cooperating MSs, each having fixed transmit pawdiocation. All

other system parameters are summarized in Table 6.1.
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Figure 6.4: Impact of N,, of Eq. (6.45) on the BER lower bounds versus SNR for DAF-aided
cooperative cellular systems, where there &feactivated cooperating MSs, each having fixed

transmit power and location. All other system parametessammarized in Table 6.1.
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Figure 6.5: High-SNR-based BER lower bounds versus SNR for DAF-aidegbemative cellular
systems, where there ahé, activated cooperating MSs, each having transmit poweragatibn.
All other system parameters are summarized in Table 6.1.

source MS can be correctly recovered by differentially diéng the received signal with the aid
of CRC checking, prior to forwarding it to the BS. In other wsy some of theéVl, cooperating
MSs selected may not participate during the relaying pHasé¢he sake of avoiding potential error
propagation due to the imperfect signal recovery. By sinaslyuming that the packet length is suf-
ficiently high with respect to the channel’s coherent tinhe, Wworst-case Packet Loss Ratio (PLR)
at themth cooperating MS can be expressed as:

PPLRm,upper =1- (1 - PSERW,)Lf/ (652)

for a given packet length ¢, wherePsgr,, represents the symbol error rate at tih cooperating
MS, which can be calculated as [133]:

Psgr,, = M]CVI_ L + !pm(!:t(zn()Mlc) [% arctan <€|(:m|)> — 1} , (6.53)

wherep,, and the functior(x), respectively, can be written as follows:

Psaszrm

on = —, (6.54)
1_|_ 5]\;07"1

¢(x) = \/1—!x!2+tan2(7r/Mc). (6.55)

Then, based on thBp R, .pper EXPression of Eq.(6.52), the average end-to-end BER upperd

of a DDF-aided cooperative system can be obtained. EXgliaitthe context of a system, where
only M, = 1 cooperating user is selected to parcipate in relaying tireasifrom the source MS to
the BS, the average end-to-end BER upper bo@@éﬁ{uwr is obtained by the summation of the
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average BERs of two scenarios as:
DDF _ @ @,
PBER,upper - (1 - PPLRl,upper)PBéR + PPLRl,upperPBER, (656)

where®; is defined as the first scenario when the cooperating MS pisrfecovers the informa-
tion received from the source MS and thus transmits therdifiitally remodulated signal to the
BS. By contrastd, is defined as the second scenario, when the cooperating M3daiorrectly
decode the signal received from the source MS and hencengmsignt during the relaying phase.
Therefore, the scenariaB; and®d, can be simply represented as follows, depending on whether
the transmit poweP,; of the cooperating MS is zero or not during the relaying phaseus, we

can represen; and®, as:

o £ {P, #0}, (6.57)
& = {P, =0}, (6.58)

respectively. Recall our BER analysis carried out for theFs#ided system in Section 6.2.1.1,
where the end-to-end BER expression of a cooperative sysbawitioned on the received SNR
per bity? can be written as:

1 T
Pgegj(a,b, L) = = /_nf(ﬂ, b,L,0)e 7" qp, (6.59)

wheref(a,b,L,0) given by Eq.(6.18) is a function of the number of multi-pattmponentd. and
is independent of the received SNR perit The parameter andb are modulation-dependent,
as defined in [6]. Consequently, the unconditional endmd)-BER,Pg’E"R, corresponding to the
scenario®; can be expressed as:

o _ (%
Pyer = /700 Pgegrpyn - Py (1), (6.60)

wherepvg(y) represents the PDF of the received SNR per bit after diyecsinbining at the BS
in the scenaria; of Egs. (6.57) and (6.58).

On the other hand, since the MRC scheme is employed at the B&1bine the signals po-
tentially forwarded by multiple cooperating MSs and thensigtransmitted from the source MS
as characterized by Eq.(5.44) using the combining weighEd5.45), the received SNR per bit
after MRC combining is simply the sum of that of each combipath, which is expressed as:

7%, = Yu+1a (6.61)
7%, = 7 (6.62)

Therefore, the unconditional BER of the scenabipcan be computed as:
poo— L [T n=2,6) [ O, dydo 6.63
BER — 2L, _nf(“/ ,L=2,0) _ooe Pygbl(’Y) yav, (6.63)
1 7T
= o [ flab,L=2,0)M,, (6)do, (6.64)

where the joint MGF of the received SNR per bit recorded aBtdor the scenarid; is expressed
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as:
My, (0) = / ”"% (7)d, (6.65)
= / T W)m (%d)ru, (Yra)dYsadYra, (6.66)
= Mo ()M, (0), (6.67)
Ng

= (No + a(60) Pso2;) (No + a(g)prlgzld) ’ (6.68)

with P, (Vsd) andpAY (7r,4), respectively, denoting the PDF of the received SNR perdbittfe
direct I|nk and for the RD relay link. Both of these expressiovere given by Eq.(6.22). In parallel,
the unconditional BER corresponding to the scendriccan be obtained as:

1 7T © 9 b
Pite = g [ flabL=10) [ e op, (), (6.69)
1 7T
= o /_nf(a, b,L=1,6)M, (8)d6, (6.70)

where the MGF of the received SNR per bit recorded at the B§#oscenariab; is written as:

M. (0) :/ e “’)"’%p s (1), (6.71)
o ®

—/ de o (Ysa)sa, (6.72)

S 6.73

T No+ a(@)Psaszd (6.73)

Similarly, the BER upper bound can also be attained for cadjpe systems relying oM, >
1 cooperating users. For example, whhh = 2, the average end-to-end BER upper bound

DDF
PgeR upper DECOMeES the sum of the average BERs of four scenarios ezfrass

DDF
PBER Jupper

o} [}
—( - PPLRl,upper)(l - PPLRz,upper)PBb}R + PPLRl,upper(l - PPLRz,upper)PBbgR/

[ )
+ (1 - PPLRl,upper)PPLRz,upperPBER + PPLR1,upperPPLRz,upperPBéR/ (6-74)

where the four scenarios are defined as follows:

®; = {P, #0, P, #0}, (6.75)
®, = {P, =0, P, #0}, (6.76)
®; = {P, #0, P, =0}, (6.77)
®, = {P,=0, P, =0} (6.78)

6.2.2.2 Simulation Results and Discussion

Under the assumption of a relatively rapidly Rayleigh fagdihannel associated with a normalized
Doppler frequency of; = 0.008 and a packet length dfy = 16 DQPSK modulated symbols,
the BER curves corresponding to DDF-aided cooperativeesystwithM, = 1 and M, = 2
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System Parameters Choice ‘
System User-Cooperative Cellular UpIinIJ(
Cooperative Protocol DDF
Number of Relay Nodes M,
Number of Sub-Carriers D =1024
Modulation DQPSK
Packet Length L¢
CRC CCITT-4
Normalised Doppler Freq. fa =0.008
Path Loss Exponent Typical urban areay = 3 [2]
Channel Model typical urban, refer to Table 5.1
Relay Location Dy, = Dgq/2, m=1,2,--- , M,
Power Control Ps=P,, = (M—PH) m=1,2,---,M,
Noise Variance at MS and BS Ny

Table 6.2: Summary of system parameters

cooperating MSs are plotted in comparison to the worst-taserectical BERs of Eq.(6.56) and
Eq.(6.74) in Figure 6.6(a). Since the worst-case BER espraslerived in Section 6.2.2.1 for the
DDF-aided system does not take the negative impact of tree$iatective channel into account, the
resultant asymptotic line may not be capable of accurafgbyaximating the true achievable BER
performance of a DDF-aided system employing the CDD in theeod of a rapidly fading envi-
ronment. However, with the aid of the MSDSD of Section 5.39,,,,; > 2, the performance
loss induced by the relative mobility of the cooperatingrtisials and the BS can be significantly
eliminated. Thus, as revealed by Figure 6.6(a), the waseBER bound closely captures the de-
pendency of the system’s BER on tA¢ N, ratio. On the other hand, the BER curves of DDF-aided
cooperative systems employing the MSDSD using differenkglengths. ; are plotted together
with the corresponding worst-case theoretical BER bourfeignre 6.6(b). Likewise, the theoreti-
cal BER bound based on Eq.(6.56) closely captures the depenaf the MSDSD-aided system’s
BER on the packet length; employed in the scenario of a rapidly fading channel astetiaith

a normalized Doppler frequency @f = 0.008.

6.3 Cooperating-User-Selection for the Uplink

User-cooperation aided cellular systems are capable oévanh substantial diversity gains by
forming VAAs constituted by the concerted action of disitdd mobile users, while eliminating
the space- and cost- limitations of the shirt-pocket-sizaabile phones. Hence, the cost of im-
plementing user-cooperation in cellular systems is sicgnifily reduced, since there is no need to
specifically set up additional relay stations. On the othardh it is challenging to realize user-
cooperation in a typical coherently detected cellular eystsince(N; x N,) CIRs have to be
estimated. For the sake of eliminating the implementatipr@mplex channel estimation, in par-
ticular at the RSs, it is desirable to employ differentialgtected modulation schemes in conjunc-
tion with the MSDSD scheme of Section 5.3. Furthermore, éviire Doppler-frequency-induced
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Figure 6.6: BER performance versus SNR for DDF-aided cooperative leglkystems, where
there areM, activated cooperating MSs, each having fixed transmit pamer location. The
MSDSD usingN,,;,,s = 11 is employed at the BS. All other system parameters are suireadin
Table 6.2.

degradations are eliminated by the employment of the MSD¥BDther major problem is how to
choose the required number of cooperating users from theopdb,,,; available candidates, which
may significantly affect the end-to-end performance of theperative system. These effects have
been observed in our previous simulation results showngargi5.14 in Section 5.3.2.3, where we
indicated that the quality of the source-relay link quaetifin terms of the SNR, which is dominated
by the specific location of the cooperating users, playsal wite in determining the achievable
end-to-end performance of a cooperative system. Moretiveremployment of Adaptive Power
Control (APC) among the cooperating users is also impoitaatrder to maximize the achiev-
able transmission efficiency. Hence, we will commence osralirse on the above-mentioned two
schemes, namely, the Cooperating-User-Selection (CUBIrenAPC schemes, in the context of
the cooperative uplink, which will be based on the end-td4eerformance analysis carried out in
Section 6.2. More specifically, we will propose a CUS scheomhined with APC for the DAF-
aided cooperative system employing the MSDSD of SectioraBBits DDF-aided counterpart in
Sections 6.3.1 and 6.3.2, respectively.
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6.3.1 Cooperating-User-Selection Scheme for Differenti&dmplify-and-Forward Sys-
tems with Adaptive Power Control

6.3.1.1 Adaptive Power Control for DAF-aided Systems [131]

As discussed in Section 6.1.2, for the sake of simplicity andlytical tractability, we assume

that the source MS is sufficiently far away from the BS and thalable cooperating MSs can be

considered to be moving along the direct line-of-sight (l@&th between them, as specified by
Eq. (6.1) of Section 6.1.2. Explicitly, Eq. (6.1) can be rigi@n by normalizingD,, to 1, as follows:

Dsru + DVud = Dsd = 1/ u= 1/ 2/ Tty Pcand/ (679)

whereP.,,.; is the RS pool size. This simplified model is readily genegalito a more realistic
geography by taking into account the angle between thetdinkcand the relaying links. Further-
more, given a path-loss exponentwfthe average poweargj of the channel fading coefficient can
be computed according to Eq. (6.3), which is repeated hereofovenience:

ggj = Dl.j].”, i, j€{s, ry d}. (6.80)
Then, by defining
A Dsru
dy £ Do’ (6.81)

we can represent>. ando? , respectively as:
u

o2 = o%-dl, =4, (6.82)

sty

Org = o (1—=dw)’ = (1—dun)". (6.83)

It was found in Section 6.2.1.2 that the simpler high-SNRdobhBER lower bound expression
of Eq. (6.48) associated witN,, = 0 in Eq. (6.45) is tight in a wide range of SNRs of interest, for
example, for SNRs in excess th dB for both the uncoded DBPSK and DQPSK modulated DAF-
aided cooperative systems, as observed in Figure 6.5. fbherex power control scheme taking
into account the location of the selected cooperating realsers can be formulated, in order to
minimize the BER of Eq. (6.48) under the total transmit poa@nstraint of Eq. (6.4), i.e. when
we haveP = P, + Y™ P, 1 Thus, we arrive at:

m=1""m

P (B 00 | i}t

_ [F(a,b,M, + )N M B, 07 i+ P03, Zn, m}
—arg min - N = , (6.84)
gﬁsf{prm }Am/IL1 { Pso-szd g PSP’mUSZ?’mO'rzmd
—arg min {F(a, b, M, + 1)NM+1 ﬁ By, 02(1—dy)® + Psagdd;z,m,min} (6.85)
psl{prm}AmAll 1550-32{1 m=1 ﬁsl\ﬁrmo-;lddg’l(l - dm>71 ’ .
. 1 M P (1—dy)+Pd%Z, i
—arg  min { = T } (6.86)
PS/{Prm}m:1 PS m=1 Ym

1in this context we note that here we effectively assume tleaflept power-control is used both when a specific
mobile is transmitting its own data as well when it is actirsgaaRS. Naturally, the associated transmit power may be
rather different in these two modes.
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which is subjected to the power contraintfot= P, +2 b, andP, >0, (m=1,2,---,M,).

m

The varlablez,m,mm in EqQ. (6.86) is defined as:
Zy min 2 —eR @ (+InR.,), (6.87)
where we have
- R
R A rm,max 6.88
Cm (1 - dm)vl ( )
2
No (6.89)

T (1= dp)2(1 = B)2Pscr’

In order to find the solution of the minimization problem fariated in Eq. (6.86) with the aid
of the Lagrangian method, we first define the functfd®s, c,,) by taking the logarithm of the
right hand side of Eqg. (6.86) as:

(1 —dy)? + 4y 7 ;
f(Poen) 2 ( PV H R ’") / (6.90)
m

r Mr
=—(M,+1)InP— Y Incy+ Y In(cu(l—dn)’ —dyZ,, min),  (6.91)

m=1 m=1

where we have

£ 6.92
Cm b, (6.92)

Furthermore, we define the functigfPs, c,,) based on the transmit power constraint of Eq. (6.4)
as follows:
g(Ps,cp) 2 cT1— E, (6.93)
Dy
where
c2, e, o, eml, (6.94)

and1 represents aiM, x 1)-element column vector containing all ones. Then, the Lzagjean
function A can be defined as:

A(Ps,em,A) 2 £(Ps em) + Ag(Ps, cm), (6.95)

M, M,
—~(My+1)InPs— Y Incy+ Y In(cn(1—dn)’ —dyZys, min)
m=1 m=1

+A <cT1 — P£> , (6.96)

S

whereA is the Lagrangian multiplier. Hence, the first order codisi for the optimum solution
can be found by setting the partial derivatives of Eq. (6\9i) respect to bottP; andc,, to zero:

M, o e’“m R (Z+InR.)+1
Py en V) My +1 m+ L RolbrmB)tll g g
P Py m=1 Cm d ) - d;]neRcm (g +In Rcm)
Reyyefem Rem
M _A_i+ (1—dm)v—|—dv |: L’ (€+lchm) eCm ] _0 (6 98)
aCm Cm Cm(l - dﬂ’l) - d;fneRcm (C + ln Rcm) , .
NP e d) 1y Py (6.99)

oA P
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Consequently, by combining Egs. (6.97) as well as (6.98)falholving a few further manipula-
tions, we arrive at;

L‘

(1 B dm)v i d% |:b2(1 .Bz)%i\l d)?Psc?, eRC"’ (€+lnRC’”)+ cm :|

Mrop 1
p Cm en(1—dn)? — diyeRon ({ +In R,)
2Nod? eRem R 1
My e ((+InR,, +
B l b2(1—-B)2(1—dp) ( RCm> =0. (6.100)

P =y {cm(l —dpy)? —doeRen ( +1In Rcm)}

Therefore, the optimum power control can be obtained byrimdhe specific values af,, (m =
1,2,---,M,) that satisfy both Eq. (6.99) and (6.100), which involved.aa (M, + 1)-dimensional
search as specified in the summation of Eq. (6.100) contapomver control of each of thil, co-
operating users. Hence, a potentially excessive compuotdtcomplexity may be imposed by the
search for the optimum power control solution. For the sdk&igmificantly reducing the search
space, the summation in the last term of Eq. (6.100) may beved) leading to

2N, Rep (Z4+In R, +me
(M, +1pp, 1 AT [f”(l marat }
A A — _+ -
p Cm en(1—dy)? — dgeRm (4+1InR,,)

2Nod?,eRem
Fr i (F I Ro, + )

1
p Cm {cm(l —dp)? — dgieRfm ({+In Rcm)]

=0, (6.101)

so that the resultant Eq. (6.101) depends only on the spegifi@lue of interest. In other words,
the original (M, + 1)-dimensional search is reduced to a single-dimensionatisegesulting in a
substantially reduced power control complexity, while thsultant power control is close to that
corresponding to Eq. (6.100).

6.3.1.2 Cooperating-User-Selection Scheme for DAF-aid&/stems

Since the quality of the relay-related channels, namelythefsource-to-relay and the relay-to-
destination links dominates the achievable end-to-entbpeance of a DAF-aided cooperative
system, the appropriate choice of cooperating users frentdindidate pool of MSs roaming be-
tween the source MS and the BS as depicted in Figure 6.1 appmebe important in the scenario
of cellular systems. In parallel to the APC scheme desigonethe DAF-aided cooperative system
discussed in Section 6.3.1.1, the CUS scheme is devised lbasthe minimization problem of

Eq. (6.84), which can be further simplified as:

[{du}¥y | P (P 10

M P, 021 — d)? + Ps02,dS, Zym mi
= arg min { 1 e 04 m)’ + Ude mrm,min }, (6.102)
{dm}m 1 =1 sd ( —d )
= arg min { I_i Pr, (1 dfi >1 j_dp -, inZrmmin }, (6.103)
{dm}m 1 =1 m( )

which is subjected to the physical constraint of having armadized relay location o < d,, <
1, (m=1,2,---,M,) measured from the source.
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Although Eg. (6.103) can be directly solved numericallys difficult to get physically tangible
insights from a numerical solution. To further simplify theénimization problem of Eq. (6.103),
we define the functiorf(d,,) by taking the logarithm of the right hand side of Eq. (6.1083ding
to:

M Py, (1= din)® + Pody Zom mi
dm é 11’1 Tm m sUm~rmmin , (6.104)
fldn) (H B, (1= d?
M, M, .
=—0 )Y In(du(1—dw))+ Y In (P, (1 —du)® + Pdy,Zymin) - (6.105)
m=1 m=1

Then, by differentiating Eq. (6.105) with respect to themalized relay locationsl,,, (m =
1,2,---,M,) and equating the results to zero, we arrive at:

afdm . U<2dm - 1)
oy dy(1—dy)
~ RC’” —7 iR
N —P,, 0(1 —dy)* 1 + Psod% 1 Z,  in + PdS, xe f%mmRW) -0 (6.106)
P (1—dy)°+ Psdﬁzrm,min ' '

Hence, the optimum normalized relay distancé,gfor a specific power control can be obtained by
finding the specifid,, values which satisfy Eq. (6.106). Consequently, the oaigit,-dimensional
search of Eq. (6.103) is broken down int®, single-dimensional search processes.

Although the optimized location of the cooperating users loa calculated for a given power
control, the resultant location may not be the global optimn terms of the best achievable BER
performance. In other words, for the sake of attaining ttabally optimum location and then
activating the available cooperating candidates thatdsappbe closest to the optimum location, an
iterative power-versus-RS-location optimization prackas to be performed. To be more specific,
the resultant global optimization steps are as follows:

Step 1: Initialize the starting point{c,, },, {d,,}),) for the search in the M,-dimensional
space, hosting th#1, powers and RS locations.

Step 2: Calculate the locally optimum Iocatio{zim,lom,}f;1 of the cooperating users for the cur-
rent power control{c,, }" .

Step 3: If we have {d,, jocar } 7, # {dw ), then let{d, }M | = {dy10ea ). Otherwise,

m=11
stop the search, since the globally optimum solution has lleend: {dm,gzobZe}%;l =

{dm,local}%él and{cm,globle}%él = {Cm}%él

Step 4: Calculate the locally optimum power contr{lim,lml}%;l of the cooperating RSs for the
current location{d,, }" .

Step5: If we have {¢, joca Y, # {em ™y, then let{c, }M | = {cuiocar} ', and continue

m=1’

to Stepl Otherwise, stop the search, since the globally optimumtiem has been found:

{dm,globle}yél = {dm,local}%él and{cm,globle}%él = {Cm}%él

Furthermore, it is worth emphasizing that the above op#tion process requires an "off-line” op-
eration. Hence, its complexity does not contribute to thegexity of the real-time CUS scheme.
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As mentioned previously in this section, since it is likdhat no available cooperating MS candi-
date is situated in the exact optimum location found by tlfidimd optimization, the proposed CUS
scheme simply chooses the available MS that roams clostés tptimum location and then adap-
tively adjusts the power control. The rationale of the CUISesae is based on the observation that
the achievable BER is proportional to the distance betwbertboperating MS and the optimum
location, as will be seen in Section 6.3.1.3.

6.3.1.3 Simulation Results and Discussion

System Parameters Choice ‘
System User-Cooperative Cellular UplinIL
Cooperative Protocol DAF
Number of Relay Nodes M,
Number of Sub-Carriers D =1024
Modulation DQPSK
Detection MSDSD (Nyng = 11)
Packet Length Ly=128
Normalised Doppler Freq. fia=0.008
Path Loss Exponent Typical urban areay = 3 [2]
Channel Model typical urban, refer to Table 5.1
Noise Variance at MS and BS Ny

Table 6.3: Summary of system parameters

Both the APC and CUS schemes designed for the DAF-aided catbmesystem, which were
devised in Sections 6.3.1.1 and 6.3.1.2, respectivelyhased on the high-SNR-related BER lower
bound of Eq. (6.48), which was shown to be a tight bound fordewange of SNRs in Figure 6.5.
In order to further characterize the proposed APC and CU8msek and to gain insights into the
impact of power control as well as that of the cooperating’sisecation on the end-to-end BER
performance of the DAF-aided uplink supporting differentnber of cooperating users, the BER
lower bounds are plotted versis/ P andd,, in Figures 6.7(a) and 6.7(b), respectively, in compar-
ison to the exact BER of Eq. (6.40) and to its upper bound of(&4.7). DQPSK modulation is
assumed to be used here. Furthermore, in order to cope witbffibicts of the rapidly fluctuating
fading channel, the MSDSD scheme of Section 5.3 is employ#weaS. For the sake of simplic-
ity, we assume that an equal power is allocated to all aetivaboperating MSs, which are also
assumed to be located at the same distance from the sourcAlM&e other system parameters
are summarized in Table 6.3. Observe from both Figure 6af@)6.7(b) that at a moderate SNR of
15 dB the lower bounds remain tight across the entire horiz@xies, i.e. regardless of the specific
values ofP;/P andd,,. By contrast, the upper bound of Eq. (6.47) fails to acclyaiedict the
associated BER trends, especially when the number of thexaxt cooperating MS$(1,, is high.
Therefore, despite using the much simpler optimizationricedf Egs. (6.86) and (6.103), which
are based on the high-SNR-related BER lower bound of Eg8)6tHe APC and CUS schemes of
Sections 6.3.1.1 and 6.3.1.2 are expected to remain aedorajuite a wide range of SNRs.

Furthermore, both the power control strategy and the spdoifation of the cooperating MSs
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Figure 6.7: Effects of the power control and of the cooperating MS's tmzaon the BER perfor-
mance of DQPSK modulated DAF-aided cooperative cellulatesyis havingVl, activated coop-
erating MSs. All other system parameters are summarizedhbie®.3.

play a vital role in determining the achievable BER perfonoe of the DAF-aided cooperative
system. Specifically, as shown in Figure 6.7(a), under tseraption that all the activated co-
operating users are located about half-way between theedd6 and the BS, i.e. faf,, =
0.5, (m=1,2,---,M,) and for an equal-power-allocation among the cooperatiegsyse. for
P, = (P—P)/M, (m =1,2,---,M,), the minimum of the BER curve is shifted to the
left, when an increased number of cooperating MSs parteeipasignal relaying. This indicates
that the transmit power employed by the source MS should besdsed in order to attain the
best achievable end-to-end BER performance. On the othet, hander the assumption of an
equal power allocation among the source MS and all the catipgrMSs, i.e. where we have
P, =P,6=P/M, (m=12,---,M,), we observe from Figure 6.7(b) that the shape of the
BER curves indicates a stronger sensitivity of the systgraiformance to the location of the co-
operating users. This trend becomes even more dominané asithber of cooperating MS3/,,
increases. However, in contrast to the phonomenon obsénéigure 6.7(a), the position of the
BER minimum remains nearly unchanged as observed in Figif(®)6 indicating that the opti-
mum location of the cooperating users remains unaffectedhfs specific system arrangement,

regardless oM.

Importantly, the horizontal coordinate of the BER minimueptesents the optimum MS loca-
tion for the equal power allocation arrangement employelderéfore, the achievable BER seen
in Figure 6.7(b) is proportional to the distance betweenRBeand the optimum location, which
provides the rationale for our distance-based CUS scheme.

In order to examine the tightness of the high-SNR-based BiR1 bound of Eq. (6.48) for
the DAF-aided cooperative system at different transmit SMRP /N, the BER lower bounds
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Figure 6.8: Effects of the SNR on the tightness of the high-SNR-based B&Rr bound for the
DQPSK modulated DAF-aided cooperative cellular uplinkihgdwo activated cooperating MSs.
All other system parameters are summarized in Table 6.3.

corresponding to three distinct valuesitf Ny versus different power controls and relay locations
are depicted in Figures 6.8(a) and 6.8(b), respectively. useassume thatl, = 2 cooperating
MSs are activated. When having an SNR as high(a, the lower bound is tight, as seen in both
Figure 6.8(a) and 6.8(b). As the SNR decreases, the lowerdbbecomes increasingly loose, but
remains capable of accurately predicting the BER trendstlamdbest achievable performance in
the vicinity of a moderate SNR level db dB. However, when the SNR falls to as low a value
as10 dB, the lower bound remains no longer tight to accurately@gmate the exact BER, thus
the APC and the CUS scheme devised under the assumptionioftehigh SNR may not hold
the promise of an accurate solution. Nevertheless, sirctih SNR range corresponding to high
BER levels, such as for exampl®~2, is not within our range of interest, the proposed APC and
CUS schemes of Sections 6.3.1.1 and 6.3.1.2 are expecteatitcappropriately for a wide range
of SNRs.

Let us now continue by investigating the performance impnognts achieved by the optimiza-
tion of the power control and the cooperating user’s locatla Figure 6.9(a) the BER performance
of the DAF-aided cooperative system employing the APC seheff®ection 6.3.1.1 is depicted ver-
sus the cooperating user’s locatiah,, in comparison to that of the system dispensing with the APC
scheme. Again, we simply assume that multiple activategp@e@iing users are located at the same
distance from the source user. Observe in Figure 6.9 thaifisignt performance improvements
can be achieved by the APC scheme, when the cooperatingsusitirdted closer to the BS than to
the source MS. Hence the attainable BER is expected to b@uagias the cooperating user moves
increasingly closer to the BS. For example, the single-eaating-user-assistedA, = 1) DAF-
aided cooperative system using the APC scheme is capablaofirg its lowest possible BER
at SNR45 dB, when we havél; = D, /D,; = 0.8. Therefore, the performance improvement
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Figure 6.9: Power and relay location optimization for DQPSK modulatédEnided cooperative
cellular systems having!, activated cooperating MSs. All other system parametersuarena-
rized in Table 6.3.

achieved by the APC scheme largely depends on the specifitdnof the cooperating users. Fur-
thermore, the performance gains attained by the APC schenwdpecific arrangement agf; is
also dependent on the number of activated cooperating MiasMore specifically, when we have
M, = 3, a substantially larger gap is created between the BER @ive system dispensing with
the APC scheme and that of its APC-aided counterpart tharobiserved fotM, = 1, as seen in
Figure 6.9(a).

At the same time, the BER performance of the DAF-aided sysisimg relay location opti-
mization is plotted in Figure 6.9(b) in comparison to thatttodé cooperative system, where the
multiple activated cooperating users roam midway betwhersburce MS and the BS. Similarly,
a potentially substantial performance gain can be achibyeaaptimizing the location of the coop-
erating users, although naturally, this gain depends osgheific power control regime employed
as well as on the number of activated cooperating users. Bpdeific, observe in Figure 6.9(b)
that it is desirable to assign the majority of the total traitgpower to the source MS in favour
of maximizing the achievable performance gain by the latatiptimization. Moreover, the more
cooperating users are activated, the higher the perforenanicancement attained. Importantly, in
the presence of a deficient power control regime, for exapvhen less than0% of the overall
transmit power is assigned to the source MS, the DAF-aidstésy may suffer from a severe per-
formance loss, regardless of the location of the coopeyatiers. This scenario results in an even
worse performance than that of the non-cooperative systherefore, by observing Figures 6.9(a)
and 6.9(b) we infer that for the DAF-aided cooperative Uglihis beneficial to assign the majority
of the total transmit power to the source MS and choose theifgpeooperating users roaming in
the vicinity of the BS in order to enhance the achievable erelhd BER performance.
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Figure 6.10: Optimum cooperative resource allocation for DQPSK moaul@AF-aided coop-
erative cellular systems having a single activated codiperdS at SNR35 dB. All other system

parameters are summarized in Table 6.3.

The above observations concerning the cooperative resaliacation of the DAF-aided sys-
tem can also be inferred by depicting the three-dimensi8&R surface versus both the power
control and the cooperating MS'’s location in Figure 6.10¢a) single-RS-aided cooperative sys-
tem (M, = 1). Indeed, the optimum solution is located in the area whetk B,/ P andd; have
high values. In order to reach the optimum operating polrd,iterative optimization process dis-
cussed in Section 6.3.1.2 has to be invoked. The resultdimhiaption trajectory is depicted in
Figure 6.10(b) together with the individual power-optiatibn and location-optimization based
curves. The intersection point of the latter two lines repres the globally optimum joint power-
location solution. As seen in Figure 6.10(b), by commendhey search from the center of the
two-dimensional power-location plane, the optimizatioogess converges after four iterations be-
tween the power and location optimization phases, as thiesmnding trajectory converges on the
above-mentioned point of intersection.

Let us now consider a DAF-aided DQPSK-modulated cooperatdliular system employing
both the CUS and the APC schemes of Sections 6.3.1.1 and%.@MlereM, = 3 cooperating
MSs are activated in order to amplify and forward the sigaekived from the source MS to the BS,
which are selected froiR,,,,; = 9 candidates roaming between the latter two. Without los&nf g
erality, we simply assume that the locations of all the coajiregy candidates are independent and
uniformly distributed along the direct LOS link connectititge source MS and the BS, which are
expected to change from time to time. Figure 6.11 depictpéhtormance of the DAF-aided coop-
erative system employing the CUS and the APC schemes obBe@i3.1.1 and 6.3.1.2 in compar-
ison to both that exhibited by its counterpart dispensiniip wie above-mentioned techniques and
that of the direct transmission based system operatingouiithser cooperation in Rayleigh fading
channels associated with different normalized Dopplegfemcies. Figure 6.11 demonstrates that



6.3.1. Cooperating-User-Selection for DAF Systems with Aaptive Power Control 201

3 out of 9 available - — 4 f=0.03

cooperating user are ~
selected. _ o f=0.008

Non-cooperative
&~ system

n no CUS, no AP(
Sk

*

BER

15
PIN, (dB)

Figure 6.11: Performance improvements achieved by the CUS and APC sahfemeDAF-aided
DQPSK modulated user-cooperative cellular system empiptyie MSDSD of Section 5.3, where
3 out of9 cooperating user candidates are activated. All other syp@rameters are summarized
in Table 6.3.

the DAF-aided cooperative system is capable of achievirigraficantly better performance than
the non-cooperative system. Observe in Figure 6.11 thattlafusignificant performance gain of
10 dB can be attained by invoking the CUS and APC schemes for gecative system employing
the CDD of Section 5.1.1Ni.s = 2), at a BER target 010> and a normalized Doppler fre-
quency off; = 0.008. Furthermore, the employment of the CUS combined with th€ Aftkes
the cooperative cellular system more robust to the detetsreffects of time-selective channels.
Indeed, observe in Figure 6.11 that an error floor as induged tormalized Doppler frequency
of f; = 0.03 at BER of 102 for the cooperative system dispensing with the CUS and thé AP
arrangements, while the BER curve corresponding to thesysarrying out cooperative resource
allocation only starts to level out at a BER t3—°. For the sake of further eliminating the BER
degradation caused by severely time-selective chanheldSDSD employingN,,;,,; > 2 can be
utilized at the BS. As observed in Figure 6.11, for a targeRB&el of 10—, anP/ N degradation
of about7 dB was induced by increasinfg from 0.008 to 0.03 for the CDD-aided system, while it
was reduced td@ dB by activating the MSDSD scheme of Section 5.3 us\g,.; = 11.

Let us now consider the BER performance of DAF-aided codiperaystems dispensing with
at least one of the two above-mentioned schemes, whichtieg@lm Figure 6.12(a). To be more
specific, given a target BER dD~°, performance gains af dB and2.5 dB can be achieved re-
spectively by the employment of the CUS and the APC over tmetmaark system, where three
cooperating users are randomly selected from the avaifaBI® candidates and the total transmit
power is equally divided between the source and the relavig. Hence, the distance-based CUS
scheme of Section 6.3.1.2 performs well as a benefit of dictiydhe RS candidiates closest to
the predetermined optimum locations, even in conjunctidth & relatively small cooperating RS
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Figure 6.12: BER performance and the MSDSD complexity reductions aeudy the CUS and
APC schemes for DAF-aided DQPSK modulated user-cooperedilular uplink, wheré out of9
cooperating RS candidates are activated. All other systrampeters are summarized in Table 6.3.

candidate pool, where it is more likely that none of the aldéd RS candidates is situated in the
optimum locations. In order to further enhance the achievahd-to-end performance, APC is
carried out based on the cooperating users’ location asseti by the CUS and results in a perfor-
mance gain as high as abé&us dB over the benchmark system, as demonstrated in Figurés§.12
Moreover, besides providing performance gains, the CUSAI@ schemes are also capable of
achieving a significant complexity reduction in the conteixthe MSDSD employed by the BS, as
seen in Figure 6.12(b), where the complexity imposed by t&®ORD usingN,,;,s = 11 expressed
in terms of the number of the PED evaluations verBU$N, is portrayed correspondingly to the
four BER curves of Figure 6.12(a). Although the complexitypbsed by the MSDSD in all of the
four scenarios considered decreases steadily, as thenité8lR increases and then levels out at a
certain SNR value arourz) dB. Observe in Figure 6.12(b) that a reduced complexity [gosed,
when either the CUS or the APC scheme is employed. Remarkifigly}complexity imposed by
the MSDSD at the BS can be reduced by a factor of abOdor a wide range of transmit SNRs,
when the CUS and the APC are amalgamated. By carefully cangptire simulation results of
Figures 6.12(a) and 6.12(b), it may be readily observedthigatransmit SNR level, which guaran-
tees BER ofl0~° is roughly the SNR level at which the complexity imposed by MiSDSD starts
to level out. Therefore, it is inferred from the above obadons that an appropriate cooperative
resouce allocation expressed in terms of the transmit poastrol and the appropriate cooperat-
ing user selection may significantly enhance the achievahteto-end BER performance of the
DAF-aided cooperative cellular uplink, while substamyiaéducing the computing power required
by the MSDSD at the BS.

In a typical cellular system, the number of users roamingdalbemay also be referred to as the
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Figure 6.13: The effects of the size of the cooperating RS pool on the DRIEcADQPSK mod-
ulated user-cooperative cellular uplink employing the Ciitdl APC schemes, wherd, = 3
cooperating users are activated. All other system paramate summarized in Table 6.3.

size of the cooperating user candidate pool denoteB hy; in the scenario of the user-cooperative
uplink. In order to investigate its impacts on the end-td-8&ER performance of the DAF-aided
cooperative system employing the CUS and the APC schem=&ER curves corresponding to
different values ofP.,,,; are plotted versus the transmit SNR/ Ny, against that of the idealized
scenario used as a benchmark, where the activated RSaatediexactly in the optimum locations
and have the optimum power control. Again, we assumeMhat= 3 RSs are activated, which
are selected from th®.,,,; MSs roaming in the same cell. Interestingly, despite hawirfixed
number of activated cooperating MSs, the end-to-end BERpeance of the DAF-aided system
steadily improves and approaches that of the idealizedimearxk system upon increasing the value
of P...4, @s observed in Figure 6.13(a). On the other hand, it candreisd-igure 6.13(b) that the
higher the number of cooperating candidates, the lowerdhgpatational complexity imposed by
the MSDSD at the BS. Specifically, by increasing the size efdandidate pool frorP.,,,; = 3

to 9, a performance gain of aboltdB can be attained, while simultaneously achieving a detect
complexity reduction factor 06.5 at the target BER ol0~>. In comparison to the idealized
scenario, where an inifinite number of cooperating candi&late assumed to be independently and
uniformly distributed between the source MS and the BS, thEfaided cooperative system using
both the CUS and APC schemes only suffers a negligible paence loss, when having.,,; = 9
cooperating candidates. Therefore, the benefits broughittdly the employment of the CUS and
APC schemes may be deemed substantial in a typical cellplarku
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6.3.2 Cooperating-User-Selection Scheme for Differentiddecode-and-Forward Sys-
tems with Adaptive Power Control

In contrast to the process of obtaining the optimum power landtion allocation arrangements

discussed in Section 6.3.1 for DAF-aided cooperative systehe first order conditions obtained

by differentiating the BER bound of a DDF-aided cooperasiystem formulated in Eq.(6.56) and

(6.74) forM, = 1 and M, = 2 scenarios have complicated forms, which are imperviousito a
analytical solutions. However, their numerical solutisrfeéasible, instead of resorting to Monte

Carlo simulations. Explicitly, by taking/, = 1 as an example, the optimum power control can
be obtained for a given RS location arrangement by minirgitire worst-case BER of Eq. (6.56),

yielding:

[ps,{p,m}%; | {dm}fél]

=arg 5 {rgir}}% { (1- PPLRhupper)PgéR + PPLRI:”PPWP;I:ZR}' (6.107)
S/ rm Im=1

where Pprg, upper 1S the worst case packet loss ratio at the cooperating MSghwisi given by
Eq. (6.52), whilePy . andPg?, are given by Eq. (6.64) and Eq. (6.70), respectively, cpoeding

to the average BER measured at the BS both with and withogigimal forwarded by the RS. In
parallel, the optimum location allocation can be obtairadafspecific power control arrangement
as:

[{dudhtey | P AP

—arg {;n}lﬂl {(1 — Pprryupper) Paig + PPLRWWP;’ER}. (6.108)

Then, for the sake of attaining the globally optimum locatamd then activating the available
cooperating candidates that happen to be closest to thmumptiocation, an iterative power-versus-
RS-location optimization process identical to that disedsin Section 6.3.1.2 in the context of an
AF scheme has to be performed. Again, the rationale of thpgzed CUS scheme for the DDF-
aided system is based on the observation that the achieB&thteis proportional to the distance
between the cooperating MS and the optimum location, adeilemonstrated in Section 6.3.2.1.

6.3.2.1 Simulation Results and Discussion

The beneficial effects of cooperative resource allocatioterms of the transmit power and the co-
operating user’s location on the achievable BER performarithe DDF-aided cooperative system
are investigated in Figure 6.14. Under the assumption lteathannel fluctuates extremely slowly,
e.g. forf; = 0.0001, the worst-case BER performance corresponding to Eq X658/, = 1 and

to Eq.(6.74) forM, = 2, for the DQPSK-modulated DDF-aided cooperative systemsl@nmg
either equal-power allocation or the optimized power aardire plotted versus the different co-
operating users’ locations in Figure 6.14(a). The infororabit stream is CCITT-4 coded by the
source MS in order to carry out the CRC checking at the cotipgrdS with the aid of a 32-bit
CRC sequence. Hence, for the sake of maintaining a rehathigh effective throughput, two dif-
ferent transmission packet lengths are used, narhely; 128 andL; = 64 DQPSK symbols. All
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System Parameters Choice ‘
System User-Cooperative Cellular UpIinIJ(
Cooperative Protocol DDF
Number of Relay Nodes M,
Number of Sub-Carriers D =1024
Modulation DQPSK
CRC Code CCITT-4
Detection MSDSD (Nying = 11)
Packet Length Ly
Normalised Doppler Freq. fa
Path Loss Exponent Typical urban areay = 3 [2]
Channel Model typical urban, refer to Table 5.1
Noise Variance at MS and BS Ny

Table 6.4: Summary of system parameters

other system parameters are summarized in Table 6.3. @bseRigure 6.14(a) that the end-to-
end BER performance can be substantially enhanced by emgltye optimized power control,
if the cooperating MS is not roaming in the neighborhood ef sburce MS. Similarly to the ob-
servation obtained for its DAF-aided counterparts charaaetd in Figure 6.9(a) of Section 6.3.1.3,
the higher the number of active cooperating MB&, the more significant the performance gain
attained by optimizing the power control for the DDF-aidggtem. However, due to the difference
between the relaying mechanisms employed by the two ab@rgiomed cooperative systems, it is
interesting to observe that the trends seen in Figure 6. ad4¢aquite different from those emerging
from Figure 6.9(a). Specifically, recall from the resultpidéed in Figure 6.9(a) that it is desir-
able to choose multiple cooperating users closer to the B® titn the source MS in a DAF-aided
cooperative system, espcially when employing the optichjzewer control for sharing the power
among the cooperating users. By contrast, Figure 6.14¢@apudstrates that the cooperating MSs
roaming in the vicinity of the source MS are prefered for a BD&Med system in the interest of
maintaining a better BER performance. Furthermore, thispaance gap between the DAF-aided
systems employing both the equal- and optimized poweratilmes becomes wider, as the cooper-
ating MS moves closer to the optimum location correspontiindpe horizontal coordinate of the
lowest-BER point in Figure 6.9(a). By contrast, only a ngilie performance improvement can
be achieved by optimizing the power control, if the coopagaMS is close to the optimum loca-
tion corresponding also to the horizontal coordinate ofitweest-BER point in Figure 6.14(a). In
other words, the DDF-aided system suffers a relatively rabgerformance loss by employing the
simple equal power allocation, if the multiple cooperatii§s are closer to their desired locations.
Additionally, recall from Figure 6.9(a) recorded for the BAided system that the worst-case BER
performance was encountered owing to having no cooperateg closer to the optimum loca-
tions, regardless whether the optimum power control is useubt, but the performance of this
RS-aided DAF system was still slightly better than that eftbnventional direct transmission sys-
tem. By contrast, the DDF-aided system employing equalgp@dlocation may unfortunately be
outperformed by the direct transmission based non-cobtpersystem, if the cooperating MSs are
located nearer to the BS than to the source MS. Finally, itrastto the DAF-assisted system, the
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Figure 6.14: Power and relay location optimization for the DQPSK modeddDDF-aided coop-
erative cellular systems having, activated cooperating MSs. All other system parameters are
summarized in Table 6.4.

performance achieved by the DDF-aided system is dependehespecific packet length,, due
to the potential relaying deactivation controlled by the@é&heck carried out at the cooperating
MS. To be specific, the shorter the packet lendth,the lower the resultant BER.

In parallel, the BER performance of the above-mentioned Rigfed systems is depicted
againstP; /P in Figure 6.14(b). Here, the transmit power (@ — Ps) is assumed to be equally
shared across multiple cooperating users. Again, sindl#nd results recorded for the DAF-aided
system in Figure 6.9(b), a significant performance gain @attained by locating the cooperat-
ing MS at the optimum position rather than in the middle of $oeirce MS and BS path. This
performance gain is expected to become even higher, as theamnwf actively cooperating MSs,
M,, increases as seen in Figure 6.14(b). By contrast, for eptirnooperating user location, in-
stead of allocating the majority of the total transmit powethe source MS - as it was suggested
by Figure 6.9(b) as for the DAF-aided system in the interéstchieving an improved BER per-
formance - the results of Figure 6.14(b) suggest that onbugbalf of the total power has to be
assigned to the source MS, if the DDF scheme is used. Furtinertie mild sensitivity of the BER
performance observed in Figure 6.14(b) for the DDF-aidestesy benefiting from the optimum co-
operating user location as far as the power control is coeckcoincides with the trends seen in
Figure 6.14(a), namely that a desirable BER performancesithhbe achieved without optimizing
the power control, provided that all the coopearting MSsirdmthe vicinity of their optimum lo-
cations. Interestingly, in contrast to the conclusionsiirdd from Figure 6.14(a) for the DAF-aided
system, the originally significant performance differencaused by the different packet lengths of
Ly =128 andL; = 64, can be substantially reduced for the DDF-aided systenvjged that the
cooperating user is situated at the optimum location. Binas observed in Figure 6.14(b), when
no active RS can be found in the vicinity of the optimum coagiag user locations, the DDF-aided
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Figure 6.15: Optimum cooperative resource allocation for the DQPSK naidd DDF-aided
cooperative cellular systems having a single activateghemding MS at SNRE5 dB. All other

system parameters are summarized in Table 6.4.

system might be outperformed by its more simple direct trassion counterpart in the presence
of deficient power control imposed by high power-controbesr

Observe for théVl, = 1 scenario by merging Figure 6.14(a) and 6.14(b) that theaipbpti-
mum cooperative resource allocation characterized ingearinthe transmit power control and RS
selection regime can be visualized as the horizontal coates of the lowest point of the resultant
3D BER surface portrayed in Figure 6.15(a), where the 3D BlaRase corresponding to different
L¢ values is plotted againgt /P andd; = Dy, / D, for the DDF-aided cooperative system. The
smaller the packet IengtﬁLf, the lower the BER. This is because the likelihood that thvaed
cooperating MS improves the signal relaying is inverselgpprtional to the packet lengthy.
However, observe in Figure 6.15(a) that the gap betweenitfezaiht BER curves of 3D surface
becomes relatively small in the vicinity of the globally mptum BER point, as predicted by Fig-
ure 6.14(a) and 6.14(b). On the other hand, similarly to #seilts of Figure 6.10(b) recorded for
the DAF-aided cooperative system, we plot the power-ogtthicurve against;, while drawing
the location-optimized curve versis/ P for the DDF-aided system associated wkh = 1 in
Figure 6.15(b), where the intersection of the two curve$ésglobally optimum solution corre-
sponding to the projection of the lowest BER point onto theZumtal plane in Figure 6.15(a). The
globally optimum solution can be found by the joint powecdtion iterative optimization process
discussed in Section 6.3.1.2. Furthermore, the globaltymapn resource allocation, denoted by
the black dot in Figure 6.15(b), changes as the packet lebgtraries. To be more specific, by
increasing the packet lengtly, the optimum cooperating user location moves increasiolgiyer
to the source MS, while the percentage of the total transovep assigned to the source MS gradu-
ally decreases. This is not unexpected, since the profyabilperfectly recovering all the symbols
of the source MS by the cooperating MS is reduced upon emmogihigher packet lengthy,
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which has to be increased by choosing a cooperating MS diosgke source MS in the interest of
increasing the received SNR at the cooperating MS.

Let us now continue by examining the BER performance imprem achieved by optimizing
the resource allocation for the DDF-aided cooperativeesgsh Figure 6.16, where the four sub-
figures depict the BER performance of the systems both withvéthout optimized cooperative
resource allocation in terms of the transmit power and rédagtions, while varying the packet
length L;. As seen in Figure 6.16, significant performance gains caattagned by using an
optimum power control among thid, cooperating users and the source user as well as by assuming
that all theM, actively cooperating users are situated in their optimucations, especially when
we have a relatively large packet lengdth. Although a better PLR performance is attained when
using short packets, the achievable performance gain igegl] as indicated by the increasingly
narrower gap between the BER curves obtained with and withewptimized resource allocation.
Consider theM, = 2 scenario as an example, the originally achievable perfocegain ofs dB
recorded forL; = 128 is reduced to aboud.5 dB for Ly = 16 at a BER of107°. In fact, this
phenomenon coincides with the observation inferred frompoavious simulation results, such
as for example the 3D BER surface shown in Figure 6.15(a)chvban be explained by the fact
that the BER and PLR performance loss induced by a high péehegth L, may be significantly
reduced by optimizing the cooperative resouce allocatidgain for the scenario oM, = 2, a
performance loss df dB is endued , when employings = 64 instead ofL; = 16 in the absence
of resource allocation optimization, whereas the perforredoss is reduced th5 dB, when the
cooperative resource allocation is optimized. Furtheemare also found that interestingly the
asymptotic theoretical curves based on the worst-case BRRssions of Eq.(6.56) and Eq.(6.74)
for M, = 1 and M, = 2, respectively, become tighter for the DDF-aided systemgisptimized
resource allocation.

Figure 6.17 separately investigates the impact of the CUftlzat of the APC on the end-to-
end BER performance of a DDF-aided cooperative system gfmgidthe MSDSD in a relatively
rapidly Rayleigh fading channel associated with= 0.008, whereN,,;,; = 8 is employed to
combat the performance degradation induced by the timestsed fading channel. Similarly to
the results of Figure 6.12(a) recorded for the DAF-aidedesgsa more significant performance
improvement can be attained by invoking CUS than APC. Howeéreontrast to its DAF-aided
counterpart, the joint employment of the CUS and APC scheorethe DDF-aided system only
leads to a negligible additional performance gain over tmario, where only the CUS is carried
out. This is not unexpected, if we recall the observatiorfieried from Figure 6.14(a), namely,
that the additional performance improvement achieved liyniging the power control gradually
erodes, as the activated cooperating MS approaches thmumptiocation. Furthermore, unlike
the CUS scheme, which simply selects the cooperating MSdtwddsest to the optimum location
calculated in an offline manner, the APC scheme, which casdaiceal-time search for the op-
timum power control based on the actual location of the at#iy cooperating MS, may impose
an excessive complexity. Hence, for the sake of reducingdneplexity, the DDF-aided cooper-
ative system may simply employ equal-power allocation,levbeing still capable of achieving a
desirable performance with the aid of the CUS scheme.



6.3.2. Cooperating-User-Selection for DDF Systems with Asptive Power Control 209

10° : 10 ‘
—#— Simulation: no CUS, no APC —#— Simulation: no CUS, no APC
—=&— Simulation: CUS&APC —=&— Simulation: CUS&APC
— — — Theoretical Asymptotic Line — — — Theoretical Asymptotic Line
1078 3 | 7 107K E
1 N N N
N N
IR N L =128
107F N0 O s ¢ =111
Y AN wind_
[od SN AN f,=0.008 o
3 O 3
J N A AN N N
N
107} NS NN M =1
N N ~ '
N N ~
N N N
N N N N
N\ N
107 N R NI 3
N
N
N
M =2 N\
r N
L L n AN
10 15 20 25 30 10 15 20 25 30
PIN, (dB) PIN, (dB)
(@) Ly =128 (b) Ly =64
10° ‘ 10°
—#— Simulation: no CUS, no APC| —*— Simulation: no CUS, no APC|
—&— Simulation: CUS&APC —=a&— Simulation: CUS&APC
— — — Theoretical Asymptotic Line B — — — Theoretical Asymptotic Line

BER

10

20
PIN, (dB)

©Lf=32 dLf=16

Figure 6.16: Performance improvement achieved by optimizing the caatperresources for the
DQPSK modulated DDF-aided cooperative cellular systemal@ing the MSDSD in relatively
fast Rayleigh fading channel, where th& activated cooperating users are assumed to be situated

in their optimum location. All other system parameters amamarized in Table 6.4.
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Figure 6.17: Performance improvements achieved by the CUS and APC schiemthe DDF-
aided DQPSK modulated user-cooperative cellular systepiafimg the MSDSD in a relatively
fast Rayleigh fading channel, whe2eout of 8 cooperating users are activated. All other system

parameters are summarized in Table 6.4.

6.4 Joint CPS and CUS Scheme for the Differentially Modulatd Co-
operative Cellular Uplink Using APC

From our discussions on the performance of the DAF- and Did&eacooperative cellular up-
link in Sections 6.3.1.3 and 6.3.2.1, respectively, we nayctude that the above-mentioned two
scenarios exhibit numerous distinct characteristics duthé employment of different relaying
mechanisms. Therefore, the comparison of these two cabesghemes will be further detailed
in Section 6.4.1. Based on the initial comparison of the DAB BDF schemes, a novel hybrid
CPS scheme will be proposed in Section 6.4.2. In conjunatitimthe CUS and the APC arrange-
ments, we will then create a more flexible cooperative systeémere the multiple cooperating MSs
roaming in different areas might employ different relaymgchanisms to assist in forwarding the
source MS’s message to the BS for the sake of achieving tligpbssible BER performance. This
system may be viewed as a sophisticated hybrid of a BS-aiddma network or - alternatively -
as an ad hoc network assisted cellular network.

6.4.1 Comparison Between the DAF- and DDF-Aided Cooperate/Cellular Uplink

Sensitivity to the Source-Relay Link Quality

The fundamental difference between the DAF and the DDF sekaswhether decoding and re-
encoding operations are required at the RS or not. Thusragnspeaking, the overall complexity
imposed by the DDF-aided cooperative system is expected higher than that of its DAF-aided
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Figure 6.18: Impact of the source-relay link's quality on the end-to-&i#R performance of a
DQPSK modulated cooperative system employiig= 1 cooperating RS roaming about halfway
between the source MS and the BS. The CDD is employed by befR$and the BS in a Rayleigh
fading channel having a Doppler frequencyfgf= 0.001.

counterpart. However, as a benefit of preventing error maten by the RS, the DDF-aided
system is expected to outperform the DAF-aided one, provitlat a sufficiently high source-
relay link quality guarantees a near-error-free transionmsbetween the source MS and the RS, as
previously indicated by Figure 5.14 of Section 5.3.2.3. €&amvenience, we repeat these results
here in Figure 6.18, where we observe that the sensitivith@DDF-aided system to the source-
relay link quality is significantly higher than that of the BAaided system. This is because the
CRC employed may suggest to the RS to refrain from particigan forwarding the signal to the
BS with a high probability, when the source-relay link is ofvl quality, which in turn leads to

a rapid performance degradation. In practice, a high psdioce can be achieved for the DDF-
aided system by activating the cooperating MSs roamingdrvitinity of the source MS and/or by
invoking channel encoding.

Effect of the Packet Length

In contrast to its DAF-aided counterpart, where the aclulevaerformance is independent of the
packet lengthl; employed in absence of the channel encoding, the DDF-aigitéra’s perfor-
mance is sensitive to the packet length as it was previously demonstrated for example by Fig-
ure 6.16 of Section 6.3.2.1. This trend is not unexpectedesn the absence of the channel coding
the PLR increases proportional to the valud_gf This in turn may result in error-precipitation in
the context of a DDF-aided system. However, this performategradation can be substantially
reduced by invoking the CUS of Section 6.3.2, as evidenceelidpyre 6.14.

Cooperative Resource Allocation
As demonstrated by the simulation results of Sections 8&id 6.3.2.1, significant performance
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Figure 6.19: Performance comparison between the DAF-aided and DDFRididgPSK modu-
lated user-cooperative cellular systems employing the BISDwvhere out of 8 cooperating user
candidates are activated. All other system parametersianmarized in Table 6.3.

gains can be attained for both the DAF- and the DDF-aidedleeluplink by optimizing the as-
sociated cooperative resource allocation with the aid®fQkS and APC schemes of Section 6.3.
More explicitly, the BER performance of both the above-nmred systems operating with and
without the CUS and APC schemes is constrasted in Figure &tére it is assumed that the
M, = 2 out of theP,,,,; = 8 available cooperating MS candidates are activated and SB3D

of Section 5.3 using\N,,;,s = 11 is employed in order to eliminate the detrimental effectshef
fading having a Doppler frequency ¢f = 0.008. Moreover, the variance of the noise added at
each terminal of the cooperative system is assumed to baddemamelyN,. Indeed, as seen in
Figure 6.19, the performance of both the DAF and DDF systansighificantly enhanced by the
employment of the CUS and APC schemes. We also note that tired38isted system exhibits a
better performance than the DDF-aided one, when the SNR/d is relatively low, while the
former is expected to be outperformed by the latter, as thR 88\NP/ N, is in excess o020 dB.
Again, this trend is not unexpected, since the sensitifith@ BER performance to the source-relay
link’s quality leads to a more rapid BER decrease upon irsingathe SNR of? / Np.

On the other hand, we also observed in Table 6.5 that due todistinct relaying mech-
anisms, which leads to different levels of sensitivity te tuality of the source-relay link, the
desirable cooperative resource allocation arrangemethdéoDAF-aided system may be quite dif-
ferent from that of its DDF-aided counterpart. As indicatgdthe RS’s location arrangement of
[d1, do,- -+, dp,] seen in Table 6.5, the cooperating MSs roaming in the areaine®S are ex-
pected to be activated for the DAF-aided cooperative uplivtkle those roaming in the neighbor-
hood of the source MS should be selected for its DDF-aidedtegpart in the interest of achieving
the best possible BER performance. It is also indicated bieT&.5 that the increase of the SNR,
P/ Ny, or the number of activated cooperating M34,, will move the desirable RS’s location
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Optimized Cooperative Resource Allocation for the DAF- andDDF-Aided Uplink

P/ Ny DAF-Aided Uplink DDF-Aided Uplink (L; = 64)
M1 gy o B Pr] | [y, do - dog) (o B, o Poy] | [y, oo o)
10 0.882, 0.118] 0. 811] 0.582, 0.418] 0.192]
1| 20 [0.882, 0.118] 0.871] [0.622, 0.378] [0.231]
30 [0.882, 0.118] [0.891] [0.622, 0.378] [0.231]
10 0.76, 0.2, 0.04] 0.74, 0.88] [0.602, 0.202, 0.196] 0.26, 0.26]
2 | 20 0.76, 0.2, 0.04] 0.82, 0.91] [0.602, 0.202, 0.196] 0.31, 0.31]
30 0.78, 0.2, 0.02] [0.85, 0.94] [0.602, 0.202, 0.196] 031, 0.31]
10 [0 88, 0.04, 0.04, 0. 04] [0 89, 0.89, 0. 89] [0.502, 0.102, 0.202, 0.194] [0.31, 0.21, 0.26]
3 20 [0 88, 0.04, 0.04, 0. 04] [0 92, 0.92, 0. 92] [0.502, 0.102, 0.202, 0.194] [0.36, 0.26, 0.26]
30 | [0.88, 0.04, 0.04, 0.04] | [0.93, 0.93, 0.93] | [0.702, 0.102, 0.102, 0.094] | [0.41, 0.41, 0.41]

Table 6.5: Cooperative Resource Allocation for DAF- and DDF-Aided ldké

slightly further away from the source MS towards to the BSdath the DAF- and DDF-aided sce-
narios. As to the optimized power control, the majority @ thtal transmit poweP, namely about
88%, should be allocated to the source MS for the DAF-aided systas revealed by the optimized
power control arrangement @P;, P, ,---, P, | seen in Table 6.5. By contrast, only ab60t%

of the power should be assigned to the source MS for the DD&dasystem. It is noteworthy that
the optimized transmit power assigned to te RSs as well as their optimum locations are not
expected to be identical in both the DAF- and DDF-aided stesiaas revealed in Table 6.5.

Furthermore, by comparing Figure 6.12(a) of Section 633ahd Figure 6.17 of Section 6.3.2.1,
we observe that a significant performance degradation meyraotthe DAF-aided system dis-
penses with either the CUS or the APC scheme. By contrast,comégligible performance loss is
imposed, when the DDF-aided system dispenses with the AR&rees rather than with the CUS
scheme. Additionally, the CUS scheme of Section 6.3.2 igathiout by selecting the cooperat-
ing MSs roaming in the area closest to the optimum locatiohglhvmay be determined offline,
i.e. before initiating a voice call or data session. By castirthe APC scheme of Section 6.3.2
may impose a relatively high real-time complexity, whencaidting the optimum power control
arrangement based on the current location of the activatedHence, for the sake of minimiz-
ing the complexity imposed by the cooperative resourceatlon process, the DDF-aided system
employing the CUS scheme may dispense with APC, simply gdtin the equal-power alloca-
tion arrangement at the expense of a moderate performasse llo contrast to the DDF scheme,
the DAF-aided system has to tolerate a high BER performargeadation, if it dispenses with
the APC scheme. It is also noteworthy that in contrast to tA&-Rided cooperative system, the
DDF-assisted scheme employing neither the CUS nor the ARChmautperformed by the classic
non-cooperative system, as observed in Figure 6.14, whialtonsequence of its sensitivity to the
quality of the source-relay link.

6.4.2 Joint CPS and CUS Scheme for the Cellular Uplink Using RC

Each cooperative cellular uplink considered in this repprto now employs either the DAF or the
DDF. As argued in the context of Figure 6.20, they both haedr ttiesirable RS area, when the
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CUS is employed. Generally speaking, the neighbourhoodeoBSS and that of the source MS are
the specific areas, where the RS should be activated for tHe- BAd DDF-aided scenarios, re-
spectively, again as dicussed in Sections 6.3.1 and 6.8u2s, Dften no available cooperating MS
is roaming in the desirable RS location area, and hence arpehce loss may be imposed by se-
lecting a cooperating MS roaming far away from the optimumiét@tion. Furthermore, although
the DDF-aided system exhibits a better performance thapis-aided counterpart in the presence
of a high source-relay link quality, the former may be outpened by the latter, as the quality of
the source-relay link degrades despite imposing a higherathsystem complexity. On the other
hand, from our comparison of the DAF- and DDF-aided cooparaystems in Section 6.4.1, we
realized that the two above-mentioned relaying mechantsame complementary characteristics,
reflected for example, by their distinct optimum cooperatiesource allocations. In the light of the
complementarity of the two relaying schemes, a more flexibtgperative scenario can be created,
where either the DAF or DDF schemes are activated in thedastarf enhancing the achievable
performance of the cooperative system, while maintainimgoalerate complexity. In contrast to
the conventional cooperative system employing a singl@eative mechanism, the cooperating
MSs roaming in different areas between the source MS and $m&y be activated and the relay
schemes employed by each activated RSs may be adaptivetyesklfor the sake of achieving the
best possible performance.
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Figure 6.20: Cooperation-aided uplink systems using the joint CPS an8 €theme.

For the sake of simplicity, let us now consider the hybridpmrative cellular uplink employing
the joint CPS and CUS scheme, as portrayed in Figure 6.20rew¥ig = 2 cooperating MSs
roaming in the preferred DDF- and the DAF-RS-area are detivan order to forward the source
MS’s information to the BS. The particular cooperative poai employed by the activated RSs is
determined according to the specific area which they happd tsituated in. In order to make
the most of the complementarity of the DAF and DDF schemesait be assumed that one of the
cooperating MSs is activated in the preferred area of the-BA&f-while the other from the ‘DDF-
area’, although naturally, there may be more than one catipgrMSs roaming within a specific
desirable area. Finally, under the assumption that theststted cooperating MS is roaming in
the ‘DDF-area’, while the second one is roaming in the ‘DAE&, the MRC scheme employed
by the BS, which combines the signals received from the soM$ and the cooperating MSs, can
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be expressed as:

2
y = ao(ysa[n — 1) *ysaln] + Y am(yp,aln +mLg —1])yy, aln +mLg], (6.109)

m=1

whereLf is the length of the transmission packet, while the coefiisiey anda,,, (m = 1,2) are
given by:

1
v=m = (6.110)
and )
P, N,
a0y = %, T N0 (6.111)

No(Ps02, + P02, + No)’

In order to determine the optimum RS areas for the hybrid emaijve system employinyl, = 2
cooperating users, the worst case BER expression will edi@#rsved in a similar manner to that
derived for the DDF-aided system of Section 6.2.1 in ouofelhg discourse.

First of all, let us define the scenan®, as the situation, when the cooperating MS employing
the DDF scheme perfectly recovers the information from iherce MS and then transmits the
differentially remodulated signal to the BS, which is follated as:

®; £ {P, #0}. (6.112)

By contrast, the senari®, is defined as the situation, when the cooperating MS usindhEe
scheme fails to correctly decode the signal received franstiurce MS and keeps silent during the
relay phase, which can be formulated as:

o, £ {P,, =0}. (6.113)

Then, based on the differentially encoded conditional BER® (6.59) invoked in Section 6.2.2,
the unconditional BER observed at the BS is the scenarib,afan be expressed as:

pP 1 oym fab,L=30) S e_a(G)'yfpl (7)dd6 (6.114)
BER = oL [ S\ ==20) ] p7<bl>1 v)ayav, .
1 T
= /_ flabL=3,60)M, (6)do, (6.115)
where«yﬁ’p1 denotes the received SNR per bit after MRC combining, wharhlme written as:

Vo, = Vo + 7o+ Vo (6.116)

Then, the joint MGF./\/L/?D (0), of the received SNR per bit experienced at the BS in the sitena
P, is expressed as: '

M. (0) = / e ey (y)dy o
To, —00 e / |
— /00 /Oo /00 e MOt Tt 1) o
p’yi’d(rysd)p,yfld(’)’rld)p«yfzd('erd)d’)’sdd')/ndd’)’rzd/ (6.118)

= M ()M, (DM, (0), (6.119)
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where we have:

No
M. (0 _—, 6.120
7, () No + a(6) P02, ( )
No
M 0 6.121
’yfld( ) No—i—(X(Q)PrlUrd ( )
1 ke, (8) Pu02 +Np 1
M 6 — |14+ —2 2 ——7Z+,(0) |, 6.122
2,0 1+ ke, (0) ( T+ks,(6) P, o2, r(0) (6.122)

andk,,;(0) andZ,, (6) are given by Egs. (6.34) and (6.35), respectively.

In parallel, the unconditional BER corresponding to thensci® ®, can be formulated as:
PR = L / " f(ab,L =2,0) / T e Oy () dedd, (6.123)
22L J_n —oo Vo,
= g | flab =200, @), (6.124)
where«yfp2 denotes the received SNR per bit after MRC combining, whaohlme expressed as:

Vo, =Y+ 70 (6.125)

and hence the MGF of the received SNR per bit recorded at thimBBe scenaricb, is written
as:

M.y (6) = / e “””%ph (1)d7, (6.126)
2
= ”‘f’”’ﬂ’)p o (Vsa) P (Vrad)AYsa@Y1ds (6.127)
Vsd Vrpd
( )/\/l . (0), (6.128)

r2d
where/\/lvbd(O) and/\/lﬂrb d(()) are given by Egs. (6.120) and (6.122), respectively.
S r2

Finally, based on the worst-case packet loss ratlppk, . pper given by Eq. (6.52), the average
end-to-end BER upper bounBg .- is obtained by the summation of the average BERs of two
scenarios as:

@
PEER supper = (1= PpLR upper) Prgg + PpLR, upper Paig: (6.129)

Hence, when using the minimum BER criterion, the desiral8eafea can be located by finding the
globally optimum RS locations using the iterative powersus-RS-location optimization process
of Sections 6.3.2 or 6.3.2. Considering the = 2 scenario as an example, the globally optimum
power and distance allocation arrangements are summainidedble 6.6 under the assumption that
the first cooperating MS is activated in the DDF mode. As etqubdhe figures shown in Table 6.6
reveal that the ‘DDF-area’ and the ‘DAF-area’ are still ltmrhin the vicinity of the source MS
and the BS, respectively. Additionally, the majority of tte¢al transmit power, i.e. abod%,
should be allocated to the source MS, wl'éle)f the remaining power should be assigned to the
cooperating MS roaming in the ‘DDF-area’.

The BER performance of the hybrid cooperative cellularniglivhereM, = 2 out of P,;,,s =
8 cooperating MSs are activated, is portrayed in comparieahdt of its DAF- and DDF-aided
counterparts in Figure 6.21. Remarkably, as demonstratdddure 6.21, the hybrid cooperative
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Optimized Cooperative Resource
Allocation for the Hybrid Cooperative Uplink

M, | P/N (dB) [Ps, Pry,--- Pry ] | [dy, da--- di))
10 0.702, 0.202, 0.096] [0.26, 0.86]
2 20 0.702, 0.202, 0.096] 0.31, 0.86]
30 0.702, 0.202, 0.096] [0.31, 0.91]

Table 6.6: Cooperative Resource Allocation for the Hybrid Cooperatiplink

+
Nwind:11 PA”
 =0.008 s— DDF
4 —A— Mixed—-DAF-DDH

2 out of 8 available ]
cooperating user
candidates are
selected.

no CUS, no APQ

10l CUs, APC

10 15 25 30

20
PIN, (dB)

Figure 6.21: Performance improvement by the joint CPS and CUS for the DQM8dulated
user-cooperative cellular uplink employing the MSDSD, véieout of 8 cooperating user candi-

dates are activated. All other system parameters are suredan Table 6.3.

system outperforms both the DAF- and DDF-aided systemsydégss of whether the joint-CPS-
CUS-APC scheme is employed. These conclusions remain aalimss a wide SNR range of our
interest, although the performance advantage of the hydmiieme over the latter two systems
decreases in the context of the joint-CPS-CUS-APC schemehdfmore, as the SNR increases,
the DDF-aided system is expected to become superior to tiex two systems, since the DDF-
aided system performs best, when error-free transmissimmbe assumed between the source MS
and the RS. By contrast, if the SNR is low, the DAF-aided sygterforms best amongst the three.
In addition to the performance advantage of the joint-CREG\PC-aided hybrid cooperative
system, the overall system complexity becomes moderatenmparison to that of DDF-aided
system, since only half of the activated MSs have to decoderesencode the received signal
prior to forwarding it. Therefore, the proposed hybrid cegtive system employing the joint-
CPS-CUS-APC scheme is capable of achieving an attractifferpeance, despite maintaining a
moderate overall system complexity.
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Comparison between DAF- and DDF-Aided Uplinks

DAF-Aided Uplink DDF-Aided Uplink References
Better when SR Better when SR )
Overall Performance ) o ) o Fig. 6.19
link quality is poor link quality is good

) Relatively low, no| Relatively high, decoding
Overall Complexity ) ]
decoding at RSg and re-encoding at RS

[

Performance’s Sensitivity ) Figs. 5.19

) ) Relatively moderate Strong
to Source-Relay Link Quality 5.23,6.19
Performance’s Sensitivity N Strong without CUS, Figs. 6.14,

Insensitive i ]
to Packet LengthL ¢ minor with CUS 6.16
Desirable RS Locations Near the BS Near the source MS Table 6.5
Desirable Transmit Power About 88% of About60% of

Table 6.5

for the Source MS the total power the total power

Worst Case Performance| Slightly better than the Significantly worse than Figs. 6.9,

(Inappropriate Resource Allocation) non-cooperative system the non-cooperative system 6.14
) CUS is significantly| Figs. 6.12(a),

Importance of CUS and APC Equally important ]
more important 6.17

Table 6.7: Comparison between the DAF- and DDF-aided cooperativaleelliplinks
6.5 Chapter Conclusions

In this chapter, CUS schemes and APC schemes designed foth@oDAF- and DDF-aided co-
operative systems were investigated based on our themirgiicformance analysis. Significant
performance gains can be achieved with the aid of the opgitnizsouce allocation arrangements
for both the DAF- and DDF-aided systems. Due to the diffelevels of sensitivity to the quality
of the source-relay link, the optimum resouce allocatiamragements corresponding to the two
above-mentioned systems were shown to be quite differepécifically, it is desirable that the
activated cooperating MSs are roaming in the vicinity ofgbarce MS for the DDF-aided system,
while the cooperating MS roaming in the neighborhood of tisedBe prefered for its DAF-aided
counterpart. In comparison to the former system, a largeigooof the total transmit power should
be allocated to the source MS in the context of a DAF-aidedeays Apart from achieving an
enhanced BER performance, the complexity imposed by the 83Df Chapter 5 may also be
significantly reduced by employing the CUS and APC schemes) im the context of rapid fading
channels. Based on the simulation results throughout thapter, the natures of the DAF- and
DDF-aided systems are summarized and compared in TableFguThermore, in order to make
the most of the complementarity of the two above-mentiormmperative systems, a more flexible
resouce-optimized adaptive hybrid cooperation-aideteaysvas proposed in this chapter, where
the cooperative protocol employed by a specific cooperdiSgnay also be adaptively selected in
the interest of achieving the best possible BER performance

Finally, we quantitatively summarize and compare the perémce gains achieved by the DAF-
aided, the DDF-aided as well as the hybrid cooperative systaver the direct-transmission based
system in Table 6.8, based on the simulation results oltaimeughout the chapter. Observe in
Table 6.8 that given a target BER ti—3, the DAF-aided cooperative system is capable of achiev-
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Performance Gains Achieved by Various Two-Relay-Aided Dierential

Cooperative Systems With and Without Cooperative Resourc®ptimization

Target System Power Control Relay Selection| SNR (dB) | Gain (dB)
BER Type [Ps, Pr,, Py, [dr,,dr,)
direct transmission N/A N/A 27.3 -
DAF-Aided [0.33,0.33, 0.33] [0.5,0.5] 18.8 8.5
Cooperative Systemp  [0.76, 0.2, 0.04] [0.81, 0.9] 154 11.9
1073 DDF-Aided [0.33, 0.33, 0.33] [0.5,0.5] 18.9 8.4
Cooperative system [0.602, 0.202, 0.196] [0.29, 0.29] 15.8 115
Hybrid DAF/DDF [0.33,0.33, 0.33] [0.5,0.5] 16.9 10.4
Cooperative System [0.702, 0.202, 0.096] [0.28, 0.86] 14.9 12.4
direct transmission N/A N/A 50 -
DAF-Aided [0.33,0.33,0.33] [0.5,0.5] 29 21
Cooperative Systemp  [0.76, 0.2, 0.04] [0.82, 0.91] 23.7 26.3
1075 DDF-Aided [0.33,0.33,0.33] [0.5,0.5] 27 23
Cooperative system [0.602, 0.202, 0.196] [0.31, 0.31] 225 27.5
Hybrid DAF/DDF [0.33,0.33,0.33] [0.5,0.5] 25.7 24.3
Cooperative System [0.702, 0.202, 0.096] [0.31, 0.86] 22.3 27.7

Table 6.8: Summary of the resource-optimized cooperative systenestigated in Chapter 5.

ing a slightly higher performance gain than that attainedtd{pDF-aided counterpart, regardless
of the employment of the optimized resource allocation. B\, given a target BER aD >, the
latter becomes capable of achieving performance gai@défand1.2 dB over the former for the
non-optimized and optimized resource allocation arrareges) respectively, as seen in Table 6.8.
Furthermore, amongst the three types of cooperative sgstemstigated in this chapter, the adap-
tive hybrid DAF/DDF cooperative system performs the besafwide range of SNRs. Remarkably,
as observed in Table 6.8, the hybrid cooperative systenmpista of achieving performance gains
over its direct-transmission based counterpart, whichaarhigh asl2.4 dB and27.7 dB for the
BER targets ofl0—3 and10~?, respectively, when the optimized resource allocationripleyed.



Chapter

The Near-Capacity Differentially
Modulated Cooperative Cellular Uplink

7.1 Introduction

In point-to-point communication systems using a singleeana or co-located multiple antennas,
it is feasible to achieve a high spectral efficiency by apginosg Shannon’s capacity limit with
the aid of channel coding, as argued in Chapter 3. Howevearpirast to the well-understood
limitations of point-to-point single-user transmissipmesearchers are only beginning to under-
stand the fundamental performance limits of wireless msdr networks, such as, for example
the cooperative cellular uplink considered in Chapters é &nTo be more specific, in the sce-
narios of the uncoded DAF as well as DDF cooperative cellufdinks, the best achievable BER
performance can be approached by optimizing both the poamtra and the cooperating user
selection, as discussed in Chapters 6. Naturally, theteggudooperative system'’s performance is
expected to be better than that of non-cooperative trasgmis The attainable transmit diveristy
gains as well as path loss reduction achieved by the codgeratay-aided system were consid-
ered in Chapter 6, which translate into substantially enbdmobustness against fading for a given
transmit power, or into a significantly reduced transmit povequirement for the same BER per-
formance. However, the transmit diversity gains or codgparadiversity gains promised by the
cooperative system considered are actually achieved ab8ief suffering a significant multiplex-
ing loss compared to direct transmissions, which is impdsettie half-duplex communications of
practical transceivers. More explicitly, realistic tragivers cannot transmit and receive simulta-
neously, because at a typical transmit power of @@ and receiver-sensitivity of 100dBm the
transmit-power leakage imposed by the slightest powetifanpon-linearity would leak into the
receiver’'s Automatic Gain Control (AGC) circuit and woulatgrate it. Hence, the saturated AGC
would become desensitized against low-power receivedalsgirurthermore, the cooperative di-
versity gains achieved by the relay-aided system overiigctliiransmission based counterpart may
become modest in practical channel coded scenarios, whernaterleaving and channel coding
gains dominate. Therefore, when a cooperative wirelessmaonitation system is designed to ap-
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Figure 7.1: Single-relay-aided cooperative cellular uplink.

proach the maximum achievable spectral efficiency by tattiegooperation-induced multiplexing
loss into account, it is not obvious whether or not the réipetibased relay-aided system becomes
superior to its direct-transmission based counterpapge@slly when advanced channel coding
techniques are employed. In other words, in the interestlitgsing a high spectral efficiency, we
have to answer the grave fundamental question: is it wottibdacing cooperative mechanisms
into the development of wireless networks, such as thelaeMoice and data networks?

7.1.1 System Architecture and Channel Model

7.1.1.1 System Model

Since the realistic condition of having an imperfect sottteeelay communication link is taken
into account, the predominant DF as well as AF protocols eygal, may suffer from potential
error propagation and noise-enhancement, respectivebbserved in Chapters 5 and 6 where no
channel coding was used. Fortunately, thanks to the adsarfcehannel coding, well-designed
channel coded DF schemes are capable of guaranteeingrnaairee SR transmissions without
noise-enhancement, which in turn typically results in aesigp performance in contrast to their
AF-aided counterparts. In this context, only the differght encoded and non-coherently detected
DF-aided cooperative system dispensing with channel asbmwill be investigated in the context
of channel coding in this chapter. Naturally, in this scemarmore advanced channel-coded RS
is required. Examples of channel coded cooperative systsigmms may be found in [134, 135],
although these contributions used coherent detection. eToodnmsistent with the system model
employed in Chapters 5 and 6, the differentially modulat&MR cellular uplink is considered
without any loss of generality, where no ICR estimation iguieed. For the sake of simplicity,
we consider a single-relay-assisted scenario, where ardycooperating MS is activated in order
to decode and re-encode the signal received from the sou&prMr to forwarding the signal to
the BS. Again, we simply assume the employment of a singlenaat for each terminal, owing
to the cost- and size-constraints of portable transceiwithough we revealed in Chapter 6 that
an optimized transmit power control and RS selection scheane result in an enhanced end-to-
end BER performance for the uncoded DDF-aided system, wplgiassume here that the total
transmit power is equally divided between the source MS hrdsingle cooperating RS, which
is assumed to be located half-way between the source MS ar8Shas depicted in Figure 7.1.
This is because the emphasis in this chapter is on investiptite achievable network capacity
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of a general repetition-coded cooperative scenario anceomniques of approaching it. More
specifically, for the sake of analytical tractability, wengily assume that the sum of the normalized
distanced),, between the source MS and the RS, and that between the RSeadeédstination BS,
which is represented bi,,, is equal to the normalized distanEe; between the source MS and
the BS. Naturally, the normalized SD-distance is equal ityuAs a result, observe in Figure 7.1
that we have:

1
Dy = Dy = EDsd =1 (71)

Furthermore, as seen in Eqg. (6.3), the normalized averagerpxij at the output of the channel is
inversely proportional to the inter-node distarieg, which is rewritten as follows:

Uiz,j = Dz‘jjv’ i, je{s, r d}, (7.2)

wherev denotes the path-loss exponent [2] and the subsariptandd represent the source, relay
and destination, respectively. Additionally, under thsuasption of having a total transmit power
of P and an equal-power-allocation amongst the source and o MSs, we may express the
associated power contraint as:

1
P,=P, = Ep, (7.3)

whereP; and P, are the transmit power of the source and cooperating MSsecasely.

7.1.1.2 Channel Model

Throughout this chapter we assume that the complex-valasddiband signals undergo Rayleigh
fading, which is modelled by multiplying the transmittedjyrsal by a complex-valued Gaussian
random variable. In order to provide a good approximatianfioMA-based cooperative systems
and to facilitate the study of the non-coherent detectiaseld channel capacity, we consider a
block-fading Rayleigh channel, where the fading coeffitdsesre assumed to change in an i.i.d.
manner from block to block. This assumption allows us to $oour attention on a single fading
block [136,137]. Onthe other hand, instead of employingstaadard block-fading channelhere
the fading coefficient remains constant over the duraticsewéral consecutive symbol periods, we
consider here ime-selective block-fading modgl38], which includes the former as a special
case. In the time-selective block-fading channel modesictaned, the channel’s envelope exhibits
correlation within a transmission block according to theppler frequency induced by the relative
movement of the tranceivers.

Consider a single-antenna-assisted point-to-point inégsson scheme communicating over a
block-fading channel, which exhibits a correlated envelfigy the duration off;, consecutive sym-
bols. Then, the received signal may be formulated as:

y=Ssh+w, (7.4)

where we have
T
y - [yl/ yZ/ e /yTb] ’ (75)
h=[ly, o, hy,]", (7.6)



7.1.2. Chapter Contributions and Outline 223

and
w=[wy, wy, -, wr,]" (7.7)

representing the received signal column vector, the fadgfficient column vector obeying a
complex-valued Gaussian distributiédV' (0, 07) and the Gaussian noise column vector having a
distribution of CN(0,202,), respectively. The diagonal elements of the ma§jxn Eq.(7.4) may

be expressed as:

s 0 -~ 0
0 s, --- 0
Sq=diag{s} = |, . . |, (7.8)
0 0 ST,
where we have
s = [s1, 50, ,sTb]T, (7.9)

which represents th&, consecutively transmitted signals within a fading blockirtRermore, in
the cooperative communication scenario of Figure 7.1, tvenalized channel fading varianoé

of each link was formulated in Eq.(7.2) by taking the patbslinto account. Given the assumption
of Rayleigh fadingh is a zero-mean complex-valued Gaussian vector wifi,ax Tj)-element
covariance matrixt,;,, which may be written as:

¥, =&{hhf}
¢'[0] ¢'[1] ¢'[Ty — 1]
—o?. ¢ [:—1] <0:[0] ¢ [Th:—2] , (7.10)
p'1-Ty ¢'2-Ty ---  ¢'[0]

whereg'[x] represents the channel's autocorrelation function, wharhbe expressed as:

¢'[x] & E{h[n + x]h*[n]} (7.11)
= ]0(271’de), (712)

with Jo(+) denoting the zeroth-order Bessel function of the first kind as usualf; represents the
normalized Doppler frequency.

7.1.2 Chapter Contributions and Outline

Against the afore-mentioned background, the main objestof this chapter are to investigate the
necessity of introducing the cooperative mechanisms afr€i@.1 into wireless networks, such as
cellular voice and data networks. This design dilemma magppeoached both from a pure capac-
ity perspective and from the practical perspective of apgihing the Discrete-input Continuous-
output Memoryless Channel (DCMC) capacity of the coopegatietwork. More specifically, the
novel contributions of this chapter are as follows:

e From a pure capacity perspective, we answer the grave fuedghdilemma, whether it is
worth incorporating cooperative mechanisms into wirelessvorks.
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e A novel Irregular Distributed Hybrid Concatenated Diffat&l (I-DHCD) coding scheme
is proposed for the DDF cooperative system, in order to mednthe system’s spectral
efficiency.

e Based on our low-complexity near-capacity design criteriwe propose a practical frame-
work of designing an Ir-DHCD-assisted cooperative syst&hich is capable of performing
close to the network’s corresponding non-coherent DCMGcap.

¢ In order to further reduce the complexity imposed, whilerapphing the cooperative net-
work’s DCMC capacity, the so-called adaptive-window-dima based SISO iterative MS-
DSD scheme is proposed.

The remainder of this chapter is organized as follows. Theldmemtal performance limits
of the non-coherent detection aided direct-transmisseseth system will be first studied in Sec-
tion 7.2, followed by the review of the MAP-based SISO MSD&5ection 7.3, which is capable
of achieving a near-capacity performance at a low complekit order to answer the previously-
mentioned question related to the ultimate spectral effigieof the repetition-based cooperative
relay-aided system, the fundamental performance limita@DDF-aided cooperative system will
be investigated in Section 7.4.1 in comparison to thosesdfiiect-transmission based counterpart.
Then, based on the novel Ir-DHCD coding scheme of SectiorR tdntrived for the DDF-aided
cooperative system, a practical framework designed foragmhing the DCMC capacity of the
cooperative network will be proposed in Section 7.4.3, Whigc- naturally - different from that of
point-to-point links. Hence, Section 7.4.4 will demongtrenat the cooperative scheme designed is
capable of performing close to the corresponding netwd@kK$C capacity. Finally, our conclud-
ing remarks will be provided in Section 7.5.

7.2 Channel Capacity of Non-coherent Detectors

Since one of our goals in this chapter is to compare the maximchievable spectral efficiency
of the DDF-aided cooperative system and that of its difféadip modulated direct-transmission
based counterpart as discussed in Section 7.1, the congisgofundamental performance limits
have to be investigated in the first place. Hence, in thid@eete first focus our attention on the
non-coherent DCMC capacity of the classic single-anteassisted point-to-point communication
scenario, based on which the non-coherent DCMC networkeitsipat the DDF-aided cooperative
system will be studied in Section 7.4.1.

Recall the conditional PDF of the received signal vectonfigq. (5.14), which was used for
the derivation of the ML metric of the multiple-symbol difémtial detection (MSDD) scheme
discussed in Section 5.2.1. The PDF of the received sigrabie in Eq. (7.5) was conditioned
on the transmitted signal vectstof Eq. (7.9), which may be readily expressed as:

_ exp(—y"¥ly)

p(yls) = det(r) (7.13)
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where we have

¥ =E{yy" s} (7.14)
=8,%,SH + 20217, (7.15)

with Ir, denoting the( T, x Tj)-element identity matrix.

Since differentially encoded modulation schemes, such@BEK, are assumed to be employed
at MSs, and each elementof the transmitted signal vecteris chosen independently from a finite
constellation setM . with equal probabilities, the non-coherent DCMC capaciéy be expressed
as a function of the SNR as follows:

C(SNR) = H(y) — H(y|s), (7.16)

where H represents the differential entropy [139] of a random \@eia defined asH(x) =
— [ p(x)log, p(x)dx, with p(-) denoting the corresponding PDF. According to [139], the dif
ferential entropyH (y|s) may be readily calculated as follows:

H(yls) == [ p(yls)In p(yls)dy (7.17)
/ p(yls) { yH¥-1y  Indet(n¥) |dy (7.18)

=£ {Zyl l]y]} + Indet(7t¥) (7.19)

=& {Zy;fy]-(qfl)i,j} + Indet(7r¥) (7.20)

= ZS {yiyi} (¥71)i; +Indet(n¥) (7.21)

= ZZ‘PJZ )ij + Indet(¥) (7.22)

:Z (Y¥ 1)) + Indet(m¥) (7.23)

=T, + Indet(7¥) (7.24)
—Indet(e¥)  nats (7.25)
=logdet(me¥)  bits. (7.26)

On the other hand, the entropy(y) of the continuous-valued faded and noise-contaminated re-
ceived signal vectoy cannot be evaluated in a closed form. When the fading blaakT5i over
which the fading envelope is assumed to be correlated itdima practical approach to the numer-
ical evaluation ofH (y) is to carry out Monte-Carlo integration as follows [140]:

—— [ py)10g p(y)dy (7.27)

e

sex

wherey is the set of aliv’? hypothetically transmitted symbol vectarsThe expectation value in
Eq. (7.28) is taken with both respect to different CIR reatians and to the noise.
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Figure 7.2: Non-coherent DCMC capacity of the single-input singlepaistandard block-fading
channel f; = 0) for different block sizes of}, = 2, 4 and?.

The non-coherent DCMC capacity of the standard block-fadinannel computed using the
DQPSK modulation scheme is plotted in Figure 7.2 for vari@ang block sizes of;, = 2, 4 and
7. As observed in Figure 7.2, all the three DCMC capacity casiagsociated with different values
of Ty, rise as the SNR increases and they are expected to satuhete tine SNR reaches a certain
value, although this is not explicitly shown in the figure. tdover, a larger fading block siZg re-
sults in a higher DCMC capacity over a wide range of SNRs,auhié capacity difference between
the scenarios of, = 2, 4 and” becomes increasingly wider, as the SNR increases. Noeethel
their capacity difference above the saturation-SNR remeadmstant. In other words, although an
identical differential modulation scheme (DQPK) is em@dythe maximum achievable spectral
efficiency associated with a sufficiently high SNR is depemds the fading block siz&,. This
is not unexpected, since the differential signaling preaagsnmences by transmitting a reference
symbol for each fading block, as argued earlier in Sectidril5l, which does not contain any in-
formation. This reference symbol constitutes unexploitadsmission overhead, i.e. redundancy,
which hence imposes a diminishing capacity erosiorias increased. Thus, given a sufficiently
high SNR, the maximum achievable bandwidth efficiengy,, which can be calculated as:

Hmax = logy, Mc x (T, —1)/Tp, bits/s/Hz (7.29)

approaches that of the coherent detection aided tranemissheme, as the fading block sizg
increases towards infinity.

On the other hand, according to [138], the predictabilityth@# channel is characterized by
the rankQ of the channel’'s covariance matrk; formulated in Eq. (7.10). For example, the
block-fading channel, where the fading envelope remaimstemt over the entire fading block is
associated with the most predictable fading envelope, \itherchannel’s covariance matrix has a
rank of Q = 1. By contrast, the fading process has a finite differentiéogy and becomes less
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Figure 7.3: Non-coherent DCMC capacity of the single-input singlepatitime-selective block-
fading channel for various normalized Doppler frequen¢jgs= 0, 0.01, 0.03) and forT;, = 7.
The fading envelope was correlated over each fading bladighanged in a random independent

manner between fading blocks.

predictable, when we hav@ = T,,. Figure 7.3 compares the non-coherent DCMC capacity of the
time-selective block-fading channel computed from Eq67dr the DQPSK modulation scheme
and for various normalized Doppler frequencies charagteyithe correlation of the fading enve-
lope exhibited over each fading block period. When we havieenreased channel unpredictability
owing to increased Doppler frequency, a capacity loss iemesl in Figure 7.3. In addition, it is
also shown in [138] that for a fixed value @f, the non-coherent capacity approaches the coherent
capacity, asl} increases towards infinity. Hence, the observation of EguR and 7.3 suggests
that the non-coherent DCMC capacity of a time-seletive lofacling channel is dependent on both
the fading block siz§}, and the fading correlation over blocks characterized byctreesponding
covariance matrix;,.

7.3 Soft-Input Soft-Output MSDSD

For the sake of creating a near-capacity system designatigeiiput hard-output multiple-symbol
differential sphere detector (MSDSD) of Chapter 5 is indbkeere. The MSDSD is capable of
approaching the optimum ML performance in a channel-ung@denario at a significantly lower
complexity than the brute-force full-search based maxintikelihood multiple-symbol differen-
tial detector (ML-MSDD). The MSDSD will be employed in thertext of the well-known bit-
interleaved coded modulation scheme using iterative tiete(BICM-ID) [104], as portrayed in
Figure 7.4. Hence, the MSDSD of Chapter 5 has to be modifieddarao be able to process
as well as to generate soft bit information at the its inpud antput, respectively, enabling the
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Figure 7.4: Schematic diagram of iterative MSDSD detection.

exchange of soft-information between the outer channadaercand itself.

7.3.1 Soft-Input Processing [54]

Recall from Section 5.2 that the principle of the ML-MSDD betMSDSD is to maximize tha
posteriori probability Pr(s|y), which can be expressed as:

Smr = max Pr(3ly) (7.30)
sex
= max 7p(y|s)Pr(s) (7.31)
sex ply)

using Bayes’ theorem [3, 6]. Due to the equiprobable nat@itbetransmitted symbol vectoss
and the independence pfy) from s, Eqg. (7.31) may be further simplified, yielding the ML metric
as:

Smr = max p(y|$). (7.32)
sex

When coupled with the outer channel decoder of Figure 7.4derato construct the iterative
detection aided receiver, the inner detector is provided soft-bit-information, i.e. with the LLRs,
output by the outer decoder, which is regarded aatheaori knowledge of the transmitted symbol
vectors. For convenience, the above-mentioregriori LLR L4;(xy) of the kth bit of the bit
vectorx, which was defined in EqQ. (3.8) of Section 3.1.1.2 is rewrittere as:

Pr(xy = +1)

Pr(xy = —1) (7.33)

Lai(x) =1In

Thus, the transmitted symbol vectars= x can no longer be considered as equiprobable by the
inner MSDD detector of Figure 7.4. Consequently, bearingnind the aim of maximizing the
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a posterioriprobability Pr(s|y) of the transmitted symbol vectar we refer to the proposed de-
tector as the MAP-MSDD scheme, which can be implemented tyrjporating thea priori soft
information delivered by the channel decoder of Figure @aged on the MAP metric expressed as
follows:

8map = max Pr(3|y) (7.34)
sex

= max p(y[8)Pr(8). (7.35)
sex

Thea priori probability Pr(s) of the transmitted symbol vector may be readily computethftioe

a priori LLRs of Eq. (7.33) by taking into account the binaryfé--ary bit-to-symbol mapping
scheme characterized as= map(x), under the assumption that due to interleaving the coded
symbols may indeed be considered to be independent.

Furthermore, the MAP metric of Eq. (7.35) may be reformudig taking the logarithm of the
right-hand-side as:

Smap = max {In (p(y[8)Pr(3))} (7.36)
= r?eaxx{ln (p(y|8)) +In(Pr(8))}. (7.37)

Then, based on the conditional PPFy|s) of Eq. (7.13), the transformation of the MAP metric
of Eq. (7.35) to the so-calleghortest-vectomproblem can be completed by further reformatting
Eq. (7.37) as:

Svap = max { —y"¥ "y +In (Pr(3)) } (7.38)
sex

= min {||U3||* = In (Pr(3))}, (7.39)
sex

whereU is an upper-triangular matrix defined in Eq. (5.28) of Setb®.2. Additionally, accord-
ing to the principles of differentially encoded modulatidiscussed in Section 5.1.1.1, a phase-shift
common to all components of the transmitted symbol vegtdoes not alter the MAP metric of
Eq. (7.39), which in turn yields the same data symbol veetor his is not unexpected, since the
nth data symbob,, of the symbol vectow to be transmitted is differentially encoded as the phase
difference between the two consecutive transmitted sysiiiial, | ands,,. Hence, for the sake of
convenience, we may assume that the phase of the last elefitbatransmitted symbol vecteris
fixed and set to zero. In the sequel, the other elements ofittens may be obtained cumulatively
as:
Nuying—1 %

5 = {Hmn Uy, 1 <1 < Nyipg — 1 (7.40)

1, n= Nwind;

whereN,,;,.4 is the observation window size employed by the MSDSD. Duddaunique relation
amongst the data bit vectar, the data symbol vector and the differentially encoded signaling
symbol vectors, they are treated interchangeably in our forthcoming diss® Moreover, owing
to the independence of th&,;,,s — 1) symbolsv,, (n = 1,2, , Nying — 1) from each other,

we have: N1
In[Pr(s)] =In[Pr(x)] =In[Pr(v)] = Y In[Pr(v,)]. (7.41)

n=1
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Then, by exploiting the upper-triangular structurdbfEq. (7.39) can be rewritten as:

map = min {|[US]> —In(Pr(¥))}, (7.42)
v—8Ex
Nwind Nwind 2 Nwindfl

= min UnmSm| | — In (Pr(9y)) (7.43)

vosex n=1 m=n n=1
. Nwind_l Nwind 2 5

= min UpmSm| —In(Pr(9,)) | + |uny,uNomal ™ ¢+ (7.44)

vV—SEX n—1 m—n

whereu, ,, represents the specific element of the upper-triangularixriétin row » and column,
while “—" beneath the min sign denotes the generatio# fobm a trial vectory using Eq. (7.40).
In order to efficiently solve the minimization problem of £@.44), the MAP-MSDSD algorithm
introduces a search radilsin order to reduce the search space, yielding:

Vmap
Nying—1 Nuyind 2 5 2
= min ) UnmSm| —In(Pr(%,)) | + [un,, Nowl~ <R (7.45)
v—SseEx n—=1 m=n
Nying—1 Nuyind 2 2 5
= vm}n u”rmsm - ln (Pr(vn)) S R - ’uNwinderind’ (746)
v—SseEx n—=1 m=n
Nying—1 Nuyind 2 ~
= min UnmEm| —In(Pr(d,)) | <R?*}, (7.47)
V—SEX n—=1 m—n
where we have
P2 A p2 2
R*=R"— ’uNwinderind’ . (748)

Equivalently, the search space for each component symbot = 1,2, -+, (Ny;,s — 1) is also
confined in a manner described as:

2

Nuyind
D, = Un nSn+1Vy + Z Upm8m| — In(Pr(¥y,))
m=n+1
£52
Nwind_l Nwind 2 ~
+ Uidn| —In(Pr(¥)) | <R, (7.49)
I=n+1 m=l
Dn-%—l

whereD,, denotes the accumulated PED between the subvector camfdigat, 1, - - - , zV;NwW,l]T
and the origin. Hence, the MAP-MSDSD scheme starts the lsdéamn the(N,,;,,; — 1)st element
of the symbol vectow by choosing a legitimate symbol candidatg 1 from the constella-
tion set of M., which satisfies Eq. (7.49), and then proceeds to searcthéofN,,;,; — 2)nd
element, and so forth, until it reaches the= 1st element. In other words, a trial vector=
(01,02, -+ ,On,,,—1) " and the vecto§ = [51,%,, - - -, 5n,,,,] generated using Eq. (7.40) are found.
Then, the search radius is updated to

R?>=D; = |U3|* — In[Pr(¥)], (7.50)
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based on which the search is repeated by starting withitke 2nd component of the symbol
vectorv. Therefore, the tree search employed by the MSDSD is caoti¢ih a depth-first man-

ner, which was the subject of a comprehensive discussioeétidh 2.2.2. Finally, if the MSDSD

of Figure 7.4 cannot find any legitimate symbol vector witthie increasingly shrinking hyper-
sphere based search space, the previously obtained weistateemed to be the MAP solution of
Eq. (7.44).

7.3.2 Soft-Output Generation

Besides incorporating theepriori soft bit informationL 41 (x;) of Eq. (7.33) delivered by the outer
channel decoder of Figure 7.4, the iterative detectionreehequires the MAP-MSDSD to provide
the a posteriorisoft bit informationLp; (x;) that will be used as priori information by to the
decoder component, which can be calculated as follows:

Lpi(x) = In H (7.51)
p(ylxx = +1)Pr(xx = +1)/p(y)
=1 7.52
" oyl = —1)Pr(xe = —1)/p(y) (7.52)
Trex, ., Py Pr(x)
1 1 7.53
" e, PYOPTIY) (7:53)
- Yaex,, oxp [y ¥y +In(Pr(x))]
= T e oxp [y ¥y + In (Pr(x)) (7:54)
Txex, ., P (= [Us| +In [Pr(x)))
n = (7.55)

2 7
Lxex, &P (= [|Us|* + In[Pr(x)])
Neyind ey . . .
whereX ;1 represents the set éfz— number of legitimate transmitted bit vectorsssociated
with x, = +1, and similarly, X _; is defined as the set correspondingefo= —1.

For the sake of reducing the computation complexity impdsethe calculation of Eq. (7.55),
theJacobian logarithn{51] may be employed to approximate th@osterioriLLRS, which can be
expressed as:

Jac [In(ay,a2)] =In(e™ + e") (7.56)
=max(a1,az) +In(1 4 e~ 11720, (7.57)

where the second term may be omitted in order to further aqpede the original logarithmic
function, sinceln(1 + e~|"1~%l) can be regarded as a refinement or correction term of theecoars
“sum-max” approximation provided by the maximum, i.e. thstfterm of Eq. (7.57). Explicitly,

we have:

max_sum [In(ay, a2)] = max(ay, az). (7.58)

Therefore, the so-called “sum-max” approximation of thaata posterioriLLR of Eg. (7.55) can
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Figure 7.5: EXIT curves of the MSDSD for various observation window si2€,;,;. The
Rayleigh fading envelope was constant fIgr = 7 symbols and it was then randomly and in-

dependently faded for the next block.

be reformulated with the aid of Eq. (7.39) as:

maxyex, , {exp (= |Us|” + In[Pr(x)]) }

Lpi(xx) =In maXxex, , {exp <_ |Us|? +In [Pr(x)])} (7.59)
=- HU@’&}#HZ +n [Pr&yish)]
+ HU@’;@?HZ “In [Pr(ﬁf\ﬁzgl)} , (7.60)

wheres:=" and %} " represent the MAP algorithm based symbol vector estimatith MAP

bit vector estimation, respectively, obtained by the MSOSfixing thekth bit value tob, (b =
—lor +1). Inthe sequel, the extrinsic LLR,g;(x¢) seen in Figure 7.4 can be obtained by
excluding the correspondirgpriori LLR, L41(x), from thea posterioriLLR, Lp1(xy), as:

Le1(xx) = Lp1(xx) — Lai(xx), (7.61)

which is exploited by the outer decoder after passing itughothe interleaver.

7.3.3 Maximum Achievable Rate Versus the Capacity: An EXIT Qiart Perspective

In order to visualize the extrinsic information transfeatdteristics of the iterative MSDSD scheme,
we plot the EXIT curves associated with different obsepratvindow sizes olN,,;,,; in Figure 7.5
by measuring thextrinsicmutual information,Ig, at the output of the MSDSD for a given input
stream of bit LLRs along with tha priori mutual informationl, at SNR of3 dB. A Rayleigh
block-fading channel associated with a block-lengtipf= 7 was assumed. Thus, the maximum
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Figure 7.6: Maximum achievable rate of the single-input single-outgifferentially encoded
QPSK modulated system using the MSDSD for various obsenvatindow sizesN,,;,;. The
Rayleigh fading envelope was constant 1gr= 7 symbols and it was then randomly and inde-
pendently faded for the next block.

value ofN,,;,s that may be employed by the MSDSD is seven. As observed irré&ig, the slope
of the EXIT curve becomes increasingly steeper, as the wa@lué,;,; increases. More specifi-
cally, the EXIT curve associated with conventional diffetral detection (CDD) oiN;,q = 2 iS
horizontal when Gray mapping is employed, indicating tlreaparformance gains can be produced
by the iterative detection mechanism. However, apart frawirtg a higher starting point in the
EXIT curve, a steeper slope is expected, when jointly arfémintially detecting Ny;,; — 1) > 1
data symbols using the MSDSD, leading to significantly iasesl iterative gains. In addition,
according to the area properties of EXIT charts [115, 1414, dread under the bit-based EXIT
curve of a soft-detector/soft-demapper is equal to the mamni possible code rat,,,.r uqx Of the
outer channel code that can be employed to achieve neafferectransmissions. Hence, the max-
imum achievable near-error-free transmission K& mq. Of a differentially encoded system is
computed as:

T, —1
Rovemll,max = (bTb logz Mc> : Router,mux/ (7.62)

= (TbT_ ! log, MC> - A bits/s/Hz, (7.63)
b

which may be improved with the aid of the MSDSD.

In the sequel, the maximum achievable rate of a differdptethcoded system employing the
MSDSD may be plotted against the SNR, as shown in Figure y.6yaluating the area under the
corresponding EXIT curve of the MSDSD. Observe in Figuretfiag a performance gain of about
2 dB may be attained by using the MSDSD associated With,; = 7 over the system employing
the CDD of Section 5.1.1.1 for a wide range of SNRs, althougtunally this is achieved at an
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Figure 7.7: Maximum achievable rate of the single-input single-outgifferentially encoded
QPSK modulated system using the MSDSD and the non-cohet@m®capacity for various
fading block lengthd;,. The Rayleigh fading envelope was constantTpr= 7 symbols and it
was then randomly and independently faded for the next block

increased complexity owing to the higher observation windize N,,;,,; as well as due to the
potential increased number of iterations between the MSB&Dthe outer channel decoder.

On the other hand, according to area properties of the EX&rtdi15], the area under the
EXIT curve of a MAP detector/demapper is equal to the maxinpassible code rate of the outer
channel code, which can be employed in order to approach @d®capacity. In other words,
the MAP-based MSDSD employing the highest possible obervavindow sizeN,,;,,; can be
regarded as the optimum differential detector in the irstieog approaching the theoretically max-
imum transmission rate for a given differentially encodeaduiation scheme. Figure 7.7 depicts
the maximum achievable transmission rate curve of the syst@ploying the MSDSD in com-
parison to the non-coherent DCMC capacity of Section 7.2vésious fading block lengthgy,
when aiming for a vanishingly low BER. Indeed, the former adtcoincides with the latter for the
Rayleigh block-fading channels associated with the thierent T; values considered. The slight
gap between them is not unexpected, since the “max-sumdgippation algorithm of Eq. (7.60)
is employed by the MSDSD in order to reduce the complexitydssul by the computation of the
a posterioriLLRs. Consequently, based on Eq. (7.63), we have:

CDCMC = Roverall,maxr (764)
T, —1
— (b_1og2 Mc> A, (7.65)
Ty
T, —1
= <bTb 10g2 Mc) * Router,max, (7.66)

when the MSDSD is employed with an observation window sizBgf,; = Tj.
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7.4 Approaching the Capacity of the Differentially Modulated Coop-

erative Cellular Uplink

7.4.1 Relay-Aided Cooperative Network Capacity

7.4.1.1 Perfect SR-Link-Based DCMC Capacity

In Sections 7.2 and 7.3 we discussed the non-coherent DCId&ita of the single-input single-
output direct-transmission based system and the corrdagpnear-capacity MAP-based MSDSD
detection scheme, respectively. Let us now continue bysitigating the proposed near-capacity
system design for the differentially modulated singlexyehided cooperative system of Figure 7.1
by studying the corresponding network’s DCMC capacity. \W& tiefine the two-hop single-relay-
aided network’s capacity as the maximum achievable raténatl during the transmission of the
source MS in the broadcast phase, namely, Phase |, whiclistoon$L; symbol periods, and an
independent transmission by the RS during the relayinggghasnely, Phase Il, whdh symbols
are transmitted. Initially a perfect SR link is assumed idenrto guarantee “error-free” relaying.
Thus the above-mentioned network capacity is termed asthygecative system’s DCMC capacity,
which is not affected or constrained by the quality of the R IHence we refer to it in parlance as
the ‘perfect-SR-link’ based capacity. By contrast, in 8stf.4.1.2 its ‘imperfect-SR-link’ based
counterpart will be investigated by considering the spepédirformance limitations imposed by the
potentially error-prone SR link. According to the above wigifin, the corresponding network’s
‘perfect-SR-link’ based DCMC capacity may be formulated as

Coch (o, SNRYr !y = aC 1 <(SNRS) + (1 — &) Ccprc (SNRY), (7.67)
= “CDCMC (SNR?)
+ (1 —a)Cpcmc [SNR] + 101log,, (0] , (7.68)
where .
£ LA 7.69
“ETL (7.69)

In Eq. (7.68)030[ characterizes the reduced-path-loss related poweryghioh was given by Eq. (7.2)
andCpcpic(+) represents the single-input single-output non-coheré&@MD capacity formula of

Eq. (7.16). Furthermor&§NR: andSNR! in Eq. (7.68) represent the equivalent SNRs at the source
and relay transmitters, respectively, which have the Walg relationship with the network’s over-

all equivalent SNRSNR* ! as:

SNR?! — SNRS + SNR. (7.70)

According to the simple cooperative resource allocatiomeste mentioned in Section 7.1.1.1,
namely, the equal-power-allocation and the mid-pointyréteation, Eq. (7.68) can be written
as:

Rovemll
Chec (@ SNRE™) = aCpemc <7SN . )

2

SNRoveml !
e

+ (1 — ‘X)CDCMC ( 5

+ 1010g10(0.5_v)> , (1.71)
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Figure 7.8: The single-relay-assisted cooperative system’s constatg-rate-ratio based DCMC

capacity curves for the ‘perfect-SR-link’ based scenario.

whereu is the path-loss exponent. Furthermore, since the ratibeotlifferential-encoding frame
lengths used by the source and relay is inversely propattianthe ratio of the channel code rate
employed by the two, we have:

Ls R,

= = . 7.72
Ls+L, R+ R, ( )

Hence, Eq. (7.71) may be reformulated as:

coop overall\ __
Cpcmc (&, SNRY ) =

Ry c SNRgvemll
Ry + R, PEMC 2

R ( SNRovemll
-

JFRSTSRrCDCMC > —l—lOlogw(O.S_”)), (7.73)

SNRovemll
= aCpcmc <+>

SNRoveml !
e

5 +101og10(0.5”)>. (7.74)

-+ (1 — Dé) CDCMC (

Therefore, in contrast to the independence of the DCMC dgpaicthe channel code rate em-
ployed in the scenario of the conventional direct transimissystem, the DCMC capacity of the
relay-aided cooperative system is dependent on the %tim‘ the channel code rates employed
by the source and relay or, equivalently, dependent.om Figure 7.8 the cooperative system’s
DCMC capacity curves associated with different values afe depicted based on Eq. (7.74) for
the ‘perfect-SR-link’ scenario at @onstant code-rate-ratiin comparison to the DCMC capacity
curve of the direct-transmission based system. As obsarv&agure 7.8, the cooperative sys-
tem’s DCMC capacity is gradually decreasedvds increased. This is not unexpected, since the
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Figure 7.9: The single-relay-assisted cooperative system’s con®Rattased DCMC capacity

curves.

weight of the second term in Eq. (7.74) decreases as thaedirgit term increases, while the sec-
ond term is typically larger than the first term owing to thdueed-path-loss related power gain.
Furthermore, since the source has to remain silent, wherethg is transmitting during Phase I,
the system’s constant code-rate-ratio based ‘perfeclifRassociated DCMC capacity may be-
come even lower than that of the direct-transmission bags®m, as seen in Figure 7.8, if both
the overall equivalent SNR andis sufficiently high. Natually, the half-duplex constraimtposes

a potentially substantial multiplexing loss. In other wardespite the reduced-path-loss related
power gain, the single-relay-assisted cooperative systmsidered does not necessarily outper-
form its direct-transmission based counterpart in termthefmaximum achievable transmission
rate. In order to prevent this potential performance-lassareful system design is required.

On the other hand, given the channel code raiesR,) employed by the source and relay, the
resultant bandwidth efficiency, may be expressed as:

L _ T,—1
= R 1 M 7.75
=1L s Me (7.75)

RR, T,—1
_ loe. M 7.76
Rs + R, Tb 082 Ve ( )

T, —1
= ocRst log, M.. (7.77)
b

Hence, by fixing the value aR; and varying that of, the resultant bandwidth efficieney can
be calculated using Eq. (7.77). Based on Eq. (7.77) the gmoreding minimum overall equivalent
SNR required by near-error-free transmissions may be feutidthe aid of the constant code-rate-
ratio based ‘perfect-SR-link’ associated DCMC capacityves seen in Figure 7.8.

Consequently, the cooperative system’s conskanperfect-SR-link’ based DCMC capacity
curves were plotted from Eq. (7.77) based on Figure 7.8 fdowa values ofR; in Figure 7.9,
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Figure 7.10: Non-coherent DCMC capacity of the SR link and its correspmgpaapacity-

achieving channel code raiy employed by the source MS.

where we observe that the capacity increasds;ascreases. However, all the constadtitrelated
capacity curves depicted in Figure 7.9 would intersect #pacity curve of the direct-transmission
based system plotted in Figure 7.8, if the overall equia®R becomes sufficiently high. This
results in a reduced maximum achievable transmission @tgared to its direct-transmission
based counterpart. Therefore, based on the observatioiguwfes 7.8 and 7.9, we may state that
although the cooperative system’s capacity increaseslitess the overall equivalent SNR in-
creases, it might remain lower than that of its direct-tnaission based counterpart, even under the
assumption of an idealized error-free SR link, if bé&thanda are of relatively high values. In other
words, under the assumption of a perfect SR link, the sirglea-assisted DDF cooperative system
is capable of exhibiting a higher capacity than its poinptint transmission system, provided that
the target throughput is low.

7.4.1.2 Imperfect-SR-Link Based DCMC Capacity

Until now the single-relay-assisted DDF cooperative sy&eapacity has been investigated under
the assumption of an idealized error-free SR link. Howewepractice the wireless channel con-
necting the source and relay MSs is typically far from pdréewl its quality plays an important role
in determining the overall cooperative network’s achidggierformance, as disusssed in Chapter 6
in the context of uncoded scenarios. Furthermore, in owlerdate a near-capacity design for the
overall cooperative system, near-capacity transmissian e potentially error-infested SR link
during the broadcast Phase | is a natural prerequisite hwhiturn leads to the investigation of the
performance limitations imposed by the SR link on the oVe@bperative system.

Under the assumption of equal-power-allocation and a roidtpelay location, the non-coherent
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Figure 7.11: Imperfect-SR-link based DCMC capacity.

DCMC capacity of the SR link may be expressed as:

(SNRovemll
e

Ciicuc (SNR") = Cpeme + 1010g10<0.5‘”)> , (7.78)

whereCpcpmc(-) was formulated in Eq. (7.16). Hence, the non-coherent DCisacity of the SR
link may be plotted versus the overall equivalent SNR, agvshin Figure 7.10. Then, according to
Eq. (7.66), we can calculate the capacity-achieving cHaooue rate employed by the source as:
T, - Cicpe (SNREr!)

(Ty—1) -log, M.~
which is also depicted versus the overall equivalent SNRguife 7.10. Therefore, the minimum
overall equivalent SNR corresponding to a certain valukgfwhich faciliates near-error-free
information delivery from the source to the relay, may besobed in Figure 7.10. These minimum
overall equivalent SNRs characterize the performancddimmposed by the practical imperfect SR
link on the entire cooperative system, when the correspgnrditeR; is employed by the source.
Given these minimum overall equivalent SNRs associatell aviferent values ok, we can now
draw the cooperative system’s ‘imperfect-SR-link’ rethi2BCMC capacity based on the constant-
R, ‘perfect-SR-link’ based DCMC capacity curves of Figure.7More specifically, observe in
Figure 7.11 that in order to find, for example, the coopeeasiystem’s ‘imperfect-SR-link’ based
DCMC capacity forRs = 0.3, we locate the particular point on the const&jtyperfect-SR-link’
based DCMC capacity curve associated with= 0.3, whose horizontal coordinate is equal to
the corresponding minimum overall equivalent SNR-&1.3 dB found previously in the context
of Figure 7.10. Then, the vertical coordinate of the poirthis ‘imperfect-SR-link’ based DCMC
capacity of the cooperative system fr = 0.3 or when we havéNR?* " = —53dB.

(7.79)

1
Rs,capacity(SNRgvem ) —

In order to gain an insight into the benefits of the singleyealssisted DDF cooperative sys-
tem over its conventional point-to-point direct-transsios based counterpart from a pure capacity
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Figure 7.12: Capacity comparison of the single-relay-aided coopezagivstem and its direct-

transmission based counterpart.

perspective, the ‘imperfect-SR-link’ based DCMC capaatyhe cooperative system associated
with bothv = 2 andv = 3 is depicted in comparison to that of the direct-transmisiased one
in Figure 7.12. It may be observed in the figure that when tlegallequivalent SNR is relatively
low, the single-relay-assisted cooperative system eshibisignificantly higher capacity than its
direct-transmission based counterpart in typical urbdinlee radio scenarios, e.g. when having a
path-loss exponent af = 3. However, the achievable capacity gain may be substantiedluced

if we encounter a free-space propagation scenariopi-e. 2, since the reduced-path-loss-related
power-gain achieved is insufficiently high to compensatéHe significant multiplexing loss inher-
ent in the single-relay-aided half-duplex cooperativeteays Moreover, as the overall equivalent
SNR increases to a relatively high value, there is no bemefioking a single-relay-aided cooper-
ative system, since its capacity becomes lower than thaieotdnventional point-to-point system.

7.4.2 lrregular Distributed Hybrid Concatenated Differential Encoding/Decoding
for the Cooperative Cellular Uplink

In conventional relay-aided decode-and-forward cooperalystems, the relay decodes the signal
received from the source and re-encodes it using an idéohieanel encoder. Then the destination
receives two versions of the same code word, namely thosetfre source and relay, respectively,
which may be viewed as a repetition code. Finally, the twdicap of the signal may be com-
bined using maximal ratio combining (MRC) prior to the deiogd In order to enhance the coding
gain achieved by the repetition code constituted by they+alded system, while maintaining the
cooperative diversity gain, the classic turbo coding maidm was introduced into the DF aided
cooperative system of [142], resulting in the so-calledritisted turbo coding scheme. Specifi-
cally, according to the principle of parallel concatenatedvolutional code based turbo coding,
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Figure 7.13: Schematic of the irregular distributed hybrid concateta#ferential coding en-

coder.

the data and its interleaved version are encoded in parafiglg two distinct recursive systematic
convolutional (RSC) codes, respectively. Therefore, &illiged turbo code may be readily con-
structed at the relay by interleaving its received estichataurce data prior to re-encoding. Owing
to this interleaving at the RS, its encoded stream may bectegédo be different from that of the
source. Consequently, the direct encoding of the origiitadtbeam takes place at the source, while
the encoding of the interleaved sequence ensues at the R8istriauted manner. A standard
turbo decoder may be implemented at the destination. It exasafted in [142] that a significantly
enhanced coding gain can be achieved by a distributed tadi®io comparison to that attained by
a single convolutional code for transmission over two iredefently fading channels.

In order to improve the iterative decoder’s achievable gganbince and hence achieve near-
error-free transmissions between the source and relaytyarate-coded (URC) three-stage serially
concatenated transceiver employing the irregular cotieolal codes (IrCCs) of Section 3.4.3, may
be employed in the single-relay-aided DDF cooperativeesgstMore specifically, since the URC
has an infinite impulse response due to its recursive en@dhitecture, the resultant EXIT curve
of the URC-aided inner decoder is capable of reaching the pbj 1) of the EXIT chart, provided
that the interleaver length is sufficiently high [141]. Fwatmore, since the URC decoder employs
the MAP decoding scheme, the extrinsic probability gemerait the output of the URC decoder
contains the same amount of information as the sequence atght of the URC decoder [113,
143]. In other words, the area under the inner EXIT curve iemthe same, regardless of the
URC'’s employment. Hence, a higher ending point of the EXIfveueads to a lower starting
point, implying a steeper slope for the EXIT curve, whichumt yields a reduced error floor and
a higher SNR threshold, above which decoding convergeneevamishingly low BER becomes
possible, as we will demonstrate in the forthcoming sestion

Based on the above-mentioned arguments, the transmétetigecture proposed for the source
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Figure 7.14: Iterative receiver at the destination BS.

is depicted in Figure 7.13, where we use a conventionalrdifttal modulation scheme, such as
DQPSK, which is amalgamated with the URC encoder in orderdate a two-stage inner code,
whereas an IrCC associated with an average code rakg,aiamelylrCCs, is employed as the
outer code for the sake of achieving a performance that sedo the capacity of the SR link.
Specifically, at the transmitter of the source in Figure 7&lBlock of L information bitsu is first
encoded by thérCC, encoder, in order to generate the coded hitsvhich are interleaved by the
interleavert,;. Then the resultant permuted bitsare successively fed through thilRC, encoder
and the interleaverr,,, yielding the interleaved double-encoded hits which are delivered to
the bit-to-symbol differential modulator of Figure 7.13.0td that the labels andc represent
the uncoded and coded bits, respectively, correspondirgsimecific module as indicated by the
subscript. The corresponding URC decoder assisted thmge-seceiver proposed for the relay
is also portrayed in Figure 7.13 together with its two-stagasmitter schematic. Specifically, at
the receiver of the relay, which is constituted by three nheglunamely theVISDSD;, the URC;
decoder and th&rCC, decoder, the extrinsic information is exchanged amongstrtbdules in a
number of consecutive iterations. As shown in Figure 7A@3) represents tha priori information
expressed in terms of the LLRs, whilg-) denotes the correspondirxtrinsicinformation. At
the transmitter of the relay, the estimated data bit stres;afed through the interleavet,; prior

to theIrCC, encoder having an average code ratRgfas observed in Figure 7.13, in order to
construct a distributed turbo code together with the sour€ensequently, the proposed relay-
aided cooperative system may be referred to here as an larddistributed Hybrid Concatenated
Differential (Ir-DHCD) coding scheme, under the assumptiban error-free decoding at the relay.

At the destination BS, according to the principles of theritisted turbo decoding mechanism
proposed in [142], the novel iterative receiver of Figurg47is used for decoding the Ir-DHCD
coding scheme of Figure 7.13. To be specific, the first parhefiterative receiver is an amal-
gamated MSDSD,-URC,-IrCC," iterative decoder, which is used to iteratively decode st
nal received directly from the source during Phase |, whike decond part is constituted of the
MSDSD, differential detector and theCC, decoder, which is employed to iteratively decode the
signal forwarded by the relay during Phase Il. Since f&DSD,-URC,-IrCC,” decoder and the
“MSDSD,-IrCC,” decoder may be regarded as the two-component decodersudi@ receiver,
the extrinsic information exchange between them, whiclkefsrred to as ‘the ‘outer iteration”, is
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expected to significantly enhance the achievable coding. gai comparison to the conventional
relay-aided cooperative system, where a simple repetitioie is constructed, the extra coding gain
achieved by the proposed Ir-DHCD coding scheme may be itteg as the interleaving gain of
the turbo code and the turbo processing gain of the outettibes.

7.4.3 Approaching the Cooperative System'’s Capacity

Single-Relay-Aided Cooperative Cellular Uplink

Scenario | | Scenario Il
Path Loss Exponent v=2 v=23
Doppler Frequency fa=10.01
Fading Block Size T=7
Tx at Source or Relay MS 1
Rx at Relay MS or BS 1
Modulation DQPSK
Detector/MAP MSDSD
Channel Code IrCC (17 subcodes)
Code Rate at Source MS Rs; =05
Power Allocation P,=P,=1iP=05
Relay Location Dg = Dyy = iDgg = 0.5

Table 7.1: Summary of system parameters

In this section, we propose a practical framework, whichapable of approaching the co-
operative system’s capacity. We propose a reduced-coitplexar-capacity system design for
the DQPSK-modulated single-relay-assisted DDF cooperatellular uplink. We will consider
two different propagation scenarios associated with a [msth exponent ob = 2 andv = 3,
respectively. Based on the proposed cooperative systeigndese will verify in Section 7.4.4
that a single-relay-aided DDF cooperative system is noagdvsuperior to its conventional direct-
transmission based counterpart in terms of the maximunmeeghie bandwidth efficiency. The
time-selective block fading channel model of Section 72Li& employed in conjunction with a
normalized Doppler frequency ¢f = 0.01. For the sake of simplicity, the equal-power-allocation
and the mid-point relay location scenarios are assumedhéosingle-relay-aided cooperative sys-
tem, where each terminal is equipped with a single Tx/Rxrarde All other system parameters are
summarized in Table 7.1.

7.4.3.1 Reduced-Complexity Near-Capacity Design at Relayobile Station

Without loss of generality, the average code rjef the [rCC; at the source is chosen to 0.
Based on Eq. (7.79) of Section 7.4.1.2, the maximum possite rateR, that may be employed
by the source to facilitate near-error-free transmisslmtsveen the source and relay is plotted in
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Figure 7.15: SR-link-capacity-achieving channel code r&teemployed by the source versus the

corresponding overall equivalent SNR required.

Figure 7.15 versus the corresponding overall equivaler®R djuired for both Scenarios | and I
of Table 7.1. According to Figure 7.15, the minimum overgliigalent SNRs required to support
a SR-link transmission at an infinitesimally low BER dr& dB and—1.9 dB for Scenarios | and
I, respectively, when we have; = 0.5. The3 dB SNR gain attained in Scenario Il in comparison
to Scenario | is due to the difference of the path-loss-edlgower gains/losses achieved in the two
scenarios of Table 7.1, namely:

10log,,(0.573) — 10log,,(0.5"%) = 3 dB. (7.80)

Theoretically, the SR-link’s non-coherent DCMC capaciande achieved, with the aid of
an infinite number of iterations between the inner combintbDSD,-URC,” decoder and an
ideally designed outelrCC; decoder at the relay’s receiver of Figure 7.13, althoughurally
this would impose an excessive computational complexitgweler, in practice, for the sake of
avoiding a potentially excessive complexity at the relayilevapproaching the capacity, a ‘higher-
than-necessary’ EXIT curve may be ensured for the inbDdsDSD,-URC;” decoder by having
a slightly higher overall equivalent SNR @f3 dB for Scenario | or—0.7 dB for Scenario ll,
as depicted in Figure 7.16 for different number of iteragidsetween théVISDSD; and URC,
blocks. The observation window size of the MSDSD was setstoniaximum value oNy,;,,; =
7 in the time-selective block fading channel having a faditgck size of T, = 7. It may be
observed from Figure 7.16 that the iterative informatioach&nge between tidSDSD; andURC,
blocks approaches convergence as early as at their seeoaiibih. Hence, the number of iterations
between theMSDSD; andURC; blocks was set td;, .. = 2 in our future simulations, in order
to avoid any unnecessarily imposed complexity, while nzairihg a near-capacity performance.
Then, using the EXIT curve of the inner amalgamat®f5DSD,-URC,"” decoder, the optimized
weighting coefficients of the half-code-raig”C; can be obtained with the aid of the EXIT curve
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Figure 7.16: EXIT chart at the relay (Design of tHeCC;).

matching algorithm of [117], resulting in a narrow but masagly open tunnel between the EXIT
curves of the inner amalgamate®SDSD,-URC,"” decoder and the outdrCC, decoder, as seen
in Figure 7.16.

On the other hand, in order to further reduce the complerigased by theMSDSD,-URC,”
decoder during the iterative decoding process at the ralaygdaptive-window based scheme is
proposed for theMSDSDy, where the observation window size was initially set to thealest
value of Ny;,s = 2, which will be slightly increased as soon as the iterativeodiéng between
the “‘MSDSD,-URC;"” decoder and thé&rCC, decoder converges. The proposed adaptive-window
based scheme is characterized by Figure 7.17(a), wherelisisrved that the resultant bit-by-bit
Monte-Carlo simulation based iterative decoding trajectails to reach the1, 1) point associ-
ated with Ny, = 2 and Ny;,s = 4. By contrast, it does indeed reach tfle 1) point of the
EXIT chart for N;,,; = 7. Thus, the original maximum achievable iteration gain esponding
to Nying = 7 can be maintained by the adaptive-window based schemeitelasping a reduced
overall complexity imposed by theISDSD;. This is not unexpected, since although an increased
number of iterations may be needed between M&SDSD;-URC,” decoder and thérCC; de-
coder to achieve the same amount of iteration gain when thptizd-window based scheme is
employed, the complexity per iteration imposed by M8DSD; using a reduced,,;,,; value is
expected to be exponentially reduced, yielding a potdptiatiuced overall complexity. Indeed, the
complexity imposed is significantly reduced by the adaptiwedow based scheme, as observed in
Figure 7.17(b), where the complexity imposed by M8DSD; in terms of the number of the PED
evaluations per bit is plotted versus the overall equivaBR for both systems operating with and
without the adaptive-window based scheme. To be specifijardéess of the employment of the
adaptive-window aided scheme, the complexity imposed eyMBDSD; arrangement during the
iterative decoding process gradually decreases in Fighi&h) as the SNR increases from abdut
dB for Scenario |, where a narrow-but-open tunnel is crebyeasingN,,,;,,; = 7. This is because a
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reduced number of iterations is required in Figure 7.1#(d@hé presence of an increasingly wider
open EXIT tunnel. Remarkably, the complexity imposed byMtDSD; in Scenario | is substan-
tially reduced in Figure 7.17(b) with the aid of the adaptvedow assisted scheme by as much
as75% at SNR“r# = 2 dB, when the open EXIT tunnel created by haviNg;,; = 7 becomes
rather narrow. The attainable complexity reduction insesaeven further to abo88%, when the
open EXIT tunnel becomes WiderﬁNRﬁvf’”” = 4 dB, as seen in Figure 7.17(b).

7.4.3.2 Reduced-Complexity Near-Capacity Design at Destition Base Station

In Section 7.4.3.1 thérCC, decoder of Figure 7.13 was specifically designed to allow a&-ne
capacity operation over the SR link with the aid of the EXITwaumatching algorithm of [117]
carried out at the relay. Let us now consider the destind&iBrand optimize the weighting coeffi-
cients of the other irregular convolutional code employgdhe RS’s transmitter in Figure 7.13. In
other words, we consider tHieCC, design now, in order to approach the overall cooperative sys
tem’s capacity quantified in Section 7.4.1.2, whilst mamitey at a relatively low complexity. First

of all, the EXIT curves of the amalgamateMSDSD;-URC;-IrCC,” decoder employed by the BS
are depicted in Figure 7.18 for various valued\gf;,,; for both Scenarios | and Il associated with an
overall equivalent SNR df.3 dB and—0.7 dB, respectively. The humber of iterations between the
MSDSD; and theURC; of Figure 7.14 as well as that between the combinet$PDSD;-URC,”
decoder and th&rCC; scheme are set tif, = landI¢ _, = 5, respectively. It may be ob-
served from Figure 7.18 that the desirable choice of thersagen window size employed by the
MSDSD; at the BS for Scenario | i8l,,;,; = 4, while we haveN,,;,; = 2 for Scenario Il, under
our low-complexity near-capacity design criterion.

Then, based on the above-mentioned desirable choichg,Qf, we continue by determining
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Figure 7.18: EXIT curves of the amalgamated1SDSD,-URC;-IrCC,” decoder employed by

the destination BS for various observation window sixggs,,;.

the desirable number of iterations betweenMt&DSD, and theURC; arrangements as well as that
required between the combineMSDSD;-URC,” decoder and thérCC;, by plotting the EXIT
curves of the amalgamatedMSDSD,-URC,-IrCC,” decoder associated with various numbers
of iterations in Figure 7.19. Specifically, as observed iguFe 7.19(a) for Scenario I, only a
modest iteration gain may be attained by having more thamglesiteration (i.e. Iiinerl =1)
between th&ISDSD; and theURC; blocks of Figure 7.14. By contrast, we need abiyt,, = 5
iterations between the combinesSDSD,-URC," decoder and th&rCCs, while beyondl?, ., =
5 the increase of the area under the EXIT curve of t(RESDSD,-URC;-IrCC,” decoder becmes
marginal. Similarly, observe in Figure 7.19(b) that a sharsing EXIT curve can be created for
Scenario Il when using our the low-complexity near-capad#sign criterion, since only a single
iteration (¢ = 1) is required between tHeISDSD; and theURC;, while I¢ = 6 iterations

innerl inner2

may be necessitated between the combitd8DSD;-URC;” decoder and thé&rCCs.

For the sake of determining tH& optimized weighting coefficients of tHeCC, employed by
the transmitter of the relay seen in Figure 7.13, we commeégdavestigating the EXIT funtion
of the amalgamatedVISDSD,-IrCC,” decoder associated with ti& IrCC subcodes, which con-
stitutes the second component decoder of the iterativéveroaf Figure 7.14 employed at the BS.
Since the previously considered equal-power-allocatiahraid-point relay location based scenario
is assumed, an identical EXIT chart will be created for thelbimed MSDSD,-IrCC,” decoder
at the BS for Scenarios | and Il associated with an overallveégnt SNR 0f2.3 dB and —0.7
dB, respectively, as shown in Figure 7.20. The EXIT curvethefcombined MSDSD,-IrCC,”
decoder associated with each of t¥elrCC subcodes are plotted in Figure 7.20(a) for the various
values ofNy,;,,; employed by théMISDSD,. It may be observed that the EXIT curves are shifted
to the left upon increasing the value &f,;,,;, which result in an increasezktrinsicmutual infor-
mation [ evaluated at the output of the combin@dSDSD,-IrCC,” decoder of Figure 7.14 for
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Figure 7.19: EXIT curves of the amalgamated1SDSD;-URC;-IrCC;” decoder of Figure 7.14
employed by the destination BS for different numbers of gelations between theISDSD; and
the URC; and between the combinedMSDSD,-URC,” decoder and th&CCs.

a given inputa priori mutual informationl,. However, for the sake of achieving a near-capacity
performance at a relatively low complexiti,,;,; = 4 is considered to be a reasonable choice,
which strikes a compromise between the achievable perfuzenand the complexity imposed. On
the other hand, the EXIT curves of the combin@dSDSD,-IrCC,” decoder associated with
selected IrCC subcodes are also depicted in Figure 7.20(lifferent numbers of iterations be-
tween theMSDSD, and thelrCC,. As observed in Figure 7.20(b), although the EXIT curve can b
shifted to the left by increasing the number of iterationsveen theM'SDSD, and thelrCC,, any
further shifting of the EXIT curve starts to become rathdfialilt when the number of iterations ex-
ceedsl? . = 2. Hence, based on the low-complexity near-capacity desitgrion, the number
of iterations between theISDSD, and thelrCC, blocks of Figure 7.14 is chosen to bg, ., = 2.

In the sequel, a group of EXIT curves corresponding to M&DSD,-IrCC,” subcodes associated

with Ny, = 4 andl? . =2 iterations can be seen in Figures 7.21.

mner

Finally, we use the EXIT curve matching algorithm of [117] ander to match the SNR-
dependent EXIT curve of the combinedMSDSD,-IrCC,” decoder of Figure 7.14 to the target
EXIT curves of the amalgamatedISDSD,-URC;-IrCC,” decoder of the BS portrayed in Fig-
ures 7.19(a) and 7.19(b) for Scenarios | and Il of Table &dpectively, as shown in Figure 7.21. As
a result, for the sake of achieving a near-capacity perfoomavhile maintaining a moderate com-
putational complexity, a ‘wider-than-necessary’ EXIT hehis created between the EXIT curve of
the amalgamatedVISDSD,-URC,-IrCC," decoder and that of the combinedMSDSD,-IrCC,”
decoder at the BS. Thus, the resultant average coding Rtesf thelrCC, scheme designed for
Scenario | and Il of Table 7.1 are equald® and0.5, respectively, which cannot be achieved by
simply using one ofl7 IrCC, subcodes having the same code rate, as observed in Figdre 7.2
owing to the absence of an open EXIT tunnel. The correspgniiliante-Carlo simulation based
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Figure 7.20: EXIT curves of the amalgamate®1SDSD, -IrCC,” decoder employed by the des-
tination BS.

decoding trajectory is also plotted in Figure 7.21 for boter@rios | and 1l of Table 7.1, which
reaches thé1.0, 1.0) point of the EXIT chart, indicating the achievement of deéngcconvergence
to an infinitesimally low BER at near-capacity SNRs for th®HCD coding scheme proposed in
Section 7.4.2.

We have now completed the low-complexity near-capacityesyslesign for the single-relay-
aided cooperative system contrived for both Scenarios llavfdlable 7.1. Since the average code
rate is fixed toR; = 0.5 for the [»CC; at the transmitter of the source and the resultant capacity-
achieving code rateR, of the IrCC, employed at the relay af6 and0.5 for Scenario | and I,
respectively, we can calculate the corresponding bantveffiiciency using Eq. (7.77) as follows:

R.RR, Tp—1
Uglc)zzario 1 ﬁ T 10g2 M. (7.81)
— 0.4664 bits/s/Hz, (7.82)

and
coop = 0.4286 bits/s/Hz. (7.83)

nScenario I

7.4.4 Simulation Results and Discussion

In order to carry out a fair comparison between the cooperatystem and its conventional direct-
transmission based counterpart, we also carry out a neagcita system design for the latter in
this section, which has exactly the same bandwidth effigiescthe former. To be more specific,
according to Eq. (7.62), we can obtain the required codeofatee outer IrCC decoder employed
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Figure 7.21: Iterative decoding trajectory at the BS.

by the direct-transmission based system in Scenario | ksl

Tb : Rovemll

Router,ScenarioI = (Tb — 1) : log M.’ (784)
o Ve
coop
— Tb " Nscenario 1 (7_ 85)
(T, — 1) - log, M.’
=0.27, (7.86)
and similarly for Scenario Il, we have
Ty 1l

R . — cenario II , 7.87
outer,Scenarioll (Tb — 1) ) 10g2 Mc ( )
= 0.25. (7.88)

Hence, the near-capacity design for the URC-aided thaagestlirect-transmission based system
can be carried out for the target bandwidth efficiency, amddbrresponding EXIT charts and
Monte-Carlo simulation based iterative decoding trajeetoare plotted in Figure 7.22 for both
Scenarios | and Il of Table 7.1.

Let us now depict the BER versus the overall equivalent SNResufor both the point-to-point
transmission based system and the single-relay-assistggbrative system in Figure 7.23, which
were previously designed to approach their correspondipgaity at a relatively low complexity.
It is clearly shown in Figure 7.23 that upon using the negacdy system design of Section 7.4.3
the proposed Ir-DHCD coding scheme becomes capable ofrperfg within about2 dB and
1.8 dB from the corresponding single-relay-aided DDF coopegatystem’s DCMC capacity in
Scenarios | and Il, respectively. Similarly, an infinitealiy low BER can be achieved by the point-
to-point transmission based system at a SNR.@0B and1.9 dB from the corresponding single-
input single-output non-coherent DCMC capacity in Scasatiand 1l of Table 7.1, respectively.
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Figure 7.22: Near-capacity design of the direct transmission systerhdtht Scenarios | and 1.

Furthermore, in line with our predictions made in SectichT.2, it is observed from Figure 7.23
that for a given target bandwidth efficiency, the singlexyehdided cooperative system does not
necessarily guarantee a performance superior to that afotheentional direct-transmission based
system. More specifically, in Scenario I, where the path éog®nent was set to = 2 to simulate

a free-space propagation environment, an SNR gaif.&¥ dB can be achieved by the direct-
transmission based system over its single-relay-aidegeantive counterpart, given a bandwidth
efficiency 0f0.4664 bits/s/Hz, as shown in Figure 7.23(a). However, when we hawe3, in order

to model the typical urban area cellular radio environmdnBaneario Il, the single-relay-aided
cooperative system becomes capable of outperformingfisignily the direct-transmission based
system, requiring an overall transmit power which is alibbtdB lower than that needed by the
latter to achieve an infinitesimally low BER, while maintaig a bandwidth efficiency d?.4286
bits/s/Hz.

7.5 Chapter Conclusions

In Section 7.1, we commenced by reviewing the single-injngls-output non-coherent DCMC
capacity. More specifically, in Section 7.4.1 the singleyessisted DDF cooperative system’s
DCMC capacity was investigated and compared to that of tmwerdional direct-transmission
based system. For the sake of convenience, we repeat theohenent DCMC capacity curves
of both the direct transmission based and of the cooperaigéems in Figure 7.24. In order
to create a near-capacity design for the cooperative systei@ections 7.4.2 and 7.4.3 the so-
called Ir-DHCD encoding/decoding schemes were proposgether with the adaptive-window-
aided MSDSD scheme, respectively, which are capable obaphing the capacity at a relatively
low complexity. In contrast to the conventional point-toit system, the proposed near-capacity
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Figure 7.23: Achievable BER performance of the near-capacity desigireglesrelay-assisted

cooperative system.

design of the single-relay-aided DDF cooperative system bearegarded as a joint source-and-
relay mode design procedure, which was simplified in Sectidi3 to two EXIT curve matching
problems in order to optimize the weighting coefficientstu trCC decoders employed by both
the source and the relay. A near-capacity performance aaedbe achieved by the proposed
Ir-DHCD encoding/decoding schemes obeying our joint sexaned-relay mode design, as demon-
strated in Figure 7.24. More importantly, based on the dapaad on the practically achievable
performance of classic direct transmission and singleyralded cooperative systems, we found in
Figure 7.23(a) that the latter might be outperformed by trenér, owing to the significant mul-
tiplexing loss inherent in the half-duplex single-relagieal cooperative system. To be specific, in
Figure 7.24 the single-relay-aided cooperative systemslias/n to be superior in comparison to
its direct-transmission based counterpart only in theifipescenario when the reduced-path-loss
related power gain was sufficiently high in order to compengar the multiplexing loss. In our
future research we will consider successive relaying aadeahgements [144] in order to mitigate
the above-mentioned multiplexing loss.
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Chapter

Conclusions and Future Research ldeas

In this treatise, we designed and investigated the low-dexitg near-optimum SD assisted MIMO
schemes contrived for transmission over fading wireleasghls operating in multi-user scenarios,
where multiple users may transmit simultaneously relyingely on their own transmit antennag(s)
or may cooperatively share their transmit antenna(s) ierota form a VAA. Hence, this treatise
is constituted of two major parts focusing on the above-inaat two distinct types of MIMO
systems, respectively, hamely, on the non-cooperativiemgsof Chapter 2-4 and on the user-
cooperation based systems of Chapter 5-7. The philosopthedatter family was proposed quite
recently in order to circumvent the cost- and size-limitas of pocket-sized mobiles in the pursuit
of attaining spatial transmit diversity gain in the singletenna aided multi-user cellular systems.
For the sake of achieving a near-optimum performance at atomplexity, the coherent SD was
invoked for non-cooperative MIMO systems, whés; x N,) CIRs have to be estimated. By
contrast, its non-coherent counterpart, namely, the MSD&dy be employed in user-cooperation
based systems, where no channel estimation is needed & ihredRthe destination BS. This allows
us to avoid the potentially excessive channel-estimatadaited complexity as well as the high pilot
overheads, especially in mobile environments associatdr@latively rapidly fluctuating channel
conditions.

The concluding remarks provided in this chapter are basexh@amalgam of our chapter con-
clusions provided at the end of Chapter 2-7. Our current riesrelow us to establish their logical
connection. To this end, the contributions of this tredtiskong to three categories:

1). SD algorithm optimization: The SD algorithm of Section 3.2.1 was optimized for MIMO
systems employing channel coding and iterative detectionrder to further reduce its imposed
complexity while maintaining a near-optimum performan€ke generic center-shifting based SD
of Section 3.2.3 and the ALT-assisted SD scheme of Sect®wére proposed for non-cooperative
MIMO systems. By contrast, the adaptive-window-duratiasdd MSDSD of Section 7.4.3.1 was
designed for cooperative MIMO systems.

2.) SD applications With the aid of the proposed multi-layer tree search meishanthe SD
of Section 2.2 was then further developed for employmenh$P-modulated non-cooperative
MU-MIMO system of Chapter 4 as well as for the DAF- and DDFealccooperative systems of
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Chapter 5. Our main design goal was that of maximizing théeaable transmit diversity gains.

3). SD-aided MIMO system design The issues of power allocation amongst the source and
relays as well as cooperating user selection techniques discussed in Chapter 6, in the context
of user-cooperation based systems. Furthermore, neacitagystem designs were contrived for
SD-assisted cooperative and non-cooperative MIMO sysian@hapters 7 and 3, respectively,
for the sake of maximizing the achievable spetral efficierioythe following sections, our novel
contributions falling into categories are highlightedyrag with our suggestions for future research.

8.1 SD Algorithm Optimization in Pursuit of Reduced Complexty

8.1.1 Exploitation of the LLRs Delivered by the Channel Decder

Although the conventional LSD is capable of achieving a #MAP performance, while impos-
ing a significantly reduced complexity in comparison to tkac-MAP detector, the complexity
of the LSD may still become excessive in the channel-codmdtive detection aided MIMO sys-
tem supporting a high number of users/transmit antennasmechploying high-order modulation
schemes, such d$-QAM. This is because the size of the transmitted MIMO symtasididate
list generated by the LSD has to remain sufficiently largehndbove-mentioned scenarios, in or-
der to deliver sufficiently accurate soft bit informatiore.i LLRs, to the channel decoder during
the iterative detection process, hence achieving a hightibe gain. Otherwise, the LSD’s EXIT
curve may even decay upon increasing @hgriori information fed back by the channel decoder,
as observed in Figure 3.2 of Section 3.2.1.3 as a consequértaving an insufficiently large
candidate list size. This results in a significantly reduitedhtion gain. This is because the inner
SD and outer channel decoder of Figure 3.1 exchange flawedriafion owing to a shortage of
candidate solutions, more particularly, owing to the absenf the ML solution in the candidate
list, as revealed in Section 3.2.1.3. Thus, in order to &rrleduce the computational complexity
imposed by the conventional LSD, we optimized the LSD atbaribased on the exploitation of
the LLRs gleaned from the channel decoder during the iteratétection process by devising two
enhanced SD schemes, namely, the center-shifting-based S&xtion 3.2 and the ALT-based SD
of Section 3.3.

More specifically, the SD procedure may be divided into twocegsive phases, namely, the
search center calculation phase followed by the confinedsearch phase, as shown in Figure 8.1.
The operations in both of these phases may be optimized émdigtly by exploiting the LLRs
provided by the channel decoder during the iterative detegirocess. For the center calculation
phase, conventional SDs employ either the LS or the MMSErigo for the computation of
the search centd, as discussed in Section 3.2.2, which is carried out onlye ahaing the first
iteration. However, during our investigations in Sectic®.3, we realized that it would be desirable
to set the SD’s search center to a multiuser signal constellpoint, which may be obtained using
more sophisticated algorithms rather than the LS or MMSE®sehand thus is expected to be
closer to the real MAP solution than both the LS and MMSE soh# because this would allow
us to reduce the SD’s search space and hence its complexity.
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Figure 8.2: The structure of the generic iterative center-shiftingdobSD scheme.

Then, based on the center-shifting theory, we proposed arigeoenter-shifting-aided SD
scheme in Section 3.2.2, as portrayed in Figure 8.2, which Ibeaexpected to become signifi-
cantly more powerful, if it is employed in an iterative ddten aided channel coded system, since
the process of generating a more accurate search centatherfaided by the channel decoder,
which substantially contributes towards the total ermamrection capability of the iterative re-
ceiver. Hence, in this treatise, three particular certtdtisg based SD schemes were devised,
as shown in Figure 8.1, which are the DHDC-aided centetisgifSD of Section 3.2.3.1, the
DSDC-aided center-shifting SD of Section 3.2.3.2 and tHe-BMSE-aided center-shifting SD
of Section 3.2.3.3. The former two simply update the seastter of the SD by the hard- and
soft-decisions of the corresponding transmitted MIMO sgtabrespectively, which are obtained
based on tha posterioriLLRs at the output of the channel decoder, while the latter exploits
the slightly more sophisticated SIC-MMSE algorithm in ardle update the search center based
on thea priori LLRs provided by the channel decoder. The operations of tbpgsed center-
shifting schemes are summarized in Table 8.1 in contrasiaget of the conventional SD using no
center-shifting. Note that in contrast to the LSD dispegsitith center-shifting scheme, which may
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Operations of Various Iterative Center-Shifting-Based SDSchemes

Conventional SD DHDC-SD DSDC-SD SICMMSE-SD
Center-Update Algorithm no centetupdate direct-hard-decision | direct-soft-decision SIC-MMSE
Type of Exploited LLR in no LLR-exploitation a posterioriLLR a posterioriLLR a priori LLR
Center-Update Phase fed by outer decoder| fed by outer decoder; fed by outer decoder

compute center center-update is center-update activated
When to Update Center only once at activated when identical to DHDC at the beginning

the first iteration iteration converges for each iteration
When to Regenerate Can-| no need to regenerate regenerate every time¢ identical to DHDC identical to DHDC
didate List during iterations the center is updated
When to Recalculate the recalculate for identical to identical to identical to
Output LLRs each iteration conventional SD conventional SD conventional SD

Table 8.1: Operations of various iterative center-shifting-basedsgbBemes in comparison to that

of the conventional SD.

generate the candidate-list only once at the very begingiitige entire iterative detection process,
our proposed iterative center-shifting based SDs havegenerate the candidate-list for the fol-

lowing soft-bit-information calculation, as long as theusd center is updated during the iterative
detection process. However, the computational compléxiposed by each candidate-list genera-
tion of the center-shifting based SD may be exponentialiuced, since the increasingly accurate
search centers generated during the iterative detectimregs allow us to rely on a significantly

reduced candidate-list size, while maintaining a near-Mp&Hormance. Hence, the overall com-
plexity imposed by the iterative center-shifting based SBxpected to be significantly reduced in
comparison to the conventional SD dispensing with the cedtitifting scheme, despite having an
increased number of list generations during the entiratitex detection process.

According to the iterative center-shifting based SD resedesign of Sections 3.2.3.1-3.2.3.3,
the center-shifting SD aided receiver design principlestmsummarized as follows:

1) The search center calculation is based on the soft bit in&bion provided by the channel
decoder.

2) The search center update can be carried out in a more flexilalener by activating the
proposed center-shifting scheme, whenever the systerimagifs employment during the iterative
detection process in order to maximize the achievabletiteraain.

3) The search center update is flexible, since it may be carrigcbp any of the well-known
linear or non-linear detection techniques.

The key simulation results obtained in Section 3.2 as to tBe Berformance and complexity of
the three proposed iterative-center-shifting based S®swnmarized and quantified in Table 3.7,
in comparison to the conventional SD-aided iterative rgmmeusing no center-shifting scheme.
Specifically, in the challenging8(x 4)-element 4QAM SDMA/OFDM system, the DHDC-aided,
the DSDC-assisted and the SIC-MMSE-aided center-shifilbg & Sections 3.2.3.1-3.2.3.3 us-
ing K = N, = 32 are capable of achieving a BER ®~> by requiring0.1dB, 0.6dB and
2.6dB lower transmit power or SNR than that necessitated by timwemtional SD dispensing
with the center-shifting scheme and using the same valuds ad well asN,,,;. Remarkably,
the SIC-MMSE center-shifting SD scheme of Section 3.2.3iB@K = N_;,; = 32 may en-
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Performance Gain & Computational Complexity Reduction Achieved by Various
Center-Shifting Schemes in an(8 x 4)-element 4-QAM SDM/OFDM Rank-Deficient System

BER | Center-Shifting | N,,,s(K) | lterations | SNR | Memories | SD Compl. | MAP Compl.
1024 3 10.5 8196 13652 49152
128 3 11.2 1024 2388 6144
NONE 64 2 12 512 1364 2048
32 2 12.8 256 724 1024
16 2 15 128 404 512
10~ DHDC 64 2+2 11.3 512 4092 4096
32 2+2 12.7 256 2172 2048
DSDC 64 2+2 10.5 512 4092 4096
32 242 12.2 256 2172 2048
64 3 10.2 512 4092 3072
SIC-MMSE 32 3 10.2 256 2172 1536
16 3 11 128 1212 768

Table 8.2: Comparison of the conventionElbest SD and our proposed iterative center-shifting-
basedK-best SDs in the scenario of 48 x 4)-element rank-deficient SDMA/OFDM system:
Note that the computational complexity of the SD, i.e. tisé dieneration complexity of the SD,
is calculated in terms of the total number of PED evaluatiovisile that of the soft information
generation by the SD/MAP detector is quantified on the basiEgo(3.16) in terms of the total
number of OF evaluations corresponding to the two terms if3ELg).

able the iterative receiver to exhibit a near-MAP perforomwhich is achieved by the conven-
tional SD using no center-shifting in conjunction with arsfgcantly larger candidate list size
of K = Ng.a = 1024. This near-MAP performance is achieved, despite imposingdaced
detection-candidate-list-generation-related compewihich is about an order of magnitude lower
than that exhibited by the list-SD dispensing with the psgabcenter-shifting scheme. As a further
benefit, the computational complexity associated withakiinsic LLR calculation was reduced
by a factor of about 64. The associated memory requiremeerts also reduced by a factor of 64.

As shown in Figure 8.1, the soft-bit-information deliverbg the channel decoder may be
exploited for both the tree-search phase and the centarlatitn phase of the SD. The LSD pro-
posed by the Vikalo, Hassibi and Kailath (VHK-SD) [52] wae tfirst one to exploit tha priori
LLRs provided by the channel decoder in the confined treecbganocess, which was arranged
by including the effect of the priori LLRs in the OF of the SD in a similar manner to that seen
in Eq. (7.44) of Section 7.3.1, where the exploitation of sloé-bit-information by the MSDSD
was highlighted. In Section 3.3, another reduced-compmeknique termed as the ALT-aided SD
scheme was devised by exploiting the reliability of the leitidion conveyed by the priori LLRs.
More specifically, the philosophy of the ALT-aided SD is tea@a®e a perfect knowledge of a par-
ticular bit, i.e. 0 or 1, and then testing whether the absolute value of the comelpga priori
LLR is higher than the preset threshold (ALT), followed byping the branch associated with
the opposite bit value, before the tree search continuess,Tehbetter pruning search tree may be
formed as seen for example in Figure 3.23 of Section 3.3sLjtirg in an improved performance
and a reduced complexity, as observed in Figure 3.24 of @e8ti3.2.1 and Figure 3.25 of Sec-
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Comparison of ALT and Center-Shifting Schemes for SDs

ALT Center-Shifting (CS)
LLR-Exploitation Based yes yes
a posteriorior a priori LLR,
Type of Exploited LLR a priori LLR depending on the employed
center-calculation algorithm
Optimization Target tree search phasg center calculation phase
Center Recalculation no yes
Candidate List Regeneration yes, for each iteration yes, when the center is updated

1). significant overall reduced More pronounced achievements
Achievable Benefits detection-complexity 2). significant in detection-complexity and

reduced memory requirements memroy requirements than ALT

1). Performance sensitive tp increased complexity in
Overheads (Side Effects) threshold choice 2). nont center-calculation phase
Gaussian output LLRg for each iteration
CS-ALT Combination significantly more detection-complexity-reductions careehieved

applicable to both coherent  only works for coherent SDs,
Applications SDs and non-cohererft  no center-update is needed for
MSDSDs of Chapter § MSDSDs (centered at the origin)

Table 8.3: Comparison of the center-shifting and the ALT aided SDs atiSas 3.3 and 3.2.

tion 3.3.2.2, respectively. As demonstrated in Sectior2333the ALT threhold has to be carefully
adjusted for the sake of achieving the target performance fagaction of the SNR encountered.
Furthermore, Section 3.3.2.4 demonstrated that the narsskn distribution of the LLRs at the
output of the ALT-aided SD during the iterative detectiongass limits its capacity and imposes
difficulties in the EXIT chart assisted performance préeditt On the other hand, although the pro-
posed ALT scheme is capable of providing useful performammrovements, which are slightly
less significant than those achieved by the SIC-MMSE-a&sbistnter-shifting based SD scheme
of Section 3.2.3.3, an attractive performance-compleixége-off may be achieved by the combi-
nation of the two, as seen in Section 3.3.3. More particyladhle detection-complexity imposed
by the SIC-MMSE-assisted center-shifting SD can be halvighl the aid of the ALT technique as
observed in Figure 3.36, despite suffering a modest pedooa loss of aboui.5dB, as demon-
strated in Figure 3.35 in thé (x 4)-element 4QAM SDMA/OFDM scenario. The features of the
proposed ALT technique are summarized in comparison tcetbbshe center-shifting scheme in
Table 8.3. Note that the ALT scheme is applicable to both titeerent SD and the non-coherent
SDs (MSDSD), whereas the center-shifting scheme works fomlthe coherent SDs. This is be-
cause the equivalent search center of the MSDSD of Chapteth® iorigin, which is independent
of the transmitted signal, hence requiring no updates.

8.1.2 EXIT-Chart-Aided Adaptive SD Mechanism

As a further evolution of the LLR-exploitation-based coexyity-reduction schemes contrived for
coherent SD-aided iterative receivers in Sections 3.2 a@®deB EXIT-chart-aided adaptive mech-
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Generic Adaptive SD Mechanism for Iterative Receivers

As the parameter increases:
Adaptive Parameter | 1). the SD’s complexity exhibits an exponential growth;
Choice 2). the corresponding EXIT curve is shifted increasinglyhtair.

1). set the parameter to the smallest value;
Operations 2). slightly increase it as soon as the iterative decodimye@es;

3). candidate list regeneration is required if the valuehefgiarameter is changed.

Achievable Benefits | significant complexity reduction, as seen in Figure 7.17(b)

Overheads increased number of total detection iterations

Applications applicable to both the coherent SD and the non-coherent SD

Table 8.4: Generic adaptive SD mechanism.

anism was proposed for the sake of reducing the complexippsed by a SD-aided near-capacity
system in the context of non-coherently detected SD aideparative systems. Specifically, an
adaptive-window-duration based MSDSD scheme was devis8gdtion 7.4.3.1. The philosophy
of the proposed adaptive-window based scheme, which iscteized by the EXIT chart of Fig-
ure 7.17(a) in Section 7.4.3.1, is based on the observatainthe intersection point of the EXIT
curves of the inner and outer decoders may be gradually gdusherds th€1, 1) point by increas-
ing the observation window siz¥,,;,; at the cost of imposing an exponentially increased compu-
tational complexity per iteration. Thus, in order to redtice overall detection-complexity, while
maintaining a near-capacity performance, the observatioglow size of the adaptive-window-
duration based MSDSD was initially set to the smallest vatieN,,;,; = 2, which would be
slightly increased as soon as the iterative decoding betthesinner and outer decoders converged.
The significantly reduced overall complexity observed igufe 7.17(b) of Section 7.4.3.1 is due
to the exponentially reduced complexity imposed by theyestdge iterations using small values
of Niu4, despite having an increased total number of iterationgired| by the decoding trajectory
to reach theg(1, 1) point. Remarkably, the complexity imposed by SDSD; is substantially
reduced, as seen in Figure 7.17(b) of Section 7.4.3.1, wikiehbenefit of the adaptive-window
assisted scheme. Quantitatively, observe in Figure 7) XAt this complexity reduction may be
as high as’5% atSNR?””“” = 2 dB, when the open EXIT tunnel created by haviNg;,; = 7
becomes rather narrow. The attainable complexity redudtioreases even further to ab&3t%,
when the open EXIT tunnel becomes wideSafR¢"*!! = 4 dB, as also seen in Figure 7.17(b).

Importantly, we would like to point out here that the simpkt powerful adaptive SD mech-
anism proposed for the MSDSD in Section 7.4.3.1 may be alpbeabto the coherent SD-aided
iterative receiver of Chapter 3 for the sake of reducing therall iterative-detection-complexity.
More specifically, the candidate-list si2g,,,; may be adaptively increased based on the same phi-
losophy used by the adaptive-window-duration aided schdumiag the iterative detection process,
since the EXIT curve is shifted upward as the value\gf,; increases, as observed for example
in Figure 3.2 of Section 3.2.1.3. The principles of the genadaptive SD mechanism invoked in
iterative receivers are summarized in Table 8.4 along wstmiajor characteristics.
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8.2 Transmit Diversity Schemes Employing SDs

A multi-layer tree search mechanism was proposed for SDshiapt@r 4 in order to facilitate
its application in STBC-SP-assisted MU-MIMO systems in ititerest of achieving a near-MAP
performance at a low complexity. Based on the philosophyhefrmulti-layer tree search, we
also adopted the SD algorithm at the BS for the differentiatodulated user-cooperation based
cellular uplink scenario of Chapter 5 for the sake of joirattyd non-coherently detecting the multi-
path signals transmitted by the source and relay nodeselartBuing Section 8.2.1 the idea of the
multi-layer tree search aided SD will be briefly echoed diettd by the summary of its applications
in the above-mentioned transmit-diversity-oriented eayst in Section 8.2.2.

8.2.1 Generalized Multi-Layer Tree Search Mechanism

Multi-dimensiona
Root Tree Node

et

Figure 8.3: Generic multi-layer search tree.

In comparison to the tree search of Section 2.2 conductetidogdnventional SD algorithm,
where each tree node is a single dimension associated withiahsymbol point transmitted from a
specific transmit antenna, the tree node of the genericaykir search tree depicted in Figure 8.3
may be constituted of a number of symbol candidates trateinitom multiple spatially seper-
ated antennas of either a particular user or of differentsised thus may be of multi-dimensional
nature. Actually, the generic multi-layer tree search netm of Section 4.3.2.3 includes the con-
ventional single-layer tree search as a special case, Weesignals transmitted from different an-
tennas are uncorrelated with each other. In other wordspnwteesignals transmitted from different
antennas are jointly designed as, for example, experiendbg STBC-SP-aided MU-MIMO sys-
tem of Section 4.2.2.1 or exhibit correlations as, for eximpancountered in the user-cooperation
based systems of Section 5.3.1, the multi-layer tree sedrSkction 4.3.2.3 has to be invoked.

8.2.2 Spatial Diversity Schemes Using SDs

It was argued in Section 4.2.2.1 that combining orthogamaismit diversity designs with the prin-
ciple of SP is capable of maximizing the achievable codingaathge. The resultant STBC-SP



8.2.2. Spatial Diversity Schemes Using SDs 262

scheme was capable of outperforming the conventional gothal design based STBC schemes
in the SU-MIMO scenario. Specifically, the STBC-SP schem&eétion 4.2.2.1 combines the
signals transmitted from multiple antennas into a joint £$ign using the SP scheme, as demon-
strated in Figure 4.4. However, existing MU-MIMO designskeao attempt to do so, owing to
the associated complex detection. We solved this complgxiblem by further developing the
SD for the detection of SP modulation using the proposedifayler tree search mechanism in
Section 4.3, because SP may offer a substantial SNR reduettbough at a potentially excessive
complexity, which can be reduced by the multi-dimensionsg search based SD of Section 4.3.2.
Explicitly, the K-best SD algorithm designed fodadimensional SP modulation scheme was sum-
marized in Section 4.3.2.3. The enhanced coding advantddgevad by the STBC-SP is indicated
by the increased area under the corresponding EXIT curvenirast to that associated with the
conventional STBC scheme, as observed in Figure 4.9 of @edtB3.3. More particularly, as a
benefit of employing the SP modulation, performance gairiscofiB and3.5 dB can be achieved
by 16-SP and256-SP modulated systems 8cenario landScenario Ilof Table 4.2, respectively,

in comparison to their identical-throughput QAM-basedrdeparts, given a target BER o0+
andN,,,s = 128, as observed from Figures 4.10(a) and 4.10(b) of SectiaB.4.3

Although co-located multiple transmit antenna aided diitgrtechniques are capable of miti-
gating the deleterious effects of fading, as noted in Chiaptéd is often impractical for a pocket-
size terminal to employ a number of antennas owing to itstéichsize and cost constraint. For-
tunately, another type of transmit diversity, namely, thecalled cooperative diversity relying on
the cooperation amongst multiple single-antenna-asktsteninals may be achieved in multi-user
wireless systems. On the other hand, a more realistic uggrecation mechanism requiring no
CSl was advocated in Chapter 5, which was based on diffatgnéncoded transmissions and on
non-coherent detection techniques. Hence they circunthenpotentially excessive-complexity
channel estimation as well as the high pilot overhead eneoeth by conventional coherent de-
tection aided cooperative systems, especially in mobiler@mments associated with relatively
rapidly fluctuating channel conditions. The ML-MSDD teadiumé of Section 5.2.1 was introduced
in support of user-cooperation in the context of the malier tree search based SD algrithm of
Section 5.3.3.4, for the sake of rendering the system rdbushe-selective propagation environ-
ments at an affordable complexity, leading to a MSDSD-aidiffdrential user-cooperation based
system. The characteristics of the uncoded MSDSD-aideglezative systems using both the DAF
and DDF schemes of Sections 5.3.2.1 and 5.3.2.2 are comgadeslimmarized in Table 8.5. Note
that during the MSDSD design procedure adopted for difféatiyp encoded cooperative systems in
Section 5.3.3, we relied on the assumptions that both tmakand noise received at the BS in the
DAF-aided system obey complex Gaussian distributions latthe source’s signal can always be
error-freely decoded prior to forwarding it to the BS in thBBP-aided system. This allowed us to
significantly simplify the associated MSDSD design protdemhile still being able to construct a
powerful non-coherent detector, which is substantiallyemobust to the effects of mobile environ-
ments than the CDD. Finally, since the SD devised for bothiSRBC-SP-based non-cooperative
MU-MIMO system of Chapter 4 and for the differentially enealduser-cooperation-based system
of Chapter 5 employs the multi-layer tree search mecharntisensalient features concerning the
multi-dimensional search tree are summarized in Table 8.6.
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Characteristics Comparison of the Channel-Uncoded DAF- ad DDF-Aided Cooperative Systems
DAF DDF Remarks
Sensitivity to SR Link modest strong see Fig.5.14

Potential Drawbacks

noise amplification

error propagation

see Eq.(5.62) for DAF & Fig.5.13 for DDF

MSDSD Design
Assumptions

Gaussican distributed
received signal & noise

error-free de-
coding at RS

reasonable assumptions significantly
simplify the MSDSD design problem

Complexity at Relay

low (amplify)

high (decode

and re-encode

E2E performance improves as more com-

putational efforts put into RS, see Fig.5.15

SR Link vs RD Link

equally important

SR link
is more

important

exchangeability of SR & RD links for DAF
system is seen in Eq.(5.60) & Fig.5.19, SR
link’s importance for DDF is seen Fig. 5.22

Performance Gain
Achieved by MSDSD

error-floor completely

eliminated

error-floor comp-

letely eliminated

see Fig.(5.18) for DAF,
see Fig.(5.21) for DDF

Table 8.5: Characteristics of the DAF- and DDF-aided cooperativeesystof Sections 5.3.2.1
and 5.3.2.2.

Generic Multi-Layer Tree Search Based SD in Two Particular Applications

STBC-SP-Based MU-MIMO
System (Chapter 4)

the SP-aided joint ST designed
signal transmitted by each usaer,
see Eq. (4.52)

number of antennas per usérl{)

Differential User-Cooperation-
Based System (Chapter 5)

the equivalent user-cooperation
Tree Node Representation based ST signal transmitted by

the source and relays, see Eq. (5.46)

Tree Node Dimension number of cooperating userd)

Tree Node Structure column vector diagonal signal matrix

Table 8.6: Generic multi-layer tree search based SD in two participatieations.

8.3 SD-Aided MIMO System Designs

8.3.1 Resource-Optimized Hybrid Cooperative System Desig

Although it was shown in Chapter 5 that the maximum attamaiglatial diversity gain can usu-
ally be achieved by the differentially modulated user-arafive uplink system, the achievable
end-to-end BER performance may significantly depend on pleeific choice of the cooperative
protocol employed and/or on the quality of the relay chanfiélerefore, the resource allocation
arrangements employed by the cooperative cellular upliaknely the transmit power allocaton
and the RS’s geometric location, play a vital role in achigvihe best possible performance. In
order to achieve the best possible BER performance, a feerisliouce-optimized adaptive hybrid
cooperation-aided system was designed in Chapter 6. Thespanding system design procedure
based on the major findings of each section of Chapter 6 is suipead in Table 8.7. More specifi-
cally, the associated theoretical performance analysssoagied out for both the DAF- and DDF-
aided cooperative systems in Sections 6.2.1 and 6.2.2atagly. The derived exact end-to-end
BER expression of Eq. (6.40) for the DAF-aided system wasifsigntly simplified by assuming
a high SNR and by using the same technique as in [128], reguitithe tight BER lower bound
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Resource-Optimized Differentially Modulated Hybrid Cooperative System Design Procedure

1). For DAF systems, the simplified high-SNR-based BER lowemigoof Eq.(6.48) was

Theoretical BER found to be tight in Fig.6.5;

Performance Analysis | 2). For DDF systems, based on the worst-case PLR of Eq.(6.58¢ &S, the BER

(Section 6.2) upper bound of Eq.(6.56) closely captured the BER’s depsryden the SNR in Fig.6.6.
i} 1). Criterion: minimum-BER,;

Resource-Allocation 2). Optimized resources:power allocation & RS location;

Optimization 3). Benefits:performance gain (see Figs.6.9 and 6.14) & detection-cexitglreduction

(Section 6.3) (see Fig.6.12(b)), which may be enhanced by iterative pa@esus-RS-location optimi-

zation schemes (see Figs.6.11 and 6.17).

1 1). Sensitivity to the SR link quality: DDF system’s performance degrades more rapidly
Comparative Studies of | for a poor SR link quality (see Fig. 6.18);
Resource-Optimized 2). Effect of the packet length:the DAF system’s performance is independent of the em-
DAF and DDF Systems | ployed packet lengtf ¢, while its DDF counterpart’s performance is sensitivé jo(see
(Section 6.4.1) Fig. 6.16);
3). Resource allocation:DAF and DDF systems exhibit complementarity (see Fig.6.19,
Tables 6.5 and 6.7).
i} 1). Goal: exploit the complementarity of the DAF and DDF systems ireottd design a

Resource-Optimized more flexible resource-optimized hybrid cooperative syste
Hybrid System Design | 2). Mechanism: cooperative protocol employed by the activated RS is adglgtchosen
(Section 6.4.2) in the interest of achieving the best BER performance.

3). Benefits:improved performance (see Fig.6.21)

Table 8.7: Resource-optimized differentially modulated hybrid cexgiive system design proce-
dure.

of Eq. (6.48), as characterized in Figure 6.5, which wagiviali high SNRs. As to the DDF-aided

system, the BER upper bound of Eq. (6.56) was derived foritigesrelay-assisted system as an
example based on the worst-case PLR of Eq.(6.52) at the Righwifas shown to be capable of
closely capturing the dependency of the BER on the SNR, asisddgure 6.6.

The above-mentioned power allocation and RS location tefeschemes were investigated for
both the DAF- and DDF-aided systems in Section 6.3 With tdeo&iour theoretical BER results
of Section 6.2. More patrticularly, based on the minimum-Bé&erion, the APC schemes of the
DAF- and DDF-aided system were devised in Sections 6.3rd16a3.2 respectively, which were
capable of achieving significant performance gains by figpdire optimum power allocation for a
given RS location arrangement, as depicted in Figures)ea@@6.14(a). On the other hand, based
on the observation of Figures 6.9(b) and 6.14(b) we fountttigeachievable BER is proportional to
the distance between the cooperating MS and the optimum é&da. Hence the CUS schemes,
which were contrived for both the DAF- and DDF-aided systemSections 6.3.1.2 and 6.3.2,
respectively, simply activate the RS closest to the optirfagation from the available RS candidate
pool, resulting in substantial performance improvemesgsybserved in Figures 6.11 and 6.17. For
the sake of achieving the globally optimum resource allooaiterative power-versus-RS-location
optimization was also carried out in Sections 6.3.1.2 aB26as illustrated in Figures 6.10 and
6.15. Remarkably, apart from having an enhanced BER pediocay the complexity imposed
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by the MSDSD of Chapter 5 can be also significantly reducedrgleying the CUS and APC
schemes in the context of rapidly fading channels, as obdén/Figures 6.12(b) and 6.13(b).

Due to the different levels of sensitivity to the quality b&tSR link as seen in Figure 6.18, the
optimum resouce allocation arrangements corresponditigettwo above-mentioned systems may
be quite different, as revealed by our comparative studi&ection 6.4.1. Specifically, as indicated
by Table 6.5, it is desirable that the activated cooperakit® are roaming in the vicinity of the
source MS for the DDF-aided system, while the cooperatingrivé@ning in the neighbourhood
of the BS are prefered for its DAF-aided counterpart. Additilly, in comparison to the former
system, a larger portion of the total transmit power showdlocated to the source MS in the
context of a DAF-aided system. Furthermore, in order to@kghe complementarity of the above-
mentioned cooperative systems, a more flexible resoudatiaptl adaptive hybrid cooperation-
aided system was proposed in Section 6.4.2, where the ptatomployed by a specific cooperating
MS may also be adaptively selected in the interest of aamigthie best possible BER performance.
Thus, the DAF and DDF cooperative protocols may co-exishingame cooperative network. As
an example, the operations of the hybrid cooperative @lluplink system are summarized as
follows:

[1] Determine the DAF and DDF areas between the source MS and $hieyRalculating the
globally optimum RS locations via the proposed iterativev@eversus-RS-location opti-
mization scheme.

[2] Inorder to exploit the complementarity of the DAF and DDFegties, activate an RS in each
above-defined areas, which is situated closest to the diobptimum location.

[3] Adaptively calculate the power allocation solution basedhee actual locations of the acti-
vated RSs.

8.3.2 Near-Capacity Cooperative and Non-cooperative Sysin Designs

For the sake of achieving a performance, which is close teyistem’s capacity, we devised a
low-complexity near-capacity system design with the aich@dr-optimum SDs for both the non-
cooperative and cooperative MIMO systems in Section 3.4 Saction 7.4, respectively. The
near-capacity design of the former system, which is redteesh EXIT curve matching problem,

serves as the fundamental method of achieving the cooperagtwork’s capacity for the latter sys-
tem, since the joint source-and-relay mode design proeeofuthe single-relay-aided cooperative
system can be decoupled into two separate EXIT curve matghivblems.

For the non-cooperative MIMO system, the near-capacityesysiesign procedure is sum-
marized in Table 8.8 along with its corresponding URC-aittede-stage receiver structure. To
be specific, in order to approach the channel capacity of imecooperative MIMO system, we
demonstrated in Section 3.4.1 that the iterative decodimgergence of this two-stage system may
be improved by incorporating a URC having an infinite impukssponse, which improves the ef-
ficiency of extrinsic information exchange, as observedigufe 3.39(a). More particularly, the
URC-aided inner decoder’s EXIT curve of Figure 3.39(a) isatdie of reaching thél, 1) point by
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Near-Capacity Design for Coherent-Detection-Aided Non-Goperative MIMO Systems

MIMO Detector Unity-Rate-Code Channel Decoder

Three-Stage Low-complexity near- Has an IIR, hence efficiently | IrCCs [116], fixed
Receiver Structure | capacity center-shifting  spreads the extrinsic informa-| average code rate,
LSD of Section 3.2.3.3| tion & improves the iteration gain shaped EXIT curve
Key Method EXIT curve matching algorithm of [117]

1). Set the effective target throughput;

Design Steps 2). Find the theorectical minimum SNR supporting the targetdnaission rate;

3). In order to achieve a near-capacity performance at low cexitp| generate the
combined inner URC-SD decoder’s EXIT curve at higher-thanessary SNR;

4). Design the IrCCs for the average target rate using EXIT coratching.

Table 8.8: Near-capacity design for non-cooperative coherent-tiete@aided MIMO systems.

having a lower starting point, which in turn yields a reduesbr floor and a higher SNR thresh-
old, above which decoding convergence to a vanishingly I&RBecomes possible. Furthermore,
this slightly more complex three-stage system architecfiows us to use a low-complexity SD
having a significantly reduced candidate list si¥g,,;. Alternatively, a reduced signal-to-noise
ratio (SNR) is required. For example, as depicted in Figu#a8, given a target BER df0—>
and N, = 32 for the SD, the three-stage receiver is capable of achiexipgrformance gain
of 2.5 dB over its two-stage counterpart in a rank-deficient SDMRDIM 4QAM system support-
ing U = 8 co-channel users and employi®g = 4 receive antennas at the BS, namely, in an
(8 x 4)-element system. For the sake of further enhancing the-stege concatenated receiver,
the proposed iterative center-shifting SD scheme of Se@&id.3.3 and IrCCs of Section 3.4.3 are
intrinsically amalgamated, leading to an additional perfance gain o2 dB, as also observed in
Figure 8.4(a).

Figure 8.4(b) depicts the computational complexity - whichuantified in terms of the number
of PED evaluations corresponding to the tefof Eq.(2.24) - imposed by the SD versus g’ Ny
value for the above-mentioned receivers. The number of REiations carried out per channel
use by the system dispensing with the center-shifting selremains as high as 13,652, regardless
of the SNR and the number of iterations, since we assume aisuffiy large buffer size to store
the resultant candidate list in order to eliminate the needigt regeneration. On the other hand, in
the presence of the center-shifting scheme, the candidatek to be regenerated at each iteration,
but nonetheless, the total complexity imposed by the ceshtiéting based SD of the two-stage
receiver is substantially reduced, as seen in Figure 8.4{k)can also observe from Figure 8.4(b)
that the center-shifting(-best SD employed by the IrCC-aided three-stage systeng tisegnnear-
capacity design of Section 3.4.1 imposes a computatiormaptaxity, which is even below that of
its center-shifting-aided two-stage counterpart, whikieving a performance gain @fdB at the
target BER ofl0~°, as seen in Figure 8.4(a). Hence, the significant complesityction facilitated
by the proposed SD scheme in the context of the three-stagvee outweighs the relatively small
additional complexity cost imposed by the URC, which onlyptogs a two-state trellis, leading
to an overall reduced complexity. Furthermore, in additiothe complexity reduction achieved
by the proposed scheme, another benefit is the attainable@meeduction, since there is no need
to store the resultant candidate list for the forthcomimgations. As a result, the memory size
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Figure 8.4: Near-capacity design for the coherent-detection-a{@ex 4)-element SDMA sys-

tems. All the system parameters were given in Table 3.1.

required can be substantially reduced by having signifigaatiuced values aN,,,,; andK.

Prior to outlining the near-capacity design principlestf@ DDF-aided user-cooperation based
system of Section 7.4.3, the corresponding DCMC capacitygquantified in Section 7.4.1 in com-
parison to that of its classic direct-transmission basadhtpart in order to answer the grave
fundamental question, whether it is worth introducing @rative mechanisms into the develop-
ment of wireless networks, such as the cellular voice and datworks. This is because when a
cooperative wireless communication system is designepigmach the maximum achievable spec-
tral efficiency by taking the cooperation-induced multqphg loss into account, it is not obvious,
whether or not the repetition-based relay-aided systerarbes superior to its direct-transmission
based counterpart, especially, when advanced channeigeelthniques are employed. It was
observed in Figure 7.12 of Section 7.4.1 that when the dvecalivalent SNR is relatively low,
the single-relay-assisted cooperative system exhibiigréfisantly higher capacity than its direct-
transmission based counterpart in typical urban cell@dior scenarios, e.g. when having a path-
loss exponent 0b = 3. However, the achievable capacity gain may be substantietluced, if
we encounter a free-space propagation scenario [2f ke 2, since the reduced-path-loss-related
power-gain achieved is insufficiently high to compensatéife significant multiplexing loss inher-
ent in the single-relay-aided half-duplex cooperativeteays Moreover, as the overall equivalent
SNR increases to a relatively high value, there is no bemefikioking a single-relay-aided cooper-
ative system, since its capacity becomes lower than théeotdnventional point-to-point system.

Then, based on the investigation of the single-relay-gssiBDF-based cooperative system’s
DCMC capacity detailed in Section 7.4.1, we proposed a jgadtamework of designing a coop-
erative system, which is capable of performing close to #tevark’s corresponding non-coherent
DCMC capacity. Specifically, based on our low-complexitameapacity design criterion, a novel
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Near-Capacity Design for Non-Coherent-Detection-Aided Goperative MIMO Systems

Ir-DHCD Source’s transmitter: URC-aided three-stage transmitter employingCs
coding with code rateRs, in order to achieve near-capacity SR transmission.
(source+relay,| Relay’s receiver: URC-aided three-stage receiver employing the MSDSD.
Transceiver | Fig.7.13) Relay’s transmitter: two-stage receiver employidgCC, having a code rate
of R,, an interleaver is added before th€C, to facilitate distributed turbo
decoding at the BS.

Structure Ir-DHCD Destination’s receiver:

decoding 1). constituted of two parts: first part is a three-stage recédantical to
(destination, | relay’s receiver iterative decoding the signal receivedrivadcast phase;
Fig.7.14) second part is a two-stage receiver corresponding to eeteansmitter,

iterative decoding the signal received in relay phase.

2). extrinsic information exchanges between the first and skpans.

1). Choose a specific network’s effective throughput, basedlinwR; andR; are calculate;
2). Find the theoretical minimum overall equivalent SNR sufipgrthe target overall trans-
mission rate according to the imperfect-SR-link based agtts DCMC capacity of Fig.7.12;
Design Steps| 3). Carry out the near-capacity design for the SR link’s traissioi following the design steps
for the P2P system of Table 8.8;

4). Determinel

nerl andI? , 0f Fig.7.14 based on the low-complexity near-capacity cri-

mner.
terion, as shown in Fig.7.19;

5). Similarly, determine?

m

sers Of Fig.7.14 as shown in Fig.7.20.

6). DesignIrCC, for the average ratB,, so that a narrow-but-open EXIT tunnel emerges be-

tween the EXIT curves associated with the first and secortd pathe BS's receiver.

Table 8.9: Near-capacity design for non-coherent-detection-aidegerative MIMO systems.

Ir-DHDC coding scheme was contrived, which was depictedguie 7.13 in Section 7.4.2 for the
DDF-aided cooperative system employing the low-compjegitSO iterative MSDSD scheme of
Section 7.3. The SISO MSDSD was shown to be capacity-actgefdr the direct transmission
over time-selective block fading channels, as shown ineigu7, provided that the observation
window sizeN,,;,,; employed was equal to the fading block lendih On the other hand, in order
to enhance the coding gain achieved by the repetition codstitated by the relay-aided system,
while maintaining a high cooperative diversity gain, thasslic turbo coding mechanism was intro-
duced into the DF aided cooperative system by interleaiegRS’s estimated source data prior
to re-encoding it, as seen in Figure 7.13 of Section 7.4.Qyltiag in the so-called distributed
turbo coding philosophy. Furthermore, in order to achiexarrcapacity transmissions between the
source and relay, a URC-aided three-stage serially comataig transceiver employing the IrCCs
of Section 3.4.3 may be employed in the single-relay-aid&F Rooperative system of in Fig-
ure 7.13 together with the corresponding three-stagewercemployed by the RS. According to
the principles of the distributed turbo decoding mecharpsoposed in [142], at the destination BS
the novel iterative receiver of Figure 7.14 is used for daugdhe Ir-DHCD coded signal received
from the source and relay nodes. More explicitly, we havedimtively decode the signal received
during the broadcast phase and the relay phase, respgcfoledwed by the classic extrinsic in-
formation exchange between the two. The near-capacityesietpy-assisted cooperative system
design procedure of Section 7.4.3 is summarized in Tabl@l®®g with the proposed Ir-DHCD
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coding scheme of Section 7.4.2.

It was clearly shown in Figure 7.23 that upon using the nepacity system design of Sec-
tion 7.4.3 the proposed Ir-DHCD coding scheme becomes tapdiperforming within abou
dB and1.8 dB from the corresponding single-relay-aided DDF coopegatystem’s DCMC ca-
pacity for the free space environment associated wits 2 and for the typical urban scenario
associated witly = 3, respectively. Furthermore, an SNR gain0e5 dB can be achieved in a
free space scenario by the direct-transmission basechsyster its single-relay-aided cooperative
counterpart, given a bandwidth efficiency@®47 bits/s/Hz, as shown in Figure 7.23(a). However,
in a typical urban area cellular radio environment, the Istmglay-aided cooperative system be-
comes capable of significantly outperforming the direabémission based system, requiring an
overall transmit power which is aboRt5 dB lower than that necessitated by the latter in order to
achieve an infinitesimally low BER, while maintaining a beudth efficiency 0f0.43 bits/s/Hz,
as depicted in Figure 7.23(b). Therefore, in line with owdictions made in Section 7.4.1.2, it
was observed from Figures 7.23 and 7.24 that for a giventtéayedwidth efficiency, the single-
relay-aided cooperative system does not necessarily igie@ra performance superior to that of the
conventional direct-transmission based system.

8.4 Future Research Ideas

e Apriori-LLR-Threshold-Assisted MSDSD in Channel-Coded Cooperative Systems:In
Chapter 3 the ALT scheme was proposed for the coherent S&taion-cooperative MIMO
OFDM system in order to achieve the required complexity ¢dda. Similar ideas can be
employed in the non-coherent SD-aided cooperative systerfufther reducing the com-
plexity imposed.

e DSTBC/DSFBC-SP Aided Cooperative SystemsDSTBC/DSFBC scheme can be em-
ployed in the MSDSD-aided cooperative OFDM system in orddutther improve the at-
tainable transmission efficiency. Moreover, the spher&ipgcscheme of Chapter 4 can be
also employed to jointly design the ST signals transmittechfdistributed multiple antennas
for the sake of further improving the achievable perfornganc

e Resource Allocation for Channel-Coded Near-Capacity Diférential Cooperative Sys-
tems: Given the importance of resource allocation in the uncod#édrential cooperative
system of Chapter 6, it is worthwhile investigating coopigearesource allocation schemes
designed for the channel-coded differentially encodegetative systems.

e Successive-Relaying-Aided Differential Cooperative Syams: As revealed in Chapter 7,
the single-relay-assisted DDF cooperative system doeguamaintee a superior performance
in comparison to that achieved by the conventional dinerigmission based system, ow-
ing to the significant multiplexing loss inherent in the hdilfplex relaying mechanism. In
order to recover this multiplexing loss, a successive itagooperative protocol may be
introduced in the differentially modulated cooperativetsyn.

¢ Interference-Limited Multi-User Differential Cooperati ve Systems:In this treatise we
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considered a single-source differentially encoded catjwer system in order to investigate
the achievable diversity gains. However, it is worth inigegting how to improve the fun-

damental tradeoffs between the achievable multi-pathrgityegain and multiplexing gain

in the context of interference-limited multi-user sceaarielying on half-duplex relay net-
works.
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