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ABSTRACT
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Doctor of Philosophy

by Narcis M. Ursache

This research is concerned with the design of adaptive structures for achieving global

multi-shape morphing aerodynamic configurations, by using slender structures. The

proposed methodologies pursue two threads towards global optimisation of morphing

structures, by providing means of aerodynamic enhancement, using efficient structural

shape optimisation. A heuristic approach is proposed in this work that enables morphing

through a range of stable cambered airfoils to achieve aerodynamic properties for dif-

ferent manoeuvres, with the benefit of low powered actuation control. This allows large

changes in shape by exploiting a range of incremental non-linear structural solutions

while keeping prescribed flow characteristics on an aeroelastically stable airfoil. Such

an heuristic argument provides basis for global shape control of three-dimensional wings

and is applied to aerodynamic design to provide enhanced roll control. A hierarchical

strategy is employed, interleaving parameterisation enhancement followed by structural

optimisation into the aerodynamic design process, such that the design paradigm, in

conjunction with global approximation techniques, is emphasized by enhanced roll while

drag is minimised. This figure of merit is complemented by structural metrics and

constraints so as to maintain product integrity.
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M Mach number

σ variance of a Gaussian distribution

αi, βi hyperelastic material parameters

µ0 initial shear modulus

µi shear modulus coefficients

νi Poisson coefficient

τ Kirchhoff stress

ǫ strain

gi constraint functions

x vector of design variables

w optimised displacement field

wt target displacement field

ni maximum number of increments

np maximum number of structural grid points

a structural displacement bounds

CL, Cl lift coefficient

Cm pitching moment coefficient

CD drag coefficient

CP pressure coefficient

CM roll moment coefficient

R2 coefficient of determination

LEij component ij of logarithmic strain

Re Reynolds number

N order of a hyperelastic material

sij component ij of Cauchy stress tensor

sspan semispan

YCP y position of centre of pressure
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Chapter 1

Introduction

1.1 Morphing - Motivation and Challenges

The recent advances in new materials and structures have created much interest in bring-

ing to life adaptive structures that can ‘morph’ through different states and meet specific

environment requirements or mimic nature. Much of these technologies and applications

allow large changes in shape to maximise performance and efficiency. In particular, this

translates into the need for an optimum flight envelope, specific reconfiguration during

different mission segments, improved manoeuvrability, increased survivability, optimum

weight, etc. Aircraft efficiency also implies manufacturer’s and operator’s effort, as

energy or monetary units (Gilyard et al. (1999)) to achieve a favorable airframe config-

uration. This requires a design paradigm to control mainly the aerodynamic features

during the adaptation to the new environment.

Flow control represents the sine qua non of the aerodynamic morphing concept. The

study of interaction between fluid dynamics and structures (normally referred to as FSI)

has matured in the latter part of the 20th century, to provide means of changing mis-

sion environments during flight. Such technologies can be easily claimed by pioneering

polymorph planes, e.g., the tilt-rotor V-22 Osprey, swing-wing F-111 Aardvark or F-14

Tomcat. The difficulties of accommodating additional mechanisms for variable geome-

tries and low fuel efficiency make it very difficult to achieve significant advancements in

this field.

The availability of new technology and improved analytical tools has, however, opened

up many new possibilities for multi-structural systems. Smart aero-structures and com-

pliant control surfaces have consequently become a potential way forward in the develop-

ment of adaptive wings. Enhancements for wings are being developed to improve their

efficiency in off-design regimes. Such implementations are, apart from variable plan-

form, related to effective camber through adaptive structural concepts (also referred to

1
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as flexible, deformable of active structures which allow control of the geometry to adapt

to the required flow) or fluidic (mainly used to control the boundary layer such that it

is adapted to the geometry).

Modern wing morphing concepts require a structure within the wing that can continu-

ously change the shape of the wing in flight to alter the flow stream and achieve enhanced

or changed aerodynamic properties, without the hinge contour discontinuity associated

with articulated surfaces. There is a great deal of current interest among aircraft design-

ers in such shape control systems, primarily because engineers seek designs that have low

radar or acoustic signatures. An immediate pay-off of such technology is that hingeless

control surfaces augment roll performance and reversal speed (Khot et al. (1998), Gern

et al. (2002)).

Flapless, variable geometry airfoils are, of course, not a new idea. The original Wright

Brothers Flyer used a ”wing warping” concept to provide control, following developments

with gliders (Anderson (1978)). Ailerons had not been invented at that stage and the

Brothers suggested that their approach would provide benefit in flying an aircraft. Their

control system worked by pulling on a set of external steel wires which twisted the wing

tips relative to the rest of the wing.

1.1.1 Actuation Mechanisms, Smart Materials

Since the 1980’s researchers have investigated the use of fully-integrated smart struc-

tures for performance and shape control to enhance or mimic deformable flight devices.

In these cases, the wing becomes adaptive in the sense that it can change its profile

spanwise and chordwise to adapt to flow conditions by controlled transitions from one

airfoil shape to another, as required for a particular mission. The adaptive strategy

resides in geometry parameters that change globally or locally to enhance flight effi-

ciency. Global changes are desirable in the literature by means of mechanical actuation

approaches or compliant devices. On a local scale, deformable surfaces can be enhanced

or replaced by micro-surface effectors (e.g., piezoelectric actuators or shape material

alloys) or fluidic devices (e.g., synthetic jet actuators that adapt the boundary layer

to the geometry). Such approaches offer further potential for controlling the baseline

aerodynamic characteristics of the airfoil.

For global shape morphing, a number of complex schemes of internal actuators have been

proposed in the literature to augment the morphing concept. For instance, Austin et al.

(1994) proposed a model with active ribs by means of translational actuators to reduce

shock induced drag in cruise flight conditions. At an early stage of a such an approach,

flow control can be yet achieved by means of wing thickness change, based on optimised

lightweight and reliable actuation schemes. Extensive research into the physics of FSI of

the baseline morphing structure has been proposed by Gern et al. (2002). Their complex
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actuation scheme, used to deform a plate-like lambda wing, generates equivalent torsions

seeded at span-wise rib stations, thus making manoeuvre control of the aircraft possible.

For local shape changes, smart materials using piezoelectric actuators or shape memory

alloys (SMA) are mentioned in the literature. For instance, an experimental model has

been proposed by Seifert et al. (1998). The airfoil was seeded with piezoelectric actuators

chord wise and upstream of the separation point, to interact with the boundary layer.

Such an approach led to enhanced aerodynamic properties in terms of improved lift

coefficient and lift-drag ratio. Similarly, Munday and Jacob (2001) and Pinkerton and

Moses (1997) used an internally mounted piezoceramic Thunder actuator (i.e., Lead

Zirconate Titanate) to change the effective camber of the airfoil via a flexible skin, and

thus, control on the boundary layer separation is possible. The smart material deflection

is a priori driven by a voltage, and leads to augmented upper surface curvature, with the

benefit of enhanced lift and drag, but with an overall negative impact on aerodynamics

at low Reynolds numbers. Placed span wise, such actuators would provide an immediate

roll control, if deflected sequentially.

Chaundhry and Rogers (1991) investigated the use of external shape memory alloy

(SMA) actuators for shape control of beams. The structural deformation is a priori

determined by discrete span wise locations of the actuators. The deformation gradient

of the beam can be augmented if imperfections or eccentricities are considered, to trigger

post-critical regime, enhancing the authority of the actuator. Such behavior would not

readily be exhibited by bonded smart materials, however, as the strain actuation is rather

transversal. The study also shows that SMAs have a large stroke for modest bandwidth,

which is in contrast to piezoelectric actuator systems which feature small strain at high

frequency bandwidth, outlined by a similar example with a moon shape-like actuator

by Lalande et al. (1995). Such limitations are also emphasised in a comprehensive

review of structures and materials by Frecker (2003). Perhaps an optimised structure

might encapsulate both definitions of smart materials, to enhance its properties. The

performance of many mechanical structures, such as antenna reflectors and adaptive

wings is related to local shape control. Various adaptive shape systems applied in

conditions of high-precision operation and finite deformation have been investigated

Balas (1985), and Yoon et al. (2000) using piezoelectric actuators.

The use of smart structures such as compliant mechanisms to achieve local shape con-

trol has also been suggested by Saggere and Kota (1999). Such mechanisms rely on

flexible structures that can deform the attached surface under an input actuation. The

performance of the actuation is strictly related to the output to the environment and usu-

ally involves truss/beam structures that need to be optimised to keep the aerodynamic

surface smooth. This synthesis method proved to be viable for practical applications,

but still required design experience or intuition. A more generalised scheme of two-

dimensional compliant mechanism systems with multiple output points, has been been

approached in Lu and Kota (2003) for the topology and dimensions of the structure.
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Such problems are often tackled by inverse design of a morphing boundary, where a

metric with respect to a target boundary is achieved.

1.1.2 Flow Control Devices

The morphing concept applies not only to structural deformations, but also to local flow

control, by means of passive, active or reactive techniques that mimic effective camber

and optimise aerodynamic forces. The passive methods are the simplest and seek to shed

the laminar flow by inducing a favorable pressure gradient. Vortex generators (which

re-energise the boundary layer and prevent flow separation), porous surfaces (Rasheed

(2001)) or stall strips (which disturb the boundary layer and so preserve maximum lift

capability, but deteriorate handling qualities) are just a few techniques that fall into this

category. Active control devices reshape the boundary layer through an open or closed

loop control methodology. These methods have come a long way since 1950-1960’s,

when experiments on cross-flow instabilities on swept wings had been performed using

suction(Carmichael and Pfenninger (1957) and Carmichael et al. (1957)). Subsequent

experiments had been performed on the F-111 and F-14 and also the F-16XL for laminar

flow control by NASA (Norris (1994)) and the tail fin of an A320 (Collier (1993)).

Similarly, blowing, synthetic jet actuators, and solid surface relative motion have all been

tried. Reactive control is characterised by a closed loop control technique in order to

delay separation and imply more complicated structural schemes and in-depth knowledge

of instability waves under controlled acoustic or vibrating environments.

By and large, passive devices are built from miniature surface-mounted obstructions to

control turbulence and onset or spread of boundary layer separation, whereas active

controllers tend to rely on tubes and pumps within the enclosure of the wing, leading to

significant weight increase, but with the pay-off on improvement of flight characteristics.

For instance, Crowther (2005) made use of jet vortex generators to control relaxation of

high lift devices, by recovering the effective camber. Similarly, the effectiveness of such

virtual reshapes is studied by Gilarranz et al. (2005a,b) at high angles of attach with

variable exit slot geometry, for full-scale flow control applications, whereas Chatlynne

et al. (2001) and Chen and Beeler (2002) studied the same profiles under low incidences,

with diminished virtual shape control if the jet is under the separated flow.

1.1.3 Wing Morphing Programs

Given such a strong theoretical background, US government sponsored research pro-

grams have developed applications to investigate their feasibility in practice. The De-

fense Advanced Research Projetcs Agency (DARPA)/NASA/Air Force Research Lab-

oratory (AFRL) project, led by a Northrop Grumman Corporation (NGC) team, was

built on the Smart Wing Program (SWP). Its purpose was to explore the benefits of
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smart materials and structures in aircraft structures. In the first phase, the program

developed adaptive wing structures based on mechanical actuation and SMAs to provide

optimal aerodynamic shapes, with performance gains on pitching moment and roll mo-

ment (Sanders et al. (2003), Scherer et al. (1997), Kudva (1999), Martin et al. (1999)).

In another programme, rigid link mechanisms were used for the Mission Adaptive Wing,

which was developed on a F-111 test bed (Bjarke (1990)), where automated electrical

systems (i.e., smoothing camber devices) replaced high-lift and lateral control to im-

prove stability (Gilyard (1997); Gilyard et al. (1999)). This ended in 2001, when the

program culminated with the demonstrations of hingeless control surfaces augmenting

aileron effectiveness and lift by 17% (Scherer et al. (1999), Kudva (2004)).

In the Active Aeroelastic Wing (AAW) programme, another AFRL/NASA effort, the

impact of aerodynamic forces on morphing surfaces was studied to enhance manoeu-

vrability of high-performance aircraft. The goal was a test bed of a full-size F/A-18,

with active controls and optimised structural aeroelastic performance (Voracek et al.

(2003); Diebler and Cumming (2005)). Significant roll control was gained by differential

actuation of inboard and outboard leading edge flaps, while reducing the wing weight

by up to 17 percent.

One of today’s most ambitious programs, funded by DARPA, the Morphing Aircraft

Structures programme (MAS) develops multidisciplinary technologies integrated into

the aircraft structure and aerodynamics. These studies are enhanced by previously

investigated approaches to provide systems robustness, aerodynamic performance during

complex military missions and the ability to morph without reconfiguration. Some

interesting designs have been proposed by the main contractors of the program, i.e.,

NextGen and Lockheed (Love et al. (2004)). University research level works are also

present in the literature: Neal et al. (2004) proposed a fully scalable morphed aircraft by

means of variable wing twist, camber, sweep and span; Cadogan et al. (2004) eliminated

mechanical actuation, by using inflatable wings on UAVs, and enhanced roll control is

achieved by means of piezoelectric actuators in lieu of the conventional hinge line.

Unmanned Air Vehicles (UAVs) have been a significant subject of interest over recent

decades. Historically, UAVs were designed to maximise endurance and range during

flight, but lately the role of aerodynamics on the UAVs has been emphasised, enhancing

the manoeuvrability in complex multi-role missions. The problems raised imply an

inherent trade-off between endurance-range and manoeuvrability within the same design.

This difficulty is investigated in Gano et al. (2003) on a buckle-wing UAV, by splitting

the initial one-shape wing configuration into two parts linked during morphing, with the

benefit of augmented coupled performance.

The morphing concept has also been successfully applied to Micro Air Vehicles (MAV)

(i.e., a small-sized class within the general class of UAVs). The benefits of low mass,

simplicity of design concept and low maintenance provide significant benefit for both
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military and civilian aviation. Lind et al. (2004) and Abdulrahim et al. (2005) proposed

several uncoupled active control laws for morphing of a MAV (i.e., twisted, curled and

gull wings) with high agility manoeuvring, but the results are somewhat limited due to

the aerodynamics and the lack of pressure sensors on the MAV.

1.2 Outline of the Thesis

Having briefly set out the background to existing morphing technology, this thesis con-

siders a novel approach for achieving global multi-shape morphing aerodynamic config-

urations by using slender buckled structures. This work pursues two threads towards

global optimisation, by providing means of aerodynamic enhancement during morphing

using efficient structural shape optimisation.

When controlling the shape of a wing, internal structures must be used. The displace-

ment field that results from the actuation function determines a structural-related metric

that is intrinsically linked to the overall aerodynamic performance of the system. Here,

such a metric is a priori derived by the structural configuration and the longitudinal

loading function through an outer cladding that forms the aerodynamic shape. Given

the space and weight restrictions that apply inside aircraft wings, design requirements

lead to the need for simple yet powerful ways of controlling the airfoil external shape.

Therefore, it is desirable to address some of the key problems identified in existing re-

search in this field, i.e., the complexity of the internal actuator schemes currently needed

(Kudva et al. (1995)), the difficulties associated with scaling them to relatively large,

heavily loaded airfoils and excessive power consumption (Stanewski (2001)).

Non-linear post-critical structural deformation theory provides the analytical background

for the global shape control law proposed in this thesis. Described in Chapter 2, the

non-linear considerations of slender structures are highlighted in broad terms for easy

access to the underlying theory.

To enhance the performance of the spinal structures, a two-pronged optimisation pro-

cess is performed. Chapter 3 provides the background to a number of parameterisation

schemes analysed in conjunction with the metrics chosen. The first metric is empha-

sised by a global structural optimisation following a single-shape morphing control law,

whereas the secondary metric is related to enhanced structural features of the spinal

structures, by means of multi-shape morphing control law.

Subsequently, Chapter 4 has a similar flavor, but from an aerodynamic perspective.

The aircraft structures are modeled for different flight conditions, and the aerodynamic

features of the optimum structural configuration are derived. Since a global structural

search would not guarantee a minima in the landscape of the aerodynamic function, a

secondary local search is necessary to augment the aerodynamic properties. These are



Chapter 1 Introduction 7

presented along with a static aeroelastic study of the multi-shape morphing optimum

airfoil.

Here, the optimised airfoils have been constructed from the beginning using an implicit

definition of four-digit NACA thickness distribution, but the mean camber line is con-

trolled by a deforming structure, since it is given by the spinal system. This approach

assumes a non-responsive aerodynamic cladding during deformation of the multi-shape

morphing airfoils. A means to improve upon the established implicit correlation be-

tween the spinal structure and the aerodynamic surface is investigated in Chapter 5.

This study adds a practical touch to the present global shape control law, by means of

a material fitness (the cladding), i.e., an inverse design of the constitutive parameters

of a hyperelastic material. This chapter also provides a background on material studies

for the subsequent optimisation studies.

Moving on to the three-dimensional case of the scheme investigated in this thesis, Chap-

ter 6 deals with global approximation of wings that provide good aerodynamic properties

and roll control. The global shape control approach is based on slender plates. Such

analyses usually rely on sequences of parameterisation, structural analysis and aerody-

namic assessment, and the large computational costs involved lead to the use of response

surface models in lieu of direct searches. The goal of this approach allows enhanced wings

that rely only on low power actuation systems (McGowan et al. (2002)).

Chapter 7 concludes with a summary of the steps achieved during this work, and em-

phasises the topics that need to be further investigated using the current approaches for

global shape control.



Chapter 2

Equilibrium Analysis of Slender

Structures

This chapter provides a summary of the theoretical background for slender structures.

To provide perspective for the use of spinal structures, the nonlinear control-state re-

sponses are discussed. Strategies for the numerical solutions of nonlinear equations are

emphasised to provide an insight into appropriate structural engineering analysis.

2.1 Global Shape Control Strategy

Wing morphing technology involves changing control surface shapes during flight to

provide varying aerodynamic properties (i.e., for changes in mission or maneuver). The

means of airfoil reshaping presented in the literature mainly focus on targeted local

changes using a flexible outer skin (see for instance the studies by Saggere and Kota

(1999) and Natarajan et al. (2004)). A flexible outer skin is also adopted here, but in

contrast to much of the work reported in the literature, the entire airfoil shape is altered.

This global reshaping is achieved by distorting a slender internal spinal structure which

is attached to a hyperelastic outer cladding that forms the aerodynamic surface of the

morphed airfoil. Since each manoeuvre during flight may require a different camber

configuration, the system proposed here morphs through a significant camber range

using an incremental loading scheme. This allows a series of target aerodynamic shapes

to be realised (in this study a set of NACA-four digit airfoils).

The spinal structure considered here is a simply supported Euler strut subject to an

eccentric load, as depicted in Figure 2.1 (n.b., the eccentricity is exaggerated in the

figure to highlight the asymmetrical nature of the loading). The unloaded strut is

connected to a flexible outer cladding of airfoil shape via a foam core (here a base-line

un-cambered NACA-four digit thickness definition is chosen for its analytical simplicity).

8
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Figure 2.1: Structural set up for morphing shape optimisation.

This provides a datum symmetrical shape, with the camber line identical to the neutral

fiber of the spinal structure. To change this shape the strut is loaded and allowed to

buckle so that the camber line of the airfoil is then curved, taking the foam core and

entire outer skin with it. Obviously, if the strut were uniform this would lead to a

half sine wave spinal shape (given by the first structural eigenmode) whose amplitude is

intrinsically controlled by the end point load - such a curve is not very helpful as a camber

line although, given the airfoil shaped foam core proposed, a range of airfoil shapes with

varying cambers is nonetheless generated. If, however, a strut with varying structural

properties is used (for example varying lateral stiffness, material, etc.) the strut ceases

to take up such a simple deflected shape when loaded. By suitable choice of material

properties, shapes that resemble camber profiles can then be derived. This naturally

leads to an inverse structural design problem that can be solved to achieve NACA-like

(or any other) camber shapes and thus a range of suitably cambered airfoils. Since

for airfoil definitions like the NACA series, the overall aerodynamic shape is separable

between thickness distribution and camber line, this means that the morphing process

can be made to sweep through an entire NACA series provided the spinal structure

deflects through the required series of camber shapes. Moreover this series of shapes

is generated using a single actuator - control simplicity being achieved by structural

sophistication. It is noted in passing that this basic idea could also be applied to control

of twist or dihedral by using appropriately placed struts.

As well as overall shape control, the adoption of a buckled spinal structure allows for

changes in shape with modest force levels. Figure 2.2 shows the impact of end forces

for struts with varying degrees of eccentricity in their end loading (n.b. here, a 1000

mm strut is discretised into 100 linear elements with width=8 mm and height=4 mm,

assuming its operational elastic range with Young’s modulus E=209 GPa and Poisson

coefficient ν = 0.3. The choice of this mesh density comes after a mesh sensitivity analy-

sis showed in Figure 2.3, with no significant solution improvement for meshes consisting

more than 100 elements. Consequently, throughout this work, the struts under investi-

gation consist 100 elements mesh density). It is clear that if the end loads are varied at

levels close to the critical Euler buckling load then large changes in deflections can be

achieved with modest changes in end force level. Therefore, in the work presented here

the structural systems proposed are operated with forces close to their critical loads.

Since the aim during operation is to move the spinal structure smoothly between a series



Chapter 2 Equilibrium Analysis of Slender Structures 10

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

w
max

/length

P
/P

cr

0.0005%
0.005%
0.05%
0.1%
0.3%
1%
10%

0 0.005 0.01 0.015 0.02 0.025

0.7

0.8

0.9

1

 eccentricity

Figure 2.2: Sensitivity of regular struts to eccentricity of loading (100 beam elements).

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

w
max

/length

P
/P

cr

10
100
1000
10000

0.01 0.02 0.03 0.04 0.05 0.06

0.75

0.8

0.85

0.9

0.95

1

number of elements

Figure 2.3: Mesh sensitivity of regular struts subject to 0.1% eccentricity of loading.



Chapter 2 Equilibrium Analysis of Slender Structures 11

of pre-defined camber line shapes it is necessary to find structures that deform through

such shapes during their post-buckling behavior - this is, of course, more difficult than

finding a strut that produces a single desired camber line at one fixed load value. To

solve this problem a non-linear finite element analysis is performed using an incremental

loading scheme (Wempner (1971), Riks (1972), Crisfield (1997)), with a static equilib-

rium being obtained after each load increment. This allows the full range of shapes

possible for any particular material layout to be assessed. Then, during design, optimis-

ers are used to try and match these shapes to a series of NACA camber lines by adjusting

the properties of the strut. Inevitably such matches cannot be perfect throughout the

range of loading but surprisingly good agreement can be achieved so that the resulting

sequences of wing morphs are remarkable close to the desired airfoil shapes. The quality

of these shape sequences are assessed in later chapters using full potential Computa-

tional Fluid Dynamics (CFD) simulations and compared to those of the target airfoils.

Even when there are slight differences between the shapes considered, the differences in

the resulting pressure distributions are modest. To minimise such differences, a second

optimisation process can be entered which seeks to further refine the structural design by

assessing a metric related to the achieved pressure distributions of the deformed airfoils

(i.e., least squares formulation), requiring linked CFD and structural analyses.

It should be noted that, throughout the structural optimisation sections, it is assumed

that the applied foam core on to the spinal structure exhibits a minimal volumetric

response. This assumption is made because of the prohibitive computational cost of a

full coupled analysis. Consequently, the airfoils constructed during optimisation are ab

initio based on the analytical definition of the four-digit NACA thickness distribution.

Means to improve upon established implicit correlation between the deflected spinal

structure and the theoretical airfoil surface are examined in Chapter 5.

2.2 General Introduction to Geometric Non-Linearity

An insight into the non-linear response of structures is necessary to capture large scale

deflection behavior via analytical mathematical algorithms or computational methods.

2.2.1 Sources of Non-Linearity

If there is a linear relationship between the applied loading function and the response

of a structural system, then a linear analysis suffices. In such cases the response of the

structure needs to be calculated only once, and then solutions may be superimposed

to determine the complete response of the system. This principle of solution assumes

that the same boundary conditions are used for all the solutions. If the stiffness matrix
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depends on the displacement, the flexibility can no longer be obtained by a linear anal-

ysis. In this case each solution must be defined and solved as a separate case and the

structural behavior is referred to as nonlinear.

There are four sources of nonlinearity in structural mechanics simulations:

• material nonlinearity - occurs at finite strains when the material yields and the

response of the structure becomes nonlinear. As material behaviour is dependent

on the current deformation state, variables such as temperature, pre-stress, elec-

tromagnetic fields, etc., may interact. The mathematical source of such behaviour

is defined by the general stress-strain relation σ = E(ǫ)ǫ.

Material nonlinearity also refers to time-independent behavior such as plasticity,

time-dependent behavior such as creep, viscoelastic/viscoplastic behavior with si-

multaneous creep and plasticity.

• displacement boundary nonlinearity, when the boundary conditions change dur-

ing the analysis (e.g., contact problems), and the state variables are mapped at

boundaries under affine transformations (i.e., rotation, translation, stretching).

• force boundary nonlinearity is related to non-conservative analysis enviroments,

such as aerodynamics, hydrodynamics (e.g., gust, wave loads). The loading func-

tion is dependent on the displacement field. In such cases, surface tractions are of

interest.

• geometric nonlinearity occurs whenever the magnitude of the displacements affects

the response of the structure. The kinematic constitutive equations encapsulate

second-order effects due to large deflections or rotations, initial stresses, load stiff-

ening or initial imperfections in geometry.

2.2.2 Levels of Analysis

Most engineering applications are based on structures that exhibit linearity in kine-

matics. Exceptions are slender structures that can no longer be described under the

linearity assumptions (i.e., the superposition principle and perfect elasticity under any

load function). These are crude assumptions which are physically un-realistic and often

contradictory. In reality almost all structures exhibit nonlinear response prior to reach-

ing their ultimate limit, usually characterised by moderately large displacements and

small strains.

In computational mechanics, one of the major objectives is to improve predictions for

quantities such as critical loads and equilibrium paths. This is not always an easy task for

the designer seeking to build a reliable model. Uncertainty regarding actual behaviour

depends on the analytical and computational tools that can, in some form, address issues
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related to boundary conditions, material behaviour, etc. Despite its obvious limitations,

linear theory can still provide a good approach in the vicinity of the reference state

(i.e., the linear side of the fundamental path provides uniqueness) but its usefulness

diminishes in problems with multiple branch equilibrium paths. The need to perform

nonlinear analyses also originates problems with time effects (e.g., crack growth, material

properties), push-over, crash analyses, etc.

Varying the boundary conditions and the type of the loading function, one can get

different equilibrium responses, as follows:

• A First-order analysis in elasticity is linear and neglects the higher order terms

in the strain-displacement relations. Responses to different load functions can be

achieved by the principle of superposition.

• A Second-order elastic analysis is strongly influenced by the nonlinear terms in

the kinematics equation and captures significant components of the applied forces

out of the initial directions of action (i.e., follower forces), caused by the geometric

changes in the structure. This approach can predict the existence of the bifurcation

points in the equilibrium path of the structure. Yet, this is not enough to yield

the subsequent equilibrium path after the branch. The higher nonlinear terms in

strain-displacement relations are required to establish the connection between the

axial and transverse displacement.

The stability response can be defined locally or globally as a matter of nonlinearity

magnitude on structure. Commonly, these are referred to as the P − ∆ or P − δ

effects. P − ∆ that is a global effect and refers to a combined axial load and

lateral deflection, which may lead to an overall structural instability, but has no

ability to reflect material nonlinearity, while the P − δ refer to the local collapse

or individual member buckling, taking into account the transverse deflection span

wise of slender members;

In Figure 2.4, the second-order equilibrium path shows some possible modes for

equilibrium:

(a) branching or bifurcation. At such points more than one response path is

possible and the structure dynamically takes off, following the lower-energy path;

(b) nonlinearity is gradually increased up to the elastic limit, i.e., a point which

reflects the system’s capacity in carrying additional load. Numerically, this is

a singularity for global stiffness, which can become negative (i.e., an unstable

region under a further loading). A decomposition of the stiffness can be followed

to detect the limit. The diagram shows a further instability (i.e., the response

branch between two limit points) which is referred to as snap-through. The change

of the sign of the second derivative of the equilibrium curve defines the two turning

points, which help to build the snap-through response, when the structure takes off
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dynamically (e.g., shallow arches). To a larger scale, the control-state response may

also exhibit an exaggerated form of snap-through, viz. snap-back, with a physically

realisable behavior between two turning points. Such response is exhibited mainly

by thin shell structures and trussed domes;

(c) a hardening effect shown here after increasing the nonlinearity from the onset

load.

• A First-order inelastic analysis occurs gradually when plastic hinges are used. It

reflects the equilibrium in the undeformed state. The plastic limit load is asymp-

totically reached when destabilising deformations are insignificant and the behavior

can be approximated to an elastic-plastic one.

• A Second-order inelastic analysis takes into account the deterministic factors (i.e.,

material, geometry) in calculating the inelastic stability limit.

It is noticeable that engineering structures exhibit small strain and pre and postbuckling

response under large displacements analysis even when the stability limit is reached.

Figure 2.4: Fundamental equilibrium paths.

2.3 Background to Non-linear Behaviour of Beam-Columns

The mechanics of common structures (e.g., column-beams) under nonlinear theory has

been of a significant interest in finding their strength limits under complex loading. The
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work of Timoshenko and Gere (1961) became an important starting point for many

researchers reporting in the literature, investigating the fundamental and secondary

equilibrium path in analyses of complex restrained structural models, including initial

imperfections and various loading functions. Similar approaches on approximation of

post-critical regimes are also investigated by Torkamani et al. (1997) by numerical al-

gorithms, while Bolotin (1964) made use of the Galerkin variational technique, whereas

Budiansky et al. (1948) and Rivello (1969) used the Rayleigh-Ritz variational approach

on similar restrained slender structures.

Much of the work in the literature overcomes limitations of critical regime studies by

various algorithms proposed on the basis that the structure under investigation has an

initially assumed analytical definition of the displacement field. For instance, Pardo

and Ochoa (1999) described a prismatic beam-column with an initial camber, partially

restrained against axial deformation, under any transverse loads, deriving pre- and post-

buckling behaviour. Their algorithm involved nondimensional shooting parameters with

respect to the trigonometric camber terms and geometry-related dimensions (e.g., vary-

ing cross-sections and end restraints). The post-critical behaviour along with inherent

instabilities such as snap-back and snap-through (outlined by axial stiffness reduction)

is derived in a closed form that, qualitatively and quantitatively, is strictly related to the

accuracy required (i.e., terms in Taylor expansion) derived from the normalised lateral

deflections.

As an alternative to the classical solutions of elastica approach (Timoshenko and Gere

(1961), i.e., nonlinear behavior of free-buit-in slender beam-column, Wang (1997) in-

vestigates a two point boundary value problem, i.e., hinged-built-in beam-column. The

numerical algorithm proposed captured asymptotic post-critical behavior, with empha-

sis on non-uniqueness of the solution (i.e., non-monotonic P − δ curve). Vaz and Silva

(2003) extended this case of the elastica, where the generic term two-boundary problem

resides on a monotonically augmented stiffness of a rotational restraint up to built-in end

properties. The approach pointed out the dependence of control-state behavior upon the

augmented stiffness, and clearly the post-critical pattern is a function of the restrained

state variables. These studies are generalised by Ochoa (2004) where semirigid restraints

are considered on both ends of an elastica, but the complexity of boundary conditions

determines the use of numerical algorithms for elliptical integrals to capture accurately

the equilibrium path under follower forces and imperfections.

Interest in structures with elastic restraints has been strong since the early 1950’s. As

a comprehensive application to aerospace structures, Budiansky et al. (1948) performed

a study on a large and yet simple scheme of boundary conditions (e.g., deflection and

rotation constraints) on slender structures, using closed forms of stability criteria. The

work emphasises the independence of additional rotational stiffnesses on infinite-span

structures, as the deflection state tends to zero.
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In a similar work, Stein (1959) studied the behaviour of slender structures and changes

in buckle patterns where complex schemes of boundary conditions exhibit nonlinear

behavior. An energy-based algorithm was applied to simulate the characteristics of

discontinuous slender structures (e.g., stringers, panel assemblies). The model was con-

sidered as a symmetric assembly of columns with rotational springs at each end. Such

discontinuous structures, locally restrained, exhibit a dependence between the change

of buckle pattern and the type of loading, although the change in equilibrium path is

independent of the magnitude of loading. Such conclusions have a significant applicabil-

ity when considering step-wise varying cross-sections of slender structures or span-wise

additional point stiffnesses, where the primary fundamental equilibrium path is dictated

by localised analyses.

To improve upon structural response under certain load conditions, practical structures

can present locally augmented properties, such as stiffness, ply orientation, etc. Buckling

loads in non-uniform beams subjected to axial load and different boundary conditions

have been of significant interest for engineering applications (Timoshenko and Gere

(1961), Karman (1940)), where simple models were analysed to achieve closed-form

solutions. A general method for analysing a multi-step non-uniform beam with different

elastic restraints has been approached by Li (2003). A closed form of the governing

equations of the multi-restraint bar with stiffness augmented locally, under compression

loads is derived using Bessel functions. When resting on a foundation of Winkler type

(i.e., elastic supports), this choice lessens the computational cost of a buckling analysis

using a recurrence algorithm. Such algorithms provide a good starting point for post-

critical problems, where the complexity of boundary conditions based on by localised

augmented stiffnesses would not be an easy task, although most real-life structures have

operational ranges in the linear elastic range.

2.4 General Considerations on Beam-Column Theory

A structure with length greater than any other dimension, e.g., width, thickness, can

be regarded as a beam. This context rely on the assumption that the problem can

be reduced to one dimensional which defines an axis, such that any distance between

axis and any point on the surface of the continuum in the vicinity of the axis is small

compared to the length. Beam theory is based on the assumption that the deformations

can be determined entirely from state variables that are functions of position along the

structure’s length.

A simple approach to beam theory, first suggested in 1705 by Bernoulli and systemati-

cally developed by Navier in 1826, is based on the following fundamental assumptions:

the plane cross-sections initially normal to the beam’s axis remain plane, normal to

the beam axis and undistorted. The transverse normal stresses are negligible although



Chapter 2 Equilibrium Analysis of Slender Structures 17

they are recovered from the equilibrium and only longitudinal stress becomes important

Timoshenko and Gere (1961). For Euler beam theory to produce realistic results, the

cross-section dimension should be less than 1/10 of the structure’s typical axial dimen-

sion, which can be: distance between supports, distance between gross changes in cross

section, wavelength of the highest vibration mode of interest. For slender beams, the

theory of bending represents a very good approximation to the exact solution according

to three-dimensional elasticity (Bažant and Cedolin (1991)). This beam is also known

in the literature as a C1 beam due to continuity being assured along the longitudinal

axis.

An alternative to the Euler theory is the Timoshenko beam approach. Here, the classical

beam theory is corrected with first-order shear deformation. It is assumed that cross

sections remain plane and rotate about the same neutral axis as the Euler-Bernoulli

model but deviated from the normal to the deformed longitudinal axis due to transverse

shear, assumed to be constant over the cross-section. This beam is also known as a C0

since transverse displacement and rotation preserve only positional connectivity.

The model considered here works under the Euler-Bernoulli beam theory and is con-

structed making the following assumptions:

• It is made of an isotropic homogeneous linear-elastic material with a modulus of

elasticity E and large displacements and large rotations of the neutral axis occur

only in the elastic regime of the material;

• It is subject to small strains with the assumption that cross-sections of the beam-

column always remain plane and normal to the longitudinal axis during the defor-

mation;

• Deformations only occur in the plane of buckling, under the assumption that the

direction with the minimum I of the cross-section will be the critical one for the

direction of buckling;

• Shear and torsional effects are not significant.

Perfect columns, like perfect mechanisms, are a theoretical ideal. In practice, the re-

sponse of many structures depends strongly on the imperfections in the baseline geom-

etry of the model1. A reliable prediction of control-state response in terms of critical

loads, depends mainly on the availability of information (i.e., typically statistical in na-

ture) about geometric irregularities in structures and also depends on the accuracy and

type of approximation method used.

1Sensitivity studies have come a long way since 1945, when Warner Koiter revealed in his PhD
thesis at Delft University of Technology the disastrous effect of initial geometric imperfections on the
load-carrying capacity of structures.
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For structures that undergo large displacements, when a geometrically nonlinear analysis

is appropriate, the existence of imperfections in the form of offset load or manufacture

geometric irregularities must be accounted for. The load-carrying capacity of such struc-

tures is significantly affected by the presence of imperfections. Such sensitivity trends

of a regular strut are depicted in Figure 2.2. Throughout this work, the imperfection

is due to an offset load that modifies the potential load-carrying capability of perfect

beam-columns (Fichter and Pinson (1989)).

By and large, the sensitivity analysis of structures can be broken into several segments, as

shown in Figure 2.4 that can outline the type of analysis approached. To emphasise the

second-order effects on a slender beam during stable post-critical response, canonical

examples of an imperfect regular strut with varying offset loads have been analysed.

The sensitivity trends from Figure 2.2 show a smooth equilibrium path up the vicinity

of the critical load, as the beam is loaded from its unstrained state. The response

of the structure grows rapidly and continuously until the critical load is reached and

the transition into the post-critical state (i.e., post-buckling) is smooth (n.b. stable

post-critical paths are highly dependent on the structural properties of the set up, as

mentioned in previous sections). The incremental stiffness of the system tends to a

singular state as the axial force approaches the critical Euler load, accelerated by the

second-order effects in the kinematics definition, including the initial irregularities. Such

trends are intrinsically linked to the magnitude of the imperfections (Bažant and Cedolin

(1991)). If the eccentricity is large, bending deformations are more rapidly augmented

than buckling ones and the bifurcation point becomes regular. If the eccentricity is

smaller, the implicit correlation P − ∆ becomes asymptotic in the vicinity of critical

load and small force gradients lead to large changes in the displacement field. In this

particular case, the structure presents not only a post-critical load-carrying reserve trend,

but also has an impact on pre-buckling behavior, by small displacement gradients, which

makes the analysis more accurate than via linearised pre-buckling.

Analytically, in linear analysis, the deflection of a perfect beam is indeterminate at a

critical axial load, because of the nature of the differential equations which governs the

deflections:

EI
d4w

dx4
+ P

d2w

dx2
= 0, (2.1)

where w is the transverse deflection of the beam-column, E is the Young modulus, I is

section inertia and P is the compressive load. Beyond this load, if the exact expression

for curvature is used, there will be no indefiniteness in the value of the deflection. The

shape of the elastic curve, when found from the exact differential equation, is called

the elastica (Timoshenko and Gere (1961); Bažant and Cedolin (1991)). The small

displacement hypothesis, usually accepted for stress analysis of the structures is, of

course, not suitable in such circumstances.
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The elementary theory neglects second order effects (i.e., square of the first derivative

in the curvature formula) and provides no correction for the modifying of the moment

arm as the loaded end of the beam deflects. The general equations governing the large-

deflection bending of elastic beams can be stated as:
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− f = 0, (2.3)

in which: u is the longitudinal displacement, w is the transverse deflection, E is the

Young’s modulus of elasticity, A is the cross-sectional area, q is the axial load, f is the

lateral distributed loading.

This set of non-linear equations reverts to equation 2.1 if the slope dw
dx

≈ 0 and then the

terms du
dx

≈ 0 and dw
dx

2 ≈ 0.

Such complex differential equations have received a great deal of attention in the last

four decades. Analytical methods with the form of elliptical integrals have offered a

potential way forward to solve complex boundary conditions and yet simple structures.

Complicated shapes and topologies can only be analysed using numerical methods.

2.5 Numerical Algorithms for Non-Linear Problems

The mechanical behaviour of materials and structures can be mathematically described

by a set of (differential) equations and large deformations and/or complex material be-

haviour may cause these equations to be nonlinear. Due to the complex continuum

mechanics definition, domain discretisation is often a crucial aspect when accuracy is

required in numerical solutions. Methods for solving this class of problems have been

developed over the past 40 years and present a history of strategies that comes along

with the development of analytical and numerical tools. Initial techniques were based

on purely incremental methods. These ‘predictor-only’ techniques lack corrective al-

gorithms and become inaccurate (i.e., large drift errors) due to repeated linearisation

of highly non-linear problems (Oden (1967)). These issues led to the various forms of

residual-based approaches, where incremental solutions are iteratively augmented based

on tangent stiffness and out-of-balance forces (i.e., residuals). The traditional approaches

are based on Newton-type methods used in the additional corrective stage (Stricklin et al.

(1971), Haisler et al. (1977). The literature on this type of numerical algorithms used in

collapse problems, readily identified with the development of the finite element methods,

emerged its publications in the early seventies, e.g., Brogan and Almroth (1971).
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However, since these algorithms were designed to explore the post-critical regime, captur-

ing and traversing critical points was still an issue. Consequently, further development

of numerical schemes on tracing equilibrium paths associated with instabilities, led to

the development of ‘load/displacement control’ (Bergan et al. (1978), Powell and Simons

(1981)) and more powerful in passing limit points ‘arc-length’ control (Wempner (1971),

Riks (1979)). Various forms of implementations of such algorithms have been described,

see for example Crisfield and Shi (1991), Carrera (1994) and Eriksson et al. (1999). For

instance, this last author reported a general numerical approach in capturing the core

of fold lines, i.e., critical state, in the context of a quasi-static conservative loading. In

a parametric hyperspace of arc-length variables, the stiffness matrix is computed from

the non-linear eigenvalue problem and the non-linear algorithm employed dictates the

efficiency in capturing pre- and post-asymptotic equilibrium paths.

In the present study, two conventional numerical solution techniques are employed (i.e.,

Newton’s method and Riks-Wempner arc-length method, described in Appendix A)

in order to emphasise the characteristics of the post-critical regime that the proposed

slender structure undergoes.



Chapter 3

Inverse Design of Structural

Enhancements

This chapter briefly describes background research on inverse design methodologies in the

literature of both aerodynamic and structural fields. It then tackles two threads in global

optimisation of the slender structures considered here, by means of improved aerody-

namic properties of single and multi-shape morphing airfoils, where an aerodynamically-

related structural target is met. Such enhancements are strongly linked to the parame-

terisation schemes employed.

3.1 Optimisation Approaches

Optimisation tools provide a means to achieve better devices during a shape design

process, ideally with as little expert knowledge as possible, involving strategies such

as direct analysis or an inverse approach. In the first case, one studies the effects of

parameter variations via an objective function which is formulated with respect to some

performance metric (e.g., low drag). Typically, the parameterisation of the design space

comes in the form of geometric and material quantities (e.g.., elasticity, mass, length,

etc). Constraints can be structural in nature (e.g., mechanical stability, manufacturing

requirements such as thickness or camber of airfoils) or aerodynamically related (e.g.,

desired lift coefficient, etc.). This method is easy to implement due to its simplicity, but

often requires a significant number of iterations (i.e., monolithic or uncoupled analyses)

with no guarantee that the optimised shapes achieve desired performance levels. The

inverse approach works towards a given shape by attempting to push some derived

characteristic towards a desired configuration. The derived characteristic is usually

specified as a field variable (e.g., static pressure or freestream flow) that is a priori known

to yield desirable performance. Inverse methods are useful when designing systems with

specific characteristics, as undesirable physical effects such as shocks, or flaws in shapes

21
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can be explicitly avoided. The main difficulty lies in choosing the target performance of

the parameterised model.

3.1.1 Inverse Aerodynamic Shape Design Methodologies

The earliest approaches to aerodynamic shape design appear to be by inverse methods.

This class offers a myriad of analytical and numerical techniques that can structurally

and aerodynamically improve the flow performance associated with boundary surfaces.

Such methods control physical quantities related to a target performance, i.e., a flow

field, associated with a boundary geometry. The inverse methodologies provide potential

means of achieving prescribed flow fields, where loss mechanisms can be avoided, but

come with inherent difficulties associated with specifying a comprehensive target field.

This drawback is often augmented by geometrical considerations, that can translate into

non-physical boundaries (usually associated with constrained problems). Therefore, the

feasibility of the solution may lead to a further reconsideration of the problem, increasing

its time-cost properties. There are a number of methods in the literature that try to

mitigate these drawbacks, or require as little designer’s expertise as possible, and are

briefly presented in the following.

The idea of attaining a specified and desirable pressure distribution has come a long

way since the mid 1940’s, when work was based on conformal mapping. The basic

idea is that an airfoil is generated from a circle through a mapping function. Lighthill

(1945a,b) applied conformal mapping in the case of two-dimensional incompressible flow

to the design of cascade blades. A constraint was applied to ensure the profile/cascade

is closed and a closed form solution is readily derived, as the solution φ is known for

incompressible inviscid flow over a circle, therefore the analytical mapping is easily

derived through the general relation of the speed over the profile

q =
φ

h
= qtarget. (3.1)

where φ is the velocity potential for flow past a circle and h is the modulus of the

conformal mapping function between the closed profile and the circle. A two-dimensional

compressible potential flow was modeled using this approach (McFadden (1979)) with a

remapping function and extended to transonic regime, with artificial viscosity to mitigate

the occurence of shock waves.

An inverse method for two and three dimensional potential flows with prescribed veloc-

ities along the boundary surface was developed by Stanitz (1953, 1980). The governing

equations of flow permitted a system of independent variables (i.e., the coordinates)

related to streamlines to be formulated. This method considered a pair of stream func-

tions η(x, y, z), ψ(x, y, z) and the second independent coordinate was the the velocity
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vector potential φ(x, y, z), implicitly satisfying mass conservation. For different choices

of natural coordinate (i.e., the potential), further research (see Finnigan (1983), Keller

(1998), Keller (1999)) was somewhat limited to axially symmetric flows. This drawback

is overcome by the streamfunction-as-a-coordinate method, where the axial coordinate

x is used as an independent variable and the only remaining variables are y(x, η, ψ) and

z(x, η, ψ) (Giles and Drela (1987); An and Barron (2005)).

On a different basis, the surface approach is an alternative method suggested in the lit-

erature for inverse design (Campbell (1992)) . In this method the difference between the

target and actual pressures is translated into surface changes in subsonic and supersonic

flow. It has been successfully applied for 2D flows and Navier-Stokes equations, but it

meets difficulties for 3D flows, where the surface curvature and slopes are calculated

plane by plane. The grid points of the surface are iteratively loaded with ∆Cp (i.e., the

difference between the actual and target distributions) until some form of convergence is

met (i.e., a stable surface). The surface is governed by a second order partial differential

equation, whose coefficients βi are user specified entities, chosen based on the designer’s

experience or flow parameters (Dulikravich and Dennis (2000)):

β0n+ β1∂xn+ β2∂yn+ β3∂xxn+ β4∂yyn = ∆Cp, (3.2)

where n=n(x,y) denotes a local normal surface displacement. Such approaches, based

on residual correction, are also presented in the literature in monolithic schemes, where

the shapes of boundaries are updated iteratively, and the governing flow parameters are

solved under as artificial time parameter scheme (Varona (1999)). This last approach

usually requires many iterations, is computationally complex and there are issues with

the compatibility of target pressure distribution. An alternative to this limitation is pro-

vided by Campbell (1998), using a weighted averaged of geometries, based on principal

design requirements and desired gradients.

The formulation of inverse design problems also considers the constraints in boundary

value problems. The inverse methodology can either be applied to the solid boundary

where the pressure fields coincide and requires non-zero boundary velocity, so that the

flow distorsion is possible (Leonard (1990)), or keeps the boundaries fixed and updates in

geometry are linked to the computed residuals (Demeulenaere (1997)). The last author

outlines that mechanical constraints are readily achieved only if a limited area of pressure

surface is prescribed, and an additional degree of freedom is introduced to control the

target flow angle.

Boundary problems can also be posed with respect to geometry updates, to enhance

the feasibility of the solutions (Volpe and Melnik (1986) first addressed the issue of ill-

posed inverse transonic design, by using constraints). If the flow field has a non-zero

velocity on the boundary (i.e., Dirichlet boundary), the updates are determined by a
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transpiration model, based on mass flux conservation between the old geometry and

the current one (transonic wing conditions are studied by Henne (1981), Demeulenaere

(1997)). A streamline model, based on flow tangency u · n = 0, in the inviscid case (u

is the tangential velocity described by target velocity and n is the surface normal and

unknown in the problem), is studied by Meauze (1982), Dang et al. (2000).

An alternative for the design of transonic airfoils is offered by the hodograph method.

Although it can guarantee the design of shock-free airfoils in transonic flows (Garabedian

and Korn (1971), the hodograph transformation (i.e., spatial variables are functions

of velocity components) lacks control over flow characteristics and geometry and also

engineering applicability, as it cannot be applied to three-dimensional cases (Bauer et al.

(1972)).

3.1.2 Structural Inverse Design

Rapid increases in the availability of high-performance analysis tools have enabled inte-

gration of finite element theories with numerical optimisation of complicated structures.

Such capabilities augment the use of structural optimisation as a design tool for product

development. In application-oriented problems, mechanical principles are used to de-

termine specific product configurations that lead to a target structural response. Such

an approach is referred to as inverse design. A typical goal in inverse structural design

is achieving meaningful shapes that conform to specified boundary conditions and ful-

fill functions such as structural integrity with acceptable performance (e.g., acceptable

nominal stress). In broad terms, the structural optimisation components can be distin-

guished as size, shape and topology, as functions of parameterisation and freedom of

boundary change.

A large number of papers dealing with optimal structural design problems via inverse

strategies can be found in the literature. These are broadly classified as functions of

analysis models (e.g., linear, nonlinear, time-transient), domain design (i.e., discreti-

sation, material properties) and optimisation techniques (e.g., nonlinear programming

algorithms, metaheuristic methods, etc.). Combining implicit nonlinear functionals with

boundary conditions and displacement and stress constraints, an immense body of work

on the stability of structures has been developed since the early 1970s, as noted in a

survey by Haftka and Prasad (1981). Optimisation techniques have become a more effec-

tive option to enhance product development, and methods like sequential programming

and optimality criteria are now applied (Rozvany (1989), Vanderplaats (1984), Kirsch

(1993), Zhou et al. (1995)).

Typical goals in structural optimisation are related to the performance of the product

under a specific design criteria. Depending on the parameterisation of the design do-

main and the target performance, for instance, shape and size related problems are now
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studied as well as the classical goal of stiffness maximisation (minimisation of total en-

ergy) (Calahan and Weeks (1992), Bochenek (1995)). This has led to multi-disciplinary

applications, e.g., crashworthiness (Redhe and Nilsson (2002)), fluid structure interac-

tions (Lund et al. (2003)), microelectromechanical systems (MEMS) (Ye et al. (1998)),

acoustics (Dong et al. (2004)), compliant mechanisms (Xu and Anamthasuresh (2003)),

vibrations (Olhoff et al. (1995)), etc.

Where considering topology optimisation, the parameterisation of the fixed domain may

be split into subclasses, viz. discrete and continuum. Whereas the discrete formula-

tion might lead to a crude optimum design, depending on the initial layout (Rozvany

et al. (1995)), the continuous topology optimisation techniques gained a mainstream

popularity among researchers, but they come with associated inherent difficulties in

parameterisation of the fixed domain (Rossen and Grosse (1992), Eschenhauer et al.

(1994)).

3.2 Single Shape Optimisation

As already noted, this chapter pursues two threads towards global optimisation, by pro-

viding aerodynamic enhancements, which are directly linked to the structural shapes

achieved. The primary goal is the novel control of the aerodynamic NACA-based pa-

rameterised shapes, driven mainly by a stochastic parent-based search (i.e., Genetic

Algorithm, Holland (1992)), Simulated Annealing (Metropolis et al. (1953)), followed

by a gradient-based search on the structural problems (i.e., Dynamic Hill Climbing,

Yuret and de la Maza (1993)).

Initially, single-shape morphing structural optimisation is used before considering multi-

shape morphing enhancements. These are based on heuristic evaluations, and conse-

quently, would employ only searches with stochastic engines (i.e., GA and SA taken

from the Options design exploration toolkit1). Stochastic methods have the advantage

of not requiring gradient information and this is important when large variations in ge-

ometry are being considered during the initial calculations of the optimisation process.

They are, however, not at their best when converging to final designs, when gradient-

based schemes are to be preferred (Keane and Nair (2005)).

During the first stage of design (i.e., 1% four-digit NACA camber with maximum deflec-

tion at 25% of chord), the geometrically non-linear behavior of the structure is optimised

with respect to its deformed shape, allowing for instabilities in the non-linear response,

such as snap-through or snap-back, which can arise from widely varying flexural stiffness

and rotational restraints. These instabilities are checked against the load proportionality

factor which can exhibit one or more limits and/or turning points before achieving the

1see http://www.soton.ac.uk/∼ajk/options/welcome.html
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final cambers of interest. This process requires some care when setting up but can be

directly handled using commercial FEA codes (here Abaqusr). The global load control

algorithm used to solve the non-linear problem posed breaks the simulation into a num-

ber of increments, for each of which a stable equilibrium is achieved by minimisation of

the residual force. This allows the optimisation problem to be stated in terms of the

deflected shapes of the strut and the functional to be minimised is defined by the L2-

norm of the difference between the deflected shape w(x) and the target w(x)t, which is

the based on four-digit NACA camber definition, chosen here for its simplistic analytical

representation (see Abbott and Doenhoff (1959)). The NACA airfoils combine a thick-

ness envelope yt with a mean camber line yc, and are defined at upper and lower surfaces

by grid points coordinates in the Cartesian plane (xu, yu) and (xl, yl), respectively, as

follows:

xu = x− yt(x) · sin(θ) yu = yc + yt(x) · cos(θ),
xl = x+ yt(x) · sin(θ) yl = yc − yt(x) · cos(θ),

(3.3)

where θ = tan−1

(

dyc

dx

)

is the camber line slope, and the thickness distribution and the

camber line are given by:

yc =

{

fm

(

1/(xm)2
) (

2xmx/c− (x/c)2
)

, 0 ≤ x/c ≤ xm,

fm

(

1/(1 − xm)2
) (

1 − 2xm + 2xmx/c− (x/c)2
)

, xm < x/c ≤ 1,
(3.4)

yt = 5t
(

0.2969
√
x− 0.1260x − 0.3516x2 + 0.2843x3 − 0.1015x4

)

, (3.5)

where xm is the position of maximum camber in tenths of the chord c, fm is the maximum

camber in hundredths of chord and t is the maximum thickness in percent chord.

Having set out the definition of the target shapes as a function of the maximum cam-

ber fm, based on a single increment shape control (see section 2.1), the single-shape

morphing optimisation problem can be stated as follows:

Minimise f(x) = ‖wt − w ‖, (3.6)

Subject to gi(x) = max
∣

∣

j
wij − a ≤ 0,

x ∈ X, ∀ j ∈ {1, . . . , np}, ∀ i ∈ {1, . . . , ni},

where X = {x ∈ R
n | xmin

k ≤ xk ≤ xmax
k , k = 1, . . . , nv} with xmin

k and xmax
k bounds

on the nv structural variables set by the user (i.e., xmin
k =0.2 mm and xmax

k =20 mm for

structural related variables, xmin
k

∣

∣

Force
=-1 N, xmax

k

∣

∣

Force
=200 N); wij are the grid point

deflections of the strut at load increment i and structural location j. The constraint gi

considered at each load increment is checked against the failure criteria (i.e., snap-back
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and snap-through), by imposing the bound a ≈ 1% chord of the displacement field. The

target shapes wt are given by the equations 3.4, where fm = max
∣

∣

j
wij ≈ 1% chord and

xm = 25% chord.

In order to optimise the design of the spinal structure, some form of parameterisation

scheme is needed to link the optimiser to the structural properties, since tackled size

and shape features become crucial when used in conjunction with an optimiser. Conse-

quently, shape parameterisation schemes are discussed in the following sections.

3.2.1 Parameterisation Techniques

A high-fidelity optimisation for feasible and enhanced structures requires a shape param-

eterisation concept. The aim of most parameterisations is to use mathematical methods

to describe curves which can be flexible enough to represent a wide range of shapes,

which can be easily controlled, increasing the number of potential solutions. Robust

parameterisation techniques have been available in the literature since the late 1970’s,

as comprehensively described in a survey by Samareh (2001), along with their short-

comings. The challenge of choosing the parameterisation scheme that best describes the

shape of the boundary still remains, since there are always problem-specific heuristics

that can alter to a large extent the complexity of the problem. The choice of param-

eterised design space dictates how the shape of the boundary changes and are usually

locally or globally targeted.

3.2.1.1 Discrete Approach (DA)

First a Discrete Approach is adopted, using a subset of the finite element grid point

coordinates in the structural model to define the regions for the application of design

variables. To allow for a wide range of possible shapes, the cross-sectional areas of twelve

sections of the spinal beam are varied by parameterising the thickness distribution along

its length (as depicted in Figure 3.3 and note that the width of the spine is held fixed

at 8 mm). The resulting design is used to achieve aerodynamic-related shapes, e.g., a

four-digit NACA camber definition. An equidistant finite element discretisation scheme

is chosen here in such a manner as to provide equidistant mapping of the parameterised

design space. This mapping provides a means for controlled displacement field of the

spinal structure, which becomes more significant in the vicinity of the maximum camber

of the target shape.

Some preliminary results obtained during global optimisation show the variation of pa-

rameterised space with structured configuration, as depicted in Figure 3.1 (due to the

symmetry, only the upper half of the parameterised spinal structure is shown).
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Figure 3.1: Preliminary semi-thickness distribution, single-shape morphing beam,
DA.
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Figure 3.2: Sensitivity analysis of a 12 section parameterised beam, DA.

During this initial study, very abrupt transitions between sections were produced that

may clearly alter the displacement field required. Therefore, a sensitivity analysis was

performed, using Dynamic Hill Climbing. This study outlines the feasibility of the

mapping and also the bounds of the parameterised design space. The analysis can

be carried out based on the optimal set of design variables and may be used to infer

changes in the solution as a result of some parameter variations or constraints, without

re-optimising the entire system, Braun et al. (1993). The results (objective function)

can be plotted systematically (see Figure 3.2) by varying the parameters through user
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selected ranges of values, while other variables are held constant, in order to study

the impact on the cost function. The sensitivity analysis is performed here on the 9th

design parameter, since it governs the continuum deflection state of the problem and

can alter the convergence trend of the functional (see Figure 3.2). Setting the bounds

of the local changes of the parameter under investigation, the system not only shows no

improvement over the cost function, but exhibits a behavior akin to shear locking (n.b.,

first-order elements are prone to shear locking for thin elements) and significantly alter

the solution vector. Numerical instabilities may also be encountered in systems where:

• adjacent elements have widely varying stiffness and there is a source of insufficient

information in the original stiffness coefficients (e.g., a stiff region supported by a

much more flexible region);

• large rigid body rotations occur in the system without any significant strain;

• global stiffness becomes singular at a limit point, therefore the transition to post

limit is stopped and the Newton-Raphson nonlinear solver under-performs, indi-

cating a diminishing of the accuracy of the solution in the vicinity of a critical

point.

To overcome such numerical instabilities for this model, a Kirchhoff constraint enforces

well-posed numerical solution to anticipate the approximate field. This translates into

a choice of C1 displacement type finite elements, i.e., Euler-Bernoulli formulation. Such

instabilities are also mitigated by augmented eccentricity from 0.1% to 0.3% of chord,

without altering the scope of global shape control proposed in this thesis. These insta-

bilites can also originate in the numerical procedure employed, i.e., Newton-Raphson,

with slow rate convergence in the vicinity of critical points. It is noted that difficul-

ties in detecting and traversing critical points have been a challenge for post-buckling

and post-collapse analyses since early 1970’s and have led to the development of the

arc-length control and alternating load-displacement control methods for handling cases

where the response is unstable during part of its loading history (further details can be

found in section 2.5).

A second mapping scheme is proposed in Figure 3.3, and the parameterised design space

is augmented with two more variables, to yield a more gradual section transformation

in regions of high curvature. After 60 generations of the GA, each of 50 members, and

alternatively, 300 iterations of SA, Figure 3.4 shows the best designs in terms of deflected

shapes. These deflections are governed by the optimised shapes shown in Figure 3.5.

The optimised design achieved with the GA presents reduced variations in stiffness of

adjacent elements. Consequently, the metric employed here to numerically analyse the

fitness of the deflected states, viz. root mean square error (RMSE), in comparison with

the target, shows better agreement than with SA (see table 3.1). Note however that
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Figure 3.3: Augmented mapping scheme, semi-thickness distribution, single-shape
morphing beam, DA.

both the resulting structural geometries lack smoothness and runs the risk of limiting

the manufacturability, as pointed out by Braibant and Fleury (1984).

Figure 3.4: The deflected states of the optimised single-shape morphing beams, 1%
chord, stochastic search with GA and SA, DA.

3.2.1.2 Hicks-Henne Bump Functions

Alternative parameterisation techniques have also been investigated here, initially, by

means of Hicks-Henne curves (HH), which provide a compact formulation in airfoil sec-

tion parameterisation (Henne (1978)). Such curves are smooth and can be compactly

described by three variables per bump. Their main feature is their ability to represent
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Figure 3.5: Semi thickness of the optimised single-shape morphing beams, 1% chord,
stochastic search with GA and SA, DA.

global shape control but they can also be used for local shape control on pre-existing

curves, since they can control the shape gradients on either side.

A typical Hicks-Henne bump can be defined as:

h(x) = A






sin






πx

− ln 2

ln xp













t

, x ∈ [0, 1], (3.7)

where A is the height of the bump , xp is the location of the peak of the bump and t is

a parameter that controls the width of the bump.

To provide a full control of the shape parameterisation of the spine structure, a piecewise

HH bump functions is used:

y(x) = L(x) + h1(x) + h2(x), (3.8)

where L(x) = a · x+ b is a linear function that adds flexibility in sided shape gradients

on the baseline bump curves.

The optimum solutions achieved using both stochastic engines with this parameterisation

scheme on a 100 elements discretisation of the beam are shown in Figure 3.6 for the

semi-thickness parameterised shapes2 and Figure 3.7 for the deflected state of the spinal

structures. These were achieved after 50 generations of GA and 3000 SA iterations.

2The constitutive geometric parameters of the 100 elements mesh density for the analytical parame-
terisation schemes including NURBS are still generated in a discrete fashion, but provides smoothness.
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The thickness distribution of the beams control the displacement field after actuation

and the their fitness agreement with the target camber line can be numerically analysed

from Table 3.1. Graphically, for the GA-based solution, augmented stiffness towards

the trailing edge controls the displacement gradient somewhat better than SA, but the

fitness is worse in the vicinity of the maximum camber where the deflection state is

somewhat symmetrical. Clearly, SA with augmented stiffness mid chord got stuck in

finding the optimum due to slow and pre-mature convergence on long ridges, although

overall shows a better fitness than the GA design.
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Figure 3.6: Semi thickness distribution of the optimised single-shape morphing beams,
Hicks-Henne parameterisation scheme.

3.2.1.3 Polynomial Curves

The Spline approach (piecewise polynomials) also offers means of smooth shape param-

eterisation. The main advantage of such curves is that they can represent any form of

curve, but high order polynomials may be required to accurately represent the bound-

aries; manipulation is not robust and may present discontinuities at join points. The

main drawbacks are that the coefficients do not posses a straightforward relationship

with engineering purposes (they are geometrically meaningless), being difficult to un-

derstand and, also, that the error is rounded-off if coefficients are alternating signs for

high order polynomials.

The standard form of a polynomial with monomial basis ui can be represented as:

R̄(u) =

n−1
∑

i=0

c̄iu
i, (3.9)
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Figure 3.7: Deflected states of the optimised single-shape morphing cambers, Hicks-
Henne parameterisation scheme.

where n is the number of design variables, u is the parameter coordinate along the curve

and ci are the unkown coefficients in the parametric space.

Here a piecewise parametric quartic polynomial is employed to augment the flexibility

of the parametric space, and is defined as:

y(x) = L(x) +R1(x(u)) +R2(x(u)), (3.10)

where L(x) is a linear function and R1,2 are mapping blending functions from parametric

space to the Cartesian coordinate system (x, y) (Farin (1992)).

The resulting optimised structures, after 50 generations of GA and 300 SA iterations, are

shown in Figure 3.8 and the deflected states towards a 1% NACA camber are shown in

Figure 3.9. The shapes of the two beams are somewhat similar, with increased stiffness

towards the trailing edge that can control the deformation gradient.
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Figure 3.8: Semi thickness distribution of the optimised beam shapes, Polynomial
Approach.
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Figure 3.9: Deflected states of the optimised cambers, Polynomial Approach.

3.2.1.4 NURBS

CAD systems are now a reliable and accepted engine for MDO processes. Using such

tools, complex curved geometry designs based on basis functions can be modeled us-

ing the control parameters of NURBS (non-uniform rational B-spline) curves as design
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variables (see, for instance, Schram and Pilkey (1995)). This provides great flexibility

over the process at a relatively low cost, and also, derived as rational of the polynomial

class, NURBS permit much better control over the derivatives of curves. This translates

into the ability to satisfactorily modify organic shapes with minimum control variables,

while pertaining smooth surfaces and high control over the tessellation of the model.

Here, control of the beam is achieved by manipulating an interpolating NURBS-based

parameterised curve using Catiar V5 and then mapping this geometry to the structural-

fitted grid in the FEA analysis as a thickness distribution. This involves moving six

evenly spaced points in the Cartesian plane (x, y) (see the textbook by Farin (1992)

for more detailed discussion on the algorithms behind CAD packages). The optimised

shapes produced are very similar to the DA-based designs (see Figures 3.4 and 3.11), but

have reduced variations in consecutive flexural stiffness and are smooth. The similarity

in shapes from Figures 3.5 and 3.10 produced by these very different parameterisations

suggests that the structural solution to the camber matching is not highly modal and

that either form presents a good basis from which to make further heuristic evaluations.

This is perhaps to be expected since the first buckled mode of a strut is always a well

defined shape, i.e., the problem is well posed structurally, even if occasionally tedious to

solve.

Figure 3.10: Semi thickness distribution of the optimised single-shape morphing
beams, NURBS.

3.2.2 Summary and Discussion

This section was concerned with the design of single-shape morphing structures that

deform to a given camber shape (i.e., camber of 1% chord), by employing a number

of parameterisation schemes, viz., Discrete, Hicks-Henne, Polynomial and NURBS. The

structural optimisation here was meant to be background information for use when

considering multi-shape morphing airfoils. In terms of fitness, the Discrete approach and

NURBS under GA provide the most accurate control of deflected shape (see table 3.1),

with high similarities in the parameterised shapes. These results are also augmented by

the convergence rates of the two stochastic searches. It has been found that SA converged

slowly, a common problem that plagues stochastic methods in global optimisation. As a
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Figure 3.11: Deflected states of the optimised cambers, NURBS.

result of this study, further searches to provide morphing enhancements are tackled by

using discrete and NURBS schemes, under GA search.

Table 3.1: Summary of single-shape morphing beam optimisation

Parameterisation RMSE
GA SA

Discrete 0.267 0.307
Hicks-Henne 1.06 0.86
Polynomial 0.59 0.61
NURBS 0.3 0.9

3.3 Morphing - Multi Shape Optimisation

Here, the global shape control is achieved by distorting a slender structure which is

attached to a hyperelastic outer cladding that forms the aerodynamic surface of the

morphed airfoil. Since each manoeuvre during flight may require a different camber

configuration, the system proposed here morphs through a significant camber range

using an incremental loading scheme. This allows a series of target aerodynamic shapes

to be realised. As a reminder, in this study the structural systems are all operated

with forces close to the critical load of the strut. This allows global shape control with

implicit small loading gradients in controlling large displacement approximations. Since

the aim during operation is to move the spinal structure smoothly between a series of
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predefined camber line shapes, each equilibrium state can be posed as single-shape. This

allows the optimisation problem to be stated in terms of deflected shapes of the strut

for each stable load increment as:

Minimise f(x) =
1

ni

ni
∑

i=1

‖ w(x)t − w(x) ‖i, (3.11)

Subject to 1gi(x) = max
∣

∣

j
wij − a2 ≤ 0,

2gi(x) = a1 − max
∣

∣

j
wij ≤ 0,

x ∈ X, ∀ j ∈ {1, . . . , np}, ∀ i ∈ {1, . . . , ni},

where X = {x ∈ R
n | xmin

k ≤ xk ≤ xmax
k , k = 1, . . . , nv} with xmin

k and xmax
k bounds

on the nv structural variables set by the user (i.e., the same range as for single-shape

morphing airfoils); wij are the deflections at load increment i and structural location j,

and a ∈ {a1, a2} = {5%, 15%} chord define the lower and upper displacement constraints

at each load increment, for each airfoil defined at np structural grid points. Note that

w(x)t are chosen from the target camber lines by selecting cambers that have closest

overall maximum deflections to those arising at any specific load increment i and satisfy

the inequality constraint:

max
∣

∣

j
wij ≈ 5% ≤ fm

∣

∣

i
≤ max

∣

∣

j
wij ≈ 15%, (3.12)

so that the target shapes during morphing are fully defined using the equations 3.4, with

xm = 30% chord. This further speeds up the design process since it is then no longer

necessary to know the specific control force needed to achieve a given shape.

Following the searches from the previous section, the DA and NURBS parameterisation

schemes are employed during a global search with GA. The structural optimisation

procedure is conducted iteratively to the optimum camber configuration, and the designs

are presented after 100 generations of the GA. The current analysis goes through a wide

range of stable solutions, emphasising the post-critical reserve of the structural set up.

Instabilities may occur during the optimisation, since large loading gradients are tackled

to encapsulate the structural response. Therefore, post-critical response checking for

such instabilities is included as a penalty function by applying feasibility bounds for

the displacement field (i.e., a1 = 2% and a2 = 15% of the initial beam length). Since

morphing methodology is tackled in this thesis, the resulting designs are used to achieve

aerodynamic shapes by applying a fixed NACA-based 12% thickness distribution to yield

the morphed shape (n.b. means to improve upon the correlation between the analytical

aerodynamic shapes and the aerodynamic cladding are provided in Chapter 5).

In the initial stage of the global search, where the spinal structure is free of any trailing

edge rotational restraint, the fitness of the deflected beam state is diminished as the
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Figure 3.12: Deflected beams and targets for initial set up, with no leading edge
rotational restraint, cambers 2%, 5%, 10% and 15% chord, global search, DA.

camber becomes larger, as shown in Figure 3.12. This typical behaviour is strictly

related to the augmented displacement field towards the leading edge, even if there is a

good agreement with the associated target camber in the vicinity of the sliding restraint.

Such designs are free to rotate at the leading edge and cannot capture the rotational

gradient of its counterpart. Clearly, the airfoils constructed around the underlying set up

will be severely distorted by this lack of fitness. However, this drawback can be alleviated

by an additional rotational restraint at the hinge point, so as to provide control over the

rotational gradient of the deflected strut (see Figure 3.13). Arguably, the kinematics of

the strut can be fully controlled by a nonlinear spring, by imposing a set of field variables

for each stable solution, but the problem will be more difficult to search. However, a

linear restraint appears to satisfactorily control designs by up to 10% deflection, and

the upper range of larger cambered shapes are also enforced somewhat by the CFD tool

limitations.

Typical deflected shapes resulting from the global DA scheme, spanning a wide range of

cambers, i.e., up to 10% chord are depicted in Figures 3.14 and 3.16 and the equivalent

designs achieved with NURBS are shown in Figures 3.17 and 3.19.

These figures show typical deflection fields of the optimised multi-shape morphing air-

foils, from an unstrained state up to the maximum feasible camber considered here.

Both parameterised airfoils show a similar lack of fitness with respect to the associated

targets, that is augmented towards the leading edge where the rotational gradient has to
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Figure 3.13: Deflected beams and targets for final set up, with a leading edge linear
rotational restraint, cambers 2%, 5%, 10% and 15% chord, global search, DA.

be controlled and increases with the camber. This geometric deviation from the corre-

sponding target airfoils is also presented in terms residuals (i.e., the difference between

the optimised and target deflected states) in Figures 3.15 for DA and 3.18 for NURBS,

and augments the lack of fitness chordwise (n.b. the accuracy of the residuals is dimin-

ished towards the leading edge due to the fitting procedure of the target airfoil, as only

positive defined airfoils can be used with the CFD tool).

As a reminder, all stable increments between imposed deflection bounds are considered

in the optimisation. The optimised shapes produced in both approaches are very similar,

but reduced variations in consecutive flexural stiffness in the NURBS approach allow for

slightly smoother aerodynamic designs. Note, however, that even a stepwise irregular

beam deflects into a shape with at least curvature continuity - this is a key feature of

using the structural system in this way. The boundary similarity between Figures 3.16

and 3.19 suggests that the structural solution is not highly multi-modal and a further

geometry tuning may be required towards a global solution.

For the structures considered here, which are of 1 m length, 8 mm width and E=209

GPa, typical end forces are in the range of 40-90 N, with variations of less than 2 N

being needed to deflect the camber from 5% to 10%, typically around 2% changes in

end force. Of course, for any practical design account would need to be taken of any

structural deflections that might be caused by aerodynamic forces. Such a study, in

a decoupled manner, is tackled in section 4.3. Note also, that although this study is
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Figure 3.14: Target and computed airfoils for morphing-optimised beam in a range
of deflection states: unstrained, 5%, 10%, global search, DA.

restricted to rather moderate changes in camber, the concept can be shown to work

for cambers of up to 25% if means to control rotational gradient towards the leading

edge are provided, which being applied to the whole wing surface would provide all the

control authority needed for dramatic manoeuvres. Designing for such large camber

changes does, however, lead to the need for high-fidelity CFD tools.
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Figure 3.15: Residuals between optimised and target airfoils for morphing beam in
the range of deflection states of 5% and 10%, global search, DA.
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Figure 3.16: Morphing-optimised beam - semi thickness, global search, DA.

3.3.1 Design Refinement with Pressure Residual Correction

The metric for the morphing structural enhancements is related to the aerodynamic

features provided by using a target structural shape. Of course, similar paradigms are

available in the literature, where the target is aerodynamic in nature, e.g., drag polars

or pressure distributions. Clearly, the flow characteristics are sensitive to the geometry
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Figure 3.17: Multi-shape morphing airfoils in a range of deflection states: unstrained,
5%, 10%, global search, NURBS.

perturbations, and to improve upon the structural solution achieved with the global

search, a design refinement in terms of aerodynamic properties is performed, using a

CFD-based inverse optimisation (i.e., residual correction method), with a gradient-based

engine. The optimisation problem requires minimising the functional:

Minimise f(x) = ‖Cp(x)t − Cp(x) ‖i, (3.13)

Subject to 1gi(x) = max
∣

∣

j
wij − a2 ≤ 0,

2gi(x) = a1 − max
∣

∣

j
wij ≤ 0,

x ∈ X, ∀j ∈ {1, . . . , np},

where X = {x ∈ R
n | xmin

k ≤ xk ≤ xmax
k , k = 1, . . . , nv} with xmin

k and xmax
k bounds

on the nv structural variables set by the user; wij are the deflections at load increment

i and structural location j, and a ∈ {a1, a2} define the lower and upper displacement

constraints at each load increment, with a maximum number of increments ninc, for

each airfoil defined at np structural grid points. The load increment, i, represents the
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Figure 3.18: Residuals between optimised and target airfoils for morphing beam in
the range of deflection states of 5% and 10%, global search, NURBS.

Figure 3.19: Semi thickness of multi-shape morphing beam, global search, NURBS.

structural solution corresponding to an airfoil with maximum camber of 10% chord,

therefore, the flow parameters are kept fixed (i.e., M=0.5 and α=2 degrees) over a single

cambered airfoil.

As already noted, this refining optimisation process is driven by a dynamic hill-climbing,

a gradient-based method to carry out a local search, using as a starting point the solution
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of the best design from the global search. Here 1600 design evaluations are used and this

further significantly improves the geometric matching (see Figures 3.20 and 3.14 with

DA scheme and 3.23 and 3.17 with NURBS parameterisation), and has hardly noticeable

impact on the overall aerodynamics (the metric of tuning the pressure distribution is

analysed in Chapter 4). The dramatic geometric improvement is also outlined by the

residual plots in Figures 3.21 for DA and 3.24 for NURBS, which are diminished and

smoother chordwide when compared to the residuals from global search, showed in

Figures 3.15 and 3.18. With both parameterisation schemes, the thickness of the beam

is slightly augmented chordwise and keeps the same shape of the boundaries, leading to

the a global solution, thus, the underlying approach is well posed and is parameterisation

independent.
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Figure 3.20: Refined multi-shape morphing airfoils with pressure residual correction,
DA.

3.3.2 Summary and Discussion

Morphing through different cambered airfoils to achieve aerodynamic properties for dif-

ferent maneuvers is possible by exploiting a range of incremental non-linear structural

solutions. Further, by using structures that are acting in the post-buckling regime, it
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Figure 3.21: Residuals between optimised and target airfoils for morphing beam in
the range of deflection states of 5% and 10%, gradient search, DA.
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Figure 3.22: Semi thickness, multi-shape morphing beam, gradient search, DA.

is possible to obtain significant changes in shape with only modest changes in applied

load. The study described in this chapter employed DA and NURBS parameterisation

schemes, to seek a potential feasible fast paradigm for finding global structural solutions.

Such heuristics are constructed on a metric related to target cambered airfoil achieved

for each structural solution, leading to a compact strut definition that can span a wide

range of aerodynamics related shapes, with very good agreement between morphing
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Figure 3.23: Refined multi-shape morphing airfoils with pressure residual correction,
NURBS.

airfoils and their target.
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Figure 3.24: Residuals between optimised and target airfoils for morphing beam in
the range of deflection states of 5% and 10%, gradient search, NURBS.
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Figure 3.25: Semi thickness, multi-shape morphing beam, gradient search, NURBS.



Chapter 4

Aerodynamics of Morphing

Airfoils

Having set out the methodology to provide global shape control of morphing airfoils

that span a wide range of cambers required for different manoeuvres during flight, this

chapter extends the features of the proposed model with a study on the aerodynamics

of such airfoils. This study also outlines that it is possible to achieve large structural

changes and keep prescribed flow characteristics on an aeroelastically stable airfoil.

4.1 Stating the CFD Problem

Computational Fluid Dynamics (CFD) is a tool that can predict physical fluid flow

phenomena for a variety of situations and can model flows where experimental data is

hard to measure. CFD can carry out two and three-dimensional solutions for complex

applications (e.g., a complete airplane configuration), by providing means to calculate

the detailed flow field around the model.

As the shape of an airfoil changes, the flow field around the airfoil also changes. This

leads to an altered state of pressure distribution, which, in turn, modifies the aerody-

namic properties and actively adapts the aircraft towards a new maneuver. In the given

system, CFD solutions are used to predict the aerodynamic properties of the morphing

airfoils as they change through the incremental range of cambers so that an estimate of

lift, drag would be possible. Of course, this method can be parameterised and automated

for optimisation purposes, driving an inverse optimisation methodology to update the

boundaries under certain constraints, where an aerodynamically-related cost functional

is minimised, following one of the techniques presented in section 3.1.1.

The CFD package used here to tackle the aerodynamic features of the morphing airfoils is

VGK (1997), a full potential code developed by DERA Farnborough and distributed by

48
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ESDU as part of the Transonic Aerodynamics pack. VGK is a two-dimensional viscous

coupled finite difference code that solves the full potential equations, with Rankine-

Hugoniot conditions to initialise shocks (AGARD-AR-211 (1985)). VGK finds the solu-

tion iteratively for flows with attached boundary layer, and couples inviscid flow solutions

with solutions for the displacement and momentum thickness distributions of boundary

layer and wake. The computational grid is based on detailed geometry representation

and is constructed radially and circumferentially around the surface (see Figure 4.1 for a

typical grid). The grid-sequencing convergence of the aerodynamic iterative solution de-

pends upon the flow characteristics, i.e., Mach number, freestream incidence, Reynolds

number, transition location, but also on the airfoil grid coordinates (surface definition

points have to be closely pitched near leading and trailing edge to yield smooth first and

second boundary derivatives). VGK provides good accuracy for flows with weak shocks

and attached boundary layers and fair predictions of local and overall parameters when

the upstream Mach number just before weak shocks does not exceed 1.3 with separation

of the boundary layer. If these flows are violated, it will lead to slow convergence or

failure of the simulation.

Figure 4.1: Typical computational grid for a morphing airfoil.

Morphing concepts are based on active changes of the flow field around the aircraft

to adapt it to new flight conditions. This process usually implies a change in speed,

altitude and attitude, intrinsically linked to incidence, drag and thrust, which inherently

describe the flight envelope. However, for simplicity, in this work, considering a constant

Reynolds number Re = 5·106, a standard setup in terms of Mach number and freestream

incidence has been built for the parameterised airfoils and the associated targets. This
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covers Mach numbers between 0.4 and 0.8, freestream incidence between -5 and +10

degrees, and ranges incremental shapes between 2% and 15% camber to chord ratio.

The structural solutions of the parameterised airfoils (viz. discrete and NURBS), re-

sulting after the global search, are depicted in Figures 3.14 and 3.17 respectively. These

designs present similar aerodynamic surfaces for low cambers, but the augmented ro-

tational gradient of the spinal structure deforms somewhat the airfoil from its target

(as previously mentioned, this drawback can be alleviated to some extent by a leading

edge nonlinear rotational restraint for cambers larger than 12%). Such large structural

changes alter the resulting aerodynamic boundaries due to chordwise variations of the

flexural stiffness (see Figure 3.16), more significantly in the case of the discrete approach.

Such perturbations in the surface, even though small, have a dramatic impact on the

overall aerodynamic features of the morphing airfoil. Although both paremeterisation

schemes have been employed here to emphasise the underlying approach, with overall

similar performance results, only the discrete-based results are presented here as the

geometry is easier to define and the structural and aerodynamic analyses are performed

faster (n.b., further results on NURBS-based airfoils are presented in Appendix B). This

choice outlines here the design paradigm and the features of the morphing concept and is

also reasoned by the dramatic improvement of the geometry and pressure distributions

from an initial geometry prone to surface irregularities (see section 3.3).

Figure 4.2 shows a typical ‘M−α’ envelope over a range of cambered airfoils and outlines

the limits for which VGK can converge, represented by closed symbols. These capabilities

are strongly related to a number of issues: the critical flow velocity that occurs at high

angles of attack and high cambers, where strong shocks or boundary layer separation

occur; the computed flow is associated to unrealistically high lift coefficients; large local

gradients of velocity can also cause unsuccessful runs in CFD and an iterative strategy

with a change in relaxation factor would alleviate this issue; the geometry accuracy has

a large impact on local surface Mach numbers close to unit and the pressure coefficient is

very sensitive to minor surface irregularities, that can also be dictated by the boundary

layer growth. The landscape of such unsuccessful runs can also be depicted in Keane

and Nair (2005), page 442.

Here, for instance, Figure 4.3 shows converged CFD runs over 5% and 10% cambered

airfoils, for mild flow conditions, i.e., M = 0.4. Here a slightly lower pressure on the

upper surface of the optimised airfoil is achieved for higher incidence, which leads to

augmented pressure gradients, thus enhanced lift, and very good agreement in terms

of pressure distribution is achieved aft shocks. Clearly, as the camber and angle of

attack increase, the tendency to upper surface boundary layer separation becomes more

significant. Note also the slight lack of smoothness in the target pressures for α = 6

degrees is damped out by the inverse process of the geometry definition being used (i.e.,

smooth representation of the structural grid of the airfoil under DA scheme that would

be alleviated under NURBS, see Figure B.2 for a closer agreement).
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Figure 4.2: ‘M − α’ envelope of converged CFD runs on DA parameterised airfoil
(global search), where ‘⊳’ represents successful runs for the computed airfoil and ‘⊲’

for the target.

Figure 4.4 shows similar results for slightly more extreme operating conditions in the

envelope, including one at M = 0.8, and also a very good agreement even aft of the

upper surface shock position (the equivalent NURBS-based airfoils show, at this stage,

smoother pressure distributions and better agreement to the target, see Figure B.3).

Clearly, the pressure distributions are sensitive to changes in geometry, flow parameters

and boundary layer growth and the flow can readily degenerate into a weak shock for

transonic conditions with higher cambers, contributing wave drag. This behaviour is

seen in the drag polars of Figure 4.5 for the two cambered airfoils. The drag trends

are similar across a wide range of incidences, with particularly good agreement for the

low camber point. When morphing between the two cambered shapes analysed in these

plots, good aerodynamic performance is obtained throughout. Moreover, the differences

in drag polars seen at 10% camber, can be considerably reduced by a further stage of

design optimisation which is considered in the next section (the drag polars metric can

also be used in an inverse design, rather than pressure residuals). A typical variation

of CL with freestream incidence across a Mach number range depicted in Figure 4.6

outlines the linear case before the stall occurs, with locally lower lift for the optimised

structures at high flow velocities due to adverse pressure gradients developed.
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Figure 4.3: Pressure distributions for morphed and target airfoils (global solution),
under mild flow conditions, DA.

4.2 Tuned Aerodynamics using Pressure Residual Correc-

tion

As a reminder from section 3.3.1, to achieve a better aerodynamic agreement in terms

of pressure distributions and drag polars than those shown in Figures 4.3, 4.4 and 4.5,

produced by multi-shape morphing airfoils under DA scheme from Figure 3.14 (n.b.

similar results for NURBS-based airfoils are presented in Appendix B), an inverse CFD-

based design optimisation is followed. For this, a residual correction scheme can be

stated as:

Minimise f(x) = ‖Cp(x)t − Cp(x) ‖i, (4.1)

Subject to 1gi(x) = max
∣

∣

j
wij − a2 ≤ 0,

2gi(x) = a1 − max
∣

∣

j
wij ≤ 0,

x ∈ X, ∀j ∈ {1, . . . , np},

where X = {x ∈ R
n | xmin

k ≤ xk ≤ xmax
k , k = 1, . . . , nv} with xmin

k and xmax
k bounds

on the nv structural variables set by the user; wij are the deflections at load increment
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Figure 4.4: Pressure distributions for morphed and target airfoils (global search),
under severe flow conditions, DA.
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Figure 4.5: Drag polars for 5% and 10% cambers (global search), DA.

i and structural location j, and a ∈ {a1, a2} define the lower and upper displacement

constraints at each load increment, with a maximum number of increments ninc, for

each airfoil defined at np structural grid points. Here, the load increment i represents

the structural solution corresponding to an airfoil with maximum camber of 10% chord,

therefore, the flow parameters are kept fixed (i.e., M = 0.5 and α=2 degrees) over a

single cambered airfoil.

As already noted, this refining optimisation process was driven by DHC for local search,
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Figure 4.6: Variation of lift coefficient vs. angle of attack with Mach number, for 5%
and 10% cambers (global solution), DA.

starting with the best design from the previous optimisation. Here 1600 DHC itera-

tions were needed to improve the structural response of the set up (see again Figure

3.20). Clearly, this leads to a very good agreement in terms of pressure distribution,

including shock positions for the higher camber results (see Figure 4.7). This also yields

more closely engineering drag performance shown in Figure 4.8. Quantitatively, the

performance in the matching of drag polars is 10 drag counts for 5% camber airfoil

at -5 degrees incidence and 9 drag counts for 10% camber at 1 degree incidence (n.b.

similar performance is achieved with the NURBS-based airfoils, i.e., 8 drag counts at 1

degree incidence for 10% camber, as depicted in Figure B.8). These results, augmented

also by the improvement over the CL − α variation depicted in Figure 4.9, justifies the

significant extra effort required for the CFD-based optimisation, and serves to ensure

that good drag performance is maintained while still allowing significant camber control.

This is a particularly important feature of the design process, since any gains achieved

from flapless control in terms of stealth or reduced noise must not be achieved at the

expense of deteriorating aerodynamic behavior. Of course, it would be possible to carry

out the entire optimisation process using the fully coupled structural and CFD analysis

throughout, but this would be considerably more costly than the two-stage process used

here.
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Figure 4.7: Refined pressure distributions for multi-shape morphing airfoils, under
mild and severe flows, DA.
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Figure 4.8: Refined drag polars for morphed airfoils, DA.

4.3 Static Aeroelastic Study of Morphing Airfoils

Aeroelasticity plays a significant role in describing the stability, rigidity and control

of lifting bodies. The performance and behaviour of a lifting body is dictated overall

by competing disciplines, viz, structures and flow dynamics, that need to be coupled

in some form to provide aeroelastic solutions. In the literature there are usually two

approaches for coupling: single domain or fully coupled, where the solutions are results

of a monolithic system of equations that represent both disciplines, with a trade-off on

numerical implementation (see for instance Guruswamy (1992) in the early stages of

developing such schemes) and loosely coupled, where an explicit interfacing boundary
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Figure 4.9: Variation of lift with incidence for gradient-based optimum solution, 5%
and 10% cambers, DA.

information between disciplines is provided (i.e., integrated within the source codes by

Love et al. (2000) or modular external mapping schemes between tools, see Cai and Liu

(2001) and Alonso et al. (2004)).

The primary focus of this section is a static aeroelastic study under a loosely coupled

and modular method, since time-accurate solutions are not considered. The interaction

between fluid and structures can be achieved through a wide variety of mapping algo-

rithms (a comprehensive review of such interpolating schemes can be found in Smith

et al. (1995)). In the loosely coupled approach, the boundary interface between the two

disciplines has a dual character, providing means of mapping the pressure field onto

the structural grid, and also interpolating the displacement field into the CFD grid.

To obtain an aeroelastic solution, these two mappings are repeated and updated in an

iterative manner until a convergence criterion is satisfied. In VGK (1997) the infinite

region outside the airfoil is mapped conformally onto the inside of a circle and the com-

putational grid utilised by the finite-difference method is built upon radial lines and

concentric circles. A fine CFD grid is utilised initially in order to maintain the accuracy

of the solution for any small geometry changes. Therefore, the aeroelastic solution is

based upon the boundary interface corresponding to a fixed CFD grid and an iteratively

updated displacement field (i.e., a pressure field is obtained from a rigid steady state

CFD solution and is mapped onto the boundary-fitted structural grid with impact on
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structural response computed by FEM solver) as depicted in the workflow from Figure

4.10.

Static aeroelasticity requires geometry conservation through the mapping of the con-

servative aerodynamic loads fa, which becomes intrinsic when, under a relaxation pro-

cedure, the pressure field is updated with the current and the previous states (see, for

instance, Cai and Liu (2001) or Alonso et al. (2004)). The updating process is controlled

by a relaxation factor, β, that determines the magnitude of the pressure perturbation

(i.e., oscillatory), such that

fn
a = fn−1

a + β(fn
a − fn−1

a ), (4.2)

0 < β < 1.

Figure 4.10: Airfoil aeroelastic workflow.

A canonical example consisting a 5% cambered airfoil under moderate flow conditions

with M = 0.5 and α = 2 degrees is studied. The airfoil under investigation is considered

to be fixed between the boundary conditions, as the wing shape control paradigm can be
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Figure 4.11: Aeroelastic convergence studies, with relaxation factor β =
0.2, , 0.4, 0.6, DA.

thought as a two-spar structure anchored within the enclosure of the outboard or fuselage

and can simulate the boundary conditions, i.e., the pinned leading edge and sliding

trailing edge, so that the global shape control of the wing is possible. The structural

set up consist the best solution from gradient search including boundary conditions and

the pressure distribution is mapped onto the structural grid so that lift and drag are

accounted for (n.b., on a unit width beam, the pressure is discretised into equivalent

concentrated forces orthogonal to the aerodynamic surface and applied on the structural

boundary-fitted grid). The conversion factor that tunes the pressure distribution also

takes into account the width of the beam (i.e., 8 mm) so that the aeroelastic updates

are based on full structural strength of the beam (n.b. the NURBS-based aeroelastic

results presented in Appendix B.3 are computed for a unit width airfoil to emphasise

the aeroelastic feature of the proposed model).

In the aeroelastic cycle, the convergence of the solution is accelerated when large re-

laxation factors are used. Such trends can be seen in Figure 4.11 for the DA-based

airfoils (n.b. similar results for the airfoils under NURBS scheme are presented in Ap-

pendix B.3), where a relaxation sensitivity study shows the convergence of the solution

in the aeroelastic cycle in terms of perturbation fa (i.e., the non-regular CP distribution

mapped onto the structural-fitted grid and integrated over the width of the beam). For a

relaxation factor β = 0.6 the aeroelastic solution converges after 15 iterations, whereas
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for β = 0.2, 35 iterations are needed (similar trends are obtained for NURBS-based

airfoils in Appendix B.3).
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Figure 4.12: Aeroelastic stability, β = 0.6, DA.

The convergence history in terms of perturbation in Figure 4.11 and also in terms of

lift and pitching moment coefficients in Figure 4.12, shows large oscillations due to the

incremental-iterative FEM procedure. The difference between two consecutive incre-

mental solutions can be large and then the minimum norm of the desired camber and

the surrounding solutions is chosen, which may lead to large oscillations in aerodynamic

properties due to somewhat smaller camber variations. This variation is intrinsically

dictated by the non-linear solution and has a magnitude of an increment. Structural

instabilities may also occur, in which case the relaxation factor is augmented by one

percent so that the perturbation to the system is augmented, thus obtaining a stable

solution. The convergence history also shows that the aeroelastic solution is only slightly

changed from the rigid steady state one, with a maximum of one percent, which proves

the airfoil is stiff enough to preserve its optimised rigid state properties (see Figure

4.13 for the aeroelastic pressure distribution and the resultant airfoils in Figure 4.14,

under a relaxation factor β = 0.6). The nature of the aeroelastic study of the DA-based

airfoils is also emphasised by the wavy pressure distribution, inherently determined by

the irregular stiffness variation chordwise under the non-uniform pressure field onto the

boundary-fitted grid of the airfoil.

In such analyses, although there is a high interdependence between conflicting FEM and

CFD systems, here the pressure transfer from the CFD algorithm onto the FEM grid

has essentially negligible impact on overall aerodynamic performance of the airfoils.
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Figure 4.13: Aeroelastic pressure distributions, β = 0.6, DA.
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4.4 Summary

Linked to the previous chapter, where a two-pronged optimisation was performed by

means of structural enhancements, this chapter augments the features of the multi-shape

morphing airfoils. The main focus was a study on the aerodynamic gradients when large

structural changes occur during morphing. The DA boundary-fitted grid is emphasised

here due to its lack of smoothness that can produce large disturbances in the flow,

across a wide range of cambers, although similar results for the NURBS based airfoils

are presented in Appendix B. Using a full potential solver and a two-stage aerodynamic

analysis (i.e., a GA-based structural solution is followed by a DHC-based local search

with the residual correction method), very good agreement between optimised airfoils

and their associated targets has been obtained in terms of aerodynamic performance and

boundary geometries. Such airfoils deliver aerodynamic characteristics that match a set

of pre-specified target shapes, under aeroelastically stable conditions, and the similarity

between the results of the two parameterisation schemes employed concludes that the

approach is well posed and it parameterisation independent.



Chapter 5

Material Fitness

The global optimisation of morphing structures has so far been built on the assumption

that the airfoils are constructed from predefined thickness (i.e., the analytical NACA

definition). In this chapter, the fitness of the cladding material is considered in order to

validate the assumption on unchanging thickness distribution on the morphing airfoils.

An inverse optimisation of the constitutive parameters of a hyperlastic material is pro-

vided such that the aerodynamic performance of morphing airfoils is maintained while

structural setup is fixed and based on gradient-search solution.

5.1 Overview of Hyperelasticity

Hyperelastic materials and especially elastomeric foams have a wide range of applicabil-

ity in industry, ranging from biomedical engineering (e.g., arterial stents, artifical heart

valves) to sport engineering and also the vehicle industry (e.g., suspension), mainly be-

cause of their excellent energy absorption and moulding capabilities. The constitutive

law admits a continuous potential function that can control the stress-strain responses

through the ’performance’ parameters. The hyperfoams are cellular materials that can

deform elastically up to 90% in compression, and also allow for large volumetric defor-

mation (i.e., the effective Poisson ratio is less that 0.45-5) due to their porosity.

The linear elastic constitutive laws can only be used for linearised strain-stress relation-

ships, under the assumption of small deformations. However, there are complex models

where small strains (e.g., soils) and also finite strains (e.g., polymers) can be analysed

on a elastic foundation, but exhibit non-linear stress-strain behavior. The emergence

of non-linear constitutive laws begun nearly 60 years ago when exact non-linear solu-

tions to incompressible isotropic material problems (i.e., hyperelasticity) were found due

to Rivlin’s discovery (Rivlin (1948)). Hyperelasticity comprises both non-linear mate-

rial response and non-linear kinematics, with applications in both incompressible (i.e.,

rubberlike material) and highly compressible (i.e., elastomeric foam) responses.

62
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The main features of the mechanical behavior on hyperelastic materials are that (1) the

material behavior is elastic (i.e., there is no history dependence of stress, in addition to

the reversibility assumption); (2) the material is temperature dependent in shear (i.e.,

that heat causes stiffening);(3) the shear modulus is very small compared to that of met-

als; (4) an isotropy assumption (i.e., the molecular chain, although randomly distributed

in the mass of the material, exhibits deformation in the direction of straining).

Hyperelastic materials are described in terms of a strain energy density function (i.e.,

strain energy in the material per unit of reference volume), whose derivative with respect

to a strain component ǫij , determines the corresponding stress component σij , as follows:

sij =
∂U

∂ǫij
. (5.1)

A number of forms of the potential are available in the literature, such as Mooney-Rivlin,

Neo-Hookean, and Ogden forms (Freakley and Payne (1978)), providing means to achieve

accurate responses in different deformation modes (e.g., axial tension-compression, shear,

volumetric changes), and using different formulations for the temperature-dependent

material parameters to fit a particular material. These forms also offer the flexibility of

deriving stress measures by defining the energy functional in terms of strain invariants

and elastic deformation which are inextricably linked to kinematic quantities, such as

principal stretches (Ogden (1984)) or the deformation matrix.

Since hyperelastic materials exhibit large deformations over a wide range of compressibil-

ity, a suitable form of the strain-energy functional has been proposed by Ogden (1972)

for low-density foams, derived from slightly compressible rubber definitions, including

terms of the strain invariants and principal stretches. The elastic behaviour of the foam

is based on a modified Hill strain energy function:

U =

N
∑

i=1

2µi

α2
i

[

λ̂1
αi

+ λ̂2
αi

+ λ̂3
αi − 3 +

1

βi
(J−αiβi

el − 1)

]

, (5.2)

defined by λ̂i = J
−

1

3

th λi, where λi are the principal deviatoric stretches that give a

measure of relative elastic volume Jel = λ̂1λ̂2λ̂3 (Jel = 1 for incompressibility) and also

the total volume ratio J (i.e., current volume divided by original volume) is defined as

temperature variant through the thermal strain ǫth:

Jel =
J

Jth

=
1

Jth

δV

δV0
, (5.3)

Jth = (1 + ǫth)3, (5.4)
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Here, µi, αi and βi are the material parameters to fit experimental data and define the

initial shear modulus µ0 by shear modulus coefficients µi,

µ0 =

N
∑

i=1

µi. (5.5)

βi specifies the shape of the volumetric response, being related to the effective Poisson

ratio νi defining the initial bulk modulus K0

K0 =

N
∑

i=1

2µi

(

1

3
+ βi

)

, (5.6)

βi =
νi

1 − 2νi
. (5.7)

and αi represents the shape of the stress-strain curve, i.e., a low α increases the curvature

of the response and produces a rapid initial compression and stiffening.

In the current study large deformations of the strut occur (i.e., up to 10%-15% chord

in the post critical regime) and it was assumed that the thickness distribution of the

deflected airfoil using the spinal structure, kept its analytical definition throughout the

deformation. In reality, the constitutive hyperelastic models are phenomenological and

may affect the structural strength of the set up. Therefore, a low density elastomeric

foam is studied here to simulate a true mechanical response, to bring closure to the

initial assumption on deformation simplicity of the fixed thickness distribution. A com-

prehensive overview on the potential materials along with the test beds can be found in

Kikuta (2003).

A direct search of parameters on structural behaviour of hyperelastic models is also

present in the literature, for instance, Twizell and Odgen (1983) and Ogden et al. (2004),

derive a benchmark of non-linear least squares fit (i.e., optimisation) on experimental

data, outlining the non-singular optimal solutions to such problems.

5.2 Inverse Design of Constitutive Parameters

The elastic properties of elastomeric foams are highly dependent upon the stiffness of

the cellular chain and its structural density (Gibson and Ashby (1977)). Since the exper-

imental test data for the material in terms of stress-nominal strain pairs in combinations

of uni-equiaxial, planar, simple shear and volumetric expansion are not provided, the

hyperfoam material properties can be tackled using direct input of coefficients into the

potential function, to predefine the mechanical response of the model. Both hyperelastic
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and elastomeric foams have their constitutive laws implemented in several industry com-

mercial non-linear FEM codes, such as Abaqusr/Standard (Version 6.5). That enables

the user to choose the functional parameters and the order N , so that a mechanical

response of the material is achieved. Here an inverse design method is approached

as discussed in previous chapters, whilst a functional defined in terms of aerodynamic

properties of the deformed set up is assessed using VGK.

The current section improves upon the equivalent implicit correlation between the de-

flected strut and the theoretical airfoil surface, providing a more practical approach of

the setup, i.e., a hyperelastic material intrinsically linked to the camber-like strut. Since

a priori knowledge of the proposed material is not provided, an optimisation of the ma-

terial parameters is carried out via an inverse procedure, using a parent-based search

engine (i.e., a GA).

As a starting point, the set up comprises the optimum strut design from the previous

gradient-based optimisation that featured good aerodynamic properties in terms of the

increment-based morphing airfoil and the thickness distribution is represented now by

an elastomeric foam constitutive law. A four-digit NACA definition is used to represent

the aerodynamic shape of the airfoil in its undeformed state. During the deformation,

volumetric changes along with compression-tension states are allowed to occur (keeping

in mind that the effect of undesirable ripples and bulges is to be minimised as secondary

effect during optimisation) so that good aerodynamic features can be achieved (i.e,

when compared to the properties derived from its equivalent target airfoil, under the

same flow conditions as in the gradient-based search). Therefore, a functional related

to the aerodynamics of the set up is to be minimised and can be stated as follows:

Minimise f(x) = ‖Cp(x)t − Cp(x) ‖, (5.8)

Subject to gi(x) = dτ : dǫ > 0,

x ∈ X, ∀ i ∈ {1, . . . , ninc},

where X = {x ∈ R
n | x ≡ {µk, αk, βk}, k = 1, . . . , N} with N the order of the material.

The implicit constraint gi is defined by the Drucker stability check (i.e., intrinsic to the

FEM solver) and is evaluated at each load increment i until the maximum number of

increments ninc is reached, to reduce the computational burden of the optimisation. The

constraint can be expressed with respect to increments of the principal Kirchhoff stress

dτ following a non-specified principal logarithmic strain dǫ = d(lnλ):

dτ : dǫ > 0. (5.9)
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or as positiveness of the tangential stiffness matrix D in Krichhoff-Cauchy stress rela-

tionship dτ = Jds:

dǫ : D : dǫ > 0. (5.10)

A number of papers in the literature deal with the estimation of the constitutive pa-

rameters of elastomeric foams, searching for rather discrete values that can fit different

experimental data. Such research emphasises that a higher order N of the model coupled

with a inconsistent choice of the parameters may lead to high sensitivity, instabilities

or a poor fit to the experimental data. Mills and Gilchrist (2000) established consistent

agreement to the stress-strain response curve of a second order low density polymer

using pairs (αi, µi) of discrete values to quantify tensile (e.g., α2 = 20) and compressive

(e.g., α2 = −2) hardening coefficients at high strains while intermediate values increase

the strain rate in uniaxial compressive response, commenting that first order model lead

to a poor fit of the material.
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Figure 5.1: 5% and 10% camber to chord ratio strut deformation with hyperelastic
material.

Therefore, for the current model an elastomeric foam material with the order of the series

expansion N=2 is chosen, to ensure sufficient flexibility and stability of the constitutive

law in modeling the structural behaviour of the foam. The elastomeric allows for high

compressibility (i.e., flexibility), enabling small reactions of the foam on the camber-like

spinal structure in an optimum configuration (see Figure 5.1). The lateral deflection of
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the beam for larger cambers is controllable, since the hardening behavior is driven by

physical arguments in the outlined functional. The optimisation here accounts for large

strains and rotations, since the structural solution is found employing an iterative based

non-linear procedure. Although in the previous optimisation of the beam the structural

constraint was expressed in terms of bounds for maximum deflection achievable, only

the solution (i.e., load-displacement discrete values) represented by a minimum norm to

the bound is chosen. The norm can range up to a maximum increment size, which often

varies between 0.001% and 0.1% of the final solution achieved.1 Such a norm can also

be expressed as change in the displacement field when using a set up comprising of the

beam and the elastomeric foam, as shown in Figure 5.1 for 5% and 10% camber to chord

ratio. As expected, the gradient deformation is larger at the position of the maximum

camber due to the augmented stiffness of the set up in the presence of the foam.
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Figure 5.2: Optimal analytical and experimental airfoils

The global optimisation in this section is based on the same features (i.e., structural set

up and flow conditions) as the previous gradient-based search. The optimal aerodynamic

shapes of the computed airfoils are plotted against the target ones for both 5% and 10%

cambers in Figure 5.2 showing a very good agreement.2 The aerodynamic properties of

1The increment size varies during the deformation and is highly dependent on the non-linearity degree
of the model, since an incremental-iterative procedure is employed to minimise the residuals

2The figures may lack of accuracy of plotting due to fitting procedures for larger deformations, as
only positive defined airfoils can be used in VGK
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Figure 5.3: Residuals between optimised hyperfoam and target airfoils in the range
of deflection states of 5% and 10%.

the airfoils are sensitive to the perturbations in the aerodynamic shape, but the proposed

model, studied over a wide range of flows, indicates a very good agreement in terms of

pressure distribution, including mild shock position (see Figure 5.4 for 5% and 10%

cambered airfoils). This agreement is complemented by a linear CL − α variation over

the range of computed incidences, with higher variations of drag towards the end of

the Mach-incidence envelope (Figure 5.5), where shocks are likely to occur. The drag

polars also outline the true aerodynamic feature of the model, yielding a very similar

drag performance to the target shape (Figure 5.6).

The optimised set of the hyperfoam potential parameters for the underlying model is

compared with a number of valid models from the literature, to check its validity within

a wide design space encapsulated by experimental data. Here, the validity basis is set by

the studies of fitting constitutive parameters to experimental data provided by Mills and

Lyn (2001), Schrodt et al. (2005) and HKS Abaqusr manual for hyperfoams of order

N = 2. The resulting materials based on the fitted experimental data from Table 5.1

are analysed in Figure 5.7 for camber of 10% chord at Mach 0.5 and incidence -1 degree.

Clearly, the pressure distributions of the hyperfoam airfoils are intrinsically linked to

the structural response of the foam-core, a priori determined by the potential definition

in uni-bi-axial compression and tension and shear so that to fit a target. The numerical
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Figure 5.4: Pressure distributions of 5% and 10% hyperelastic airfoils.
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Figure 5.6: Drag polars of 5% and 10% hyperelastic airfoils.

fitness of the studied hyperfoams is presented here as a root mean square error (see table

5.1). The optimised hyperfoam presents a good trade-off between the experimental

configurations and exhibits a better fitness with the constitutive parameters close to

experimental ones, by controlling the potential definition, thus the stress-strain curve

through the µi, αi and νi parameters.

Table 5.1: Parameters for the hyperfoam materials with N = 2.

Optimised set Mills and Lyn (2001) HKS Abaqusr Schrodt et al. (2005)

µ1 0.041280 0.018 0.16709 0.00481
α1 16.021013 8 9.00665 19.8
µ2 0.246407 0.012 2.153721E-5 0.00360
α2 7.457265 -2 -4.86940 19.8
ν1 0.340440 0 0 0.014091
ν2 0.273473 0.45 0 0.006416

RMSE 0.0772824 0.123 0.09487 0.158537

Qualitatively, the performance of the elastomeric foam can also be emphasised using

stability conditions within the constitutive law.3 The physical arguments of the potential

from which stress states are derived have a large impact on the local structural behavior

of the foam. The optimal solution here presents an inhomogeneous stress field (Figure

5.8 and the contours are rather bunched in the radial direction. Concentration factors

outlined by large consecutive variation of stiffness (i.e., the discrete thickness distribution

scheme used to represent the strut) constitute the origin for small stress concentrations,

that ‘weed out’ with large deflections and also change with the bending curvature of the

strut. The inhomogeneous stress field also captures the vertical component of the Cauchy

stress tensor s33 towards the leading edge, where the stiffness of the foam decreases.

3Here the design space is large and for constitutive constants highly negative leading to nominal
strain range of −0.9 ≤ ǫ1 ≤ 9 (the material is prone to instabilities), Abaqus performs data checks
for nine forms of loading: uni-biaxial, shear, planar and volumetric tension and compression and issues
warnings for minimum strain for which the instability is observed



Chapter 5 Material Fitness 71

0 0.2 0.4 0.6 0.8 1

−3

−2

−1

0

1

2

Optimised hyperfoam

0 0.2 0.4 0.6 0.8 1

−3

−2

−1

0

1

2

y/
c

Mills and Lyn (2001)

Foam−core
Fitted airfoil

0 0.2 0.4 0.6 0.8 1

−3

−2

−1

0

1

2

x/c

y/
c

HKS Abaqus (2005)

0 0.2 0.4 0.6 0.8 1

−3

−2

−1

0

1

2

C
P

Schrodt et al. (2005)

Figure 5.7: Comparison of pressure distributions of different fitted hyperelastic airfoils
for cambers = 10% chord at M = 0.5 and α = 1 deg.

The maximum vertical stress for 10% camber s33 = 34 KPa, i.e., very low compared to

stresses in a shoe cushioning system (N = 1) of 80kPa in Thomson et al. (1999) or 70kPa

in an impact of a headform on crash mats (N = 2) in Lyn and Mills (2001). The main

feature of elastomeric foams concerns the compressibility and this is depicted in Figure

5.9. The maximum logarithmic compression strain for the 10% cambered airfoil LE22

is on the order of −0.0239, which is equivalent to a stretch of λ = e−0.0239 or a nominal

compressive strain of 2%. Similarly, LE11 = −0.09323, which leads to a nominal strain

of 9%, indicating a mild axial compression of the foam. These invariants predicts the

behaviour of the foam with respect to the stress-strain equilibrium path, as for strains

smaller than 5%, linear elastic deformations occur due to bending of the cells, followed

by a plateau at almost constant stress due to elastic buckling of cell walls.
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Figure 5.8: Stress contours of hyperlastic airfoil.
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Figure 5.9: Strain contours of hyperlastic airfoil.

5.3 Concluding Remarks

Finite element analysis of the elastomeric foam requires a very fine mesh to capture

small perturbations in the aerodynamic surface, and a significant computational burden
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is associated with it. This chapter described a methodology to perform a best fit mate-

rial, by setting up the optimisation problem for the aerodynamic performance required.

Although a solution of the optimal constitutive parameters has been found using a global

GA search with only 60 generations and a population size of 50, the optimisation is still

computationally expensive. This was alleviated in earlier chapters under the assump-

tion that the distribution of the foam-core throughout the deformation is represented

by the theoretical four-digit NACA definition. The current optimisation has been per-

formed to validate this assumption, demonstrating that the simplifying assumption can

be justified.



Chapter 6

Wing Morphing and Roll Control

The heuristic methodology of global shape control, applied initially to achieve multi-

shape morphing airfoils, is extended in this chapter to the three-dimensional case. The

concept is applied to aerodynamic wing design to enhance roll control and combines

the FEM and CFD analyses of parametric CAD models, wrapped in a multi-objective

optimisation. The development of effective designs is a complex and computationally

expensive task, and is tackled by means of surrogate modeling.

6.1 Formulation of the problem

In real life aircraft applications, wing morphing concepts rely on actively and contin-

uously changing the shape of the wing to adapt it to new flight conditions, without

the hinge contours discontinuity associated with conventional control/high lift devices.

Aerodynamic wing design is a complex task, multi-disciplinary in nature, which often

requires a priori knowledge about likely performance based on semi-empirical methods

or previous experimental data to enhance the design solutions. This often translates into

the use of multi-objective optimisation to capture the performance metrics of interest,

but can limit the improvement of the design and runs the risk of limiting the feasible

design space.

An application of the proposed methodology to transonic wing design for a general

civil transport aircraft is considered (see Figure 6.1). The wing morphing methodology

proposed here extends the two-dimensional concept of morphing airfoils by means of

plates. Perhaps the simplest way to envisage this is to consider a two-dimensional

spinal structure, extruded into an orthogonal direction to obtain a flat plate model. By

means of a simplistic control law, akin to the actuation scheme employed in the previous

methodology, global shape control of the new spinal structure is possible, through offset

point loads at the extreme sections of the controllable outboard wing patch.

75
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Figure 6.1: Wing planform with typical inboard and outboard patches. The high-
lighted outboard wing patch is actuated by point forces at the trailing edge of grid
sections ‘sec 1’ and ‘sec 3’. Structural related objectives are applied to the sections

‘sec’ 1, 2 and 3.

The overall aerodynamic shape of the wing is intrinsically linked to the structural setup

and large changes in the shape of the spinal structure can have a dramatic effect on

the aerodynamic performance of the wing. Here, these issues are tackled by means of

constrained multi-objective optimisation, with both aerodynamic and structural related

cost functions and constraints. The geometry of the underlying spinal structure is char-

acterised by a fixed planform and uses two patches, viz. inboard and outboard. Since the

current methodology makes use of a simplistic actuation law and a global shape control

of the wing is needed to provide enhanced roll, the outboard wing patch is chosen to be

the active element during morphing.

The selection of the objectives in multi-disciplinary analysis has a strong impact on

the success of the optimisation process. These are often imposed by the aircraft man-

ufacturer, such as lift, drag, weight, etc., that have a strong influence on the costs and

performance of the product. Here, the main objective used defines the roll performance

of the wing, while minimising drag. The flow performance is highly sensitive to the

smoothness of the aerodynamic shape of the wing, controlling somewhat the pressure

distributions (Scherer et al. (1997)), and thus, the overall aerodynamic performance

of the wing. This leads to additional aerodynamic and structural objectives and con-

straints, so as to aerodynamically maintain product integrity, by enabling the morphed

outboard surface to smoothly blend the controlled prescribed sections (n.b. the grid

sections on which the structural related objectives are studied here are the crank, tip
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and mid outboard path positions, i.e., sec 1, sec 2 and sec 3, respectively). This trans-

lates into the use of a target wing shape, a priori generated by four-digit NACA airfoils

with significant aft camber (i.e., 65% chord), so as to alleviate the inherent transonic

flow issues over the wing and also, to avoid spurious designs (to keep to the spirit of the

two-dimensional approach)1.

As already mentioned, the underlying model is designed to enhance roll control over

the wing and also to maintain the aerodynamic integrity. These two issues are tackled

in a single heuristic objective, f1, by minimising the gradient of drag with respect to

the position of centre of pressure, so that the feasible design solutions encounter low

drag for a large change of centre of pressure towards the tip. Here, the smoothness of

the design is imposed by the objectives fsec on the grid sections highlighted in Figure

6.1 (i.e., sec 1, 2 and 3, corresponding to the crank, tip and section mid outboard

patch), using metrics that define the fitness of the morphed airfoils to equivalent NACA

airfoils. The aerodynamic constraints g1 and g2 are expressed with respect to the baseline

wing geometry (i.e., 2% camber spanwise, as depicted in Figure 6.2), and structural

constraints g3 and g4 control the upper and lower bounds of the displacement field of

the crank and tip grid sections. Therefore, the multi-objective optimisation problem can

be stated as follows:

Minimise f1(x) =
¯dCD

dYcp

, (6.1)

fsec(x) = ‖ wt − w ‖sec, (6.2)

Subject to g1(x) = CL0
− CL < 0, (6.3)

g2(x) = Ycp0
− Ycp < 0, (6.4)

g3(x) = max
∣

∣

j
wj − a2 ≤ 0, at sec 1, (6.5)

g4(x) = a1 − max
∣

∣

j
wj ≤ 0, at sec 3, (6.6)

x ∈ X, ∀ j ∈ {1, . . . , np}, ∀ sec ∈ {1, 2, 3},

with C̄D = CD · sspan, X = {x ∈ R
n | xmin

k ≤ xk ≤ xmax
k , k = 1, . . . , nv} with xmin

k and

xmax
k bounds on the nv structural variables set by the user (xmin

k =0.2 mm and xmax
k =8

mm for control points, xmin
k

∣

∣

F1

=-5 kN, xmin
k

∣

∣

F2

=-100 kN, xmax
k

∣

∣

F1

=3 kN and xmax
k

∣

∣

F2

=-3

kN); wj are the deflections at the structural position j at final load increment2 for each

of the three sections s considered defined by np structural grid points, and a ∈ {a1, a2}
with a1 = g3(x) define the lower and upper displacement bounds for crank sections (sec

1) and tip (sec 3). The increments ¯dCD = C̄D− ¯CD0
and dYcp = Ycp−Ycp0

are computed

1In the emergence of transonic research, a young aerodynamicist at NACA, Roger Whitcomb, sug-
gested that the upper surface shocks at critical speeds can be alleviated by the right curvature, and his
design strategy led later to the development of transonic airfoils.

2Due to high computational expense, only the final increment from the non-linear solver is analysed
and is set by a stopping criterion, i.e., a1 = max

��
j
wj at section sec 1.
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with respect to baseline geometry characteristics (i.e. C̄D = 0.015402, Ycp0
= 7.5 m and

CL0
= 0.51), which consist 2% cambered grid sections spanwise (see Figure 6.2).

6.2 Wing analysis

For the wing analysis, a hierarchical strategy is employed, interleaving parameterisation

enhancement by means of a CAD tool, followed by structural optimisation into an aero-

dynamic design process, in order to study the performance of the underlying model, as

shown in Figure 6.3). Due to the complexity of the problem, this MDO paradigm is used

in conjunction with a response surface approximation, such that design optimisation is

achieved, as depicted in Figure 6.4. The programming challenges are augmented with

the automated strategy of the MDO, since different ‘black-boxes’ are interdependent and

provide means to study the aerodynamic and structural enhancement of such models.

The aerodynamic shape design is, of course, intrinsically linked to the deformable shape

of the spinal plate that satisfies the imposed design goals and constraints. The design

process encapsulates the features of the underlying model by interacting both structural

and aerodynamic goals, as defined in equations 6.1-6.6. The main goal of the underlying

MDO process is to achieve enhanced roll of the wing while minimising the drag, designed

here by minimisation of the gradient of the drag with respect to the position of the centre

of pressure. In the literature, a great deal of research on the optimisation of aerodynamic

features of wings is undertaken. The metrics used are offered mainly with respect to drag

in cruise. Such criteria do not suffice for a true aerodynamic goal, so that other metrics

in terms of objectives and constraints need to be involved so that enhanced properties

of the optimum aircraft design are captured, e.g., buffet at high lift, pitch constraint

near stall, Clmax
for clean wing, etc. (see, for instance, Lynch (1982), Jameson and

Vassberg (2001)), along with structural constraints. Intuitively, the complexity of such

optimisation problems is mitigated by choosing a limited number of goals and design

variables and fidelity required to assess them, but runs the risk of limiting the study on

the features of the aircraft.

6.2.1 Parameterisation strategy

As already noted, a myriad of feasible strategies with respect to geometry parameter-

isation have been available in the literature since the late 1970s, see for example the

survey provided by Samareh (2001). If combined with an optimiser, the choice of such

methods becomes central to meeting the required flexibility in geometry representation

through an appropriate set of design variables.

The shape parameterisation technique employed in this chapter is based on NURBS sur-

faces definitions (Piegl and Tiller (1997)). It has been tailored to enhance the flexibility
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Figure 6.2: Pressure contours of the baseline wing.
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Figure 6.3: Sequential wing workflow (SWF)

of such surfaces and to provide a reasonable hyperspace for the design variables. Since

the planform of the wing is a priori known, only the boundary shape of the outboard

section is tackled, such that a full control of the displacement field is achieved during

actuation. The choice of the design variables directly dictates the dependence of the

kinematics of the model on the geometric NURBS patches that control the shape of the

boundary, and thus, the thickness of the plate. The design space is represented by sets

of interpolating points active in the NURBS-based parameterised curves that define the

bounds of the NURBS surface. Each NURBS curve is chosen to be planar, so that the

defining points have two degrees of freedom only. Intuitively, a fully parameterised curve

would allow the parametric space to be controlled by all degrees of freedom of defining

points, but the problem would be more difficult to search within the augmented design

space. In the current work, only vertical displacements of the points are taken into

account, reducing the size of the parametric space. Here, the design space comprises

mainly the interpolating points that define the bounding NURBS curves, i.e., six points

for each parameterised section (i.e., crank and tip) and five points in the orthogonal

direction. This scheme of points is chosen to keep to the spirit of the two-dimensional

approach and also to allow a large variation of the curvature of the surface, that intrin-

sically dictates the thickness distribution of the plate-like outboard wing. A random set

of variables during the optimisation process leads to the variation of the surface based

on interpolating points of the NURBS in crank, leading edge and tip positions is shown

in Figure 6.5.

The NURBS surface is constructed based on quadrilateral patches such that the geome-

try of the outboard wing is fully captured, as shown in Figure 6.5. The structure of the
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Figure 6.4: Optimisation strategy.

patches (i.e., the control net) is fully defined by control and/or interpolating points of

the bounding NURBS. This allows the surface to be discretised evenly in the geometric

space, by creating a set of internal nodes, such that an iso-parametric mapping of the

discretised surface onto the finite element space is possible. This equidistant mapping

in the parametric design space augments the finite element discretisation properties, by

exporting the internal node set and also the nodal thickness to create a shell structure,

using a standard format, viz. IGES (Initial Graphics Exchange Specification)(Smith

et al. (1988)).
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Figure 6.5: Outboard NURBS parameterisation and a random thickness distribution
of the plate during the optimisation process.

6.2.2 Finite Element Formulation

As mentioned in section 2.5, tracing smooth equilibrium paths of a loaded structure that

encounters critical points becomes impossible for classic load or displacement control

techniques (Crisfield (1997)), as the perturbation parameter should follow the non-linear

path in a constant gradual manner. The solution becomes in this case non-unique in

the hyperspace with snap-through or snap-back behaviour. To capture the instabilities,

such methods can be enhanced by the arc length method, initially introduced by Riks

(1979), in conjunction with an incremental numerical Newton-Raphson algorithm. A

multi-dimensional control parameter technique, within the field of perturbation theory,

is approached by Steen (1998), with the benefit of reducing the dimensionality of the

problem to a single parameter approach. First and second path derivatives, based on

a Taylor expansion consistent to Koiter’s theory (Koiter (1976)) are used to set the

subsequent equilibrium path, which is in contrast to classic methodology.
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A considerable amount of work has been done in the field of structural optimisation of

frames and plate structures. Primarily, these are designed with respect to state vari-

ables to enhance buckling resistance (Spillers and Levy (1990), Levy and Ganz (1991),

Pandey and Sherbourne (1992), Manickarajah et al. (1998), etc). As an alternative to

numerical approaches to solve complex structures, closed-form solutions of plates un-

der different schemes of discretisation are also offered in the literature, with the aim

of achieving global closed-form solution of the continuum model. The analysis context

of such models is to capture static or dynamic behaviour, in a combination of wide

analytical element definitions (specifically for thin or thick plate assumptions) (see the

comprehensive review of Lovejoy and Kapania (1994)).

Within plate theory, one can classify the existing methods according to the deformation

assumptions used, namely: classical plate theory (CPT), first-order shear deformation

theory (FSDT), or high-order shear deformation theory (HSDT). For the purpose of

buckling calculation, CPT is valid for thin shells and, based on Von-Karman (1970)

equations (for moderate rotations), based on Love-Kirchhoff (LK) hypothesis, that is, a

normal to the plane middle surface remains normal and straight after deformation. This

hypothesis is weakened by high transverse shear strain, therefore the baseline model

is prone to transverse failure (Dawe (1985)). This drawback is overcome with FSDT,

that uses the Reissner-Mindlin (RM) hypothesis, where the normal is allowed to rotate

relative to the reference surface (Reissner (1945), Mindlin (1951)). A general approach

to thick and anisotropic plates, but more computationally expensive, is HSDT, as this

requires computation of high order strains.

These theories are readily accounted for within Abaqusr, the commercial finite element

tool used in this work by means of a wide library of elements consisting general purpose,

thin and thick shell elements. Here, the parameterised outboard wing spans 10m and

has a maximum thickness of 15 mm, so it would be considered to be a ‘thin’ shell, under

the LK hypothesis (the thickness-to-span ratio is less than 1/15). Abaqus imposes such

hypotheses numerically on the shell definition, where the transverse shear stiffness Kγ

is treated as a penalty (Hughes et al. (1977)):

Kγ =
Gγt∆A
1 + q∆A

t2

, (6.7)

where Gγ is the elastic moduli, t thickness of shell, q a relaxation factor and ∆A is the

area of reference surface (see more details in Appendix D).

The element type chosen for this type of analysis is a quadrilateral small-strain thin

shell element S4R5 (i.e., four nodes, reduced integration with five degrees of freedom per

node), suitable to capture non-linearities where the surface and the displacement field are

assumed to be smooth, but with a trade-off in accuracy (Wong and Pellegrino (2002)).

These shear flexible small strain shell elements are computationally more relaxed, since
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they account for five degrees of freedom per node, as the normal to the surface (the metric

from which most variables are derived) is defined by only two independent variables (i.e.,

two arbitrary initial orthogonal directions)(see Appendix D for more details). Further,

the points on the surface and the component vectors of the normal to the surface are

interpolated separately.

Figure 6.6: Outboard finite element discretisation and the corresponding stress state
of the randomly parameterised outboard patch from Figure 6.5.

Mapping equally spaced points from the CAD tool onto the finite element boundaries, a

detailed FEA structural discretisation and the corresponding stress state of the randomly

parameterised outboard patch from Figure 6.5 are shown in Figure 6.6 (clearly, larger

displacements can occur in the area of interest, i.e., the tip of the wing, if the stiffness is

diminished, as depicted in Figure 6.5). This consists 3000 shell elements and 121 solid

elements used to model the eccentricity, as shown in Figure 6.7 (n.b., the eccentricity

is modeled with solid elements to accurately transmit the load and resulting torque

spanwinse to the shell). A shell-to-solid coupling is used here to provide continuity to

the stress state and displacement field. The model consists 19,642 degrees of freedom,

which needs a significant amount of CPU time and computational capacity, making the

cost of the analysis quite high. The run time is also augmented by the high degree

of non-linearity encountered by the model (this is mainly dictated by the constitutive

kinematics definition). Such issues, for this particular analysis, make Abaqus a limiting

factor in the performance of the MDO, even if the process is parallelised. Therefore a

careful manipulation of input/output data is needed to avoid bottlenecks on disk and

memory issues.
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Figure 6.7: Shell-to-solid eccentricity coupling.

6.2.3 CFD Analysis

The aerodynamic characteristics of the morphing wing are provided here by VSAERO,

a panel or boundary element method which solves the linearised potential equations

for inviscid, irrotational incompressible flow, with additional compressibility correction

(i.e., Prandtl-Glauert and Karman-Tsien rules). The method is enhanced for boundary

layer calculations, provided by a viscous-potential flow coupling. The advantage of using

VSAERO is that only a surface discretisation is necessary, since it based on a classical

panel method, and does not require a grid in the flow field. The method is limited to

certain flows which include relatively high Reynolds numbers and small angles of attack,

applied to slim bodies with closed surfaces, up to low transonic speeds.

A typical VSAERO model of the wing surface and wake panels is shown in Figure 6.8.

The generating airfoils are based on cosine spaced grid coordinates, to provide closely

spaced panels at the leading and trailing edge of the wing. The streamwise wake panels

are chosen to provide a fine mesh downstream of the wing tip, after which their density

decreases following a cosine rule.

The choice of the design variables in an optimisation problem becomes particularly

important using aerodynamic elements related to the performance of the aircraft. These

elements are inherently linked to drag, which, here, becomes the direct measure of

aerodynamic performance. Several methodologies proposed in the field of concept design

deal with optimisations based on performance assumptions, including sections, planform,

etc., and is usually associated with a large design space and low fidelity analyses. The

detail design, consisting of smaller design space but high fidelity analyses, limits the

improvement over the design during optimisation, but may converge more quickly to a

feasible solution. Therefore, the selection of airfoils with a priori known performance

is crucial. Since the present approach is studied in transonic conditions, and is based

on similar methodology described in previous chapters, an extreme aft camber NACA

airfoil is chosen to define the wing spanwise.
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Figure 6.8: A common boundary-fitted aerodynamic grid for wings.

6.3 Kriging and Model Validation

As already mentioned, the MDO paradigm is based on response surface approximation,

following the strategy in Figure 6.4. The quality of the response surface depends upon

the values of the true function evaluated at sample points within the domain, often

defined as hypercube, generated by Design of Experiments algorithms (Mead (1998)).

The design optimisation process is carried out on the surface approximation so as to

meet the cost functional required. The strategy also involves an update process, where

feasible solutions found on the fitted RSM to the initial data, may be fed back to the

training pool for further updates and surface refinement. This process is repeated until

some form of convergence is met. There are a number of techniques of DoE available

in the literature, that seek to sample the entire design space to capture most of the

landscape of the function (see Keane and Nair (2005)). Here an LPτ DoE array (Sobol

(1979)) is used for its space filling characteristics and capability of updating the training

pool without the repositioning the already evaluated design arrays and running the risk

of clustering the data sets.

Based on an LPτ array, here the Krig definition is employed (see Appendix E.2 for a

detailed definition) due to its ability to capture complex functions and provide error

estimates, to provide means of global approximation of the underlying model (n.b. the

Krig methodology is applied for each of the objectives and also for aerodynamics related

constraints). Two forms of Krig are employed in this study, to provide a parallel on cost

effective approaches, and are referred to as full Krig (i.e., the hyperparameters θ and p

are assigned to each variable):
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R(xi,xj) = exp



−
k
∑

j=1

10θj (‖ xn+1,j − xi,j ‖pj)



+ 10λδij . (6.8)

and a reduced form of Krig (i.e., the hyperparameters are assigned to groups of variables):

R(xi,xj) = exp



−10θ

k
∑

j=1

(‖ xn+1,j − xi,j ‖p)



+ 10λδij . (6.9)

where the hyperparameter pj can be thought of as determining the smoothness of the

approximation function, θj can be though as of determining the impact on the approxi-

mation function with changes of xn+1,j with respect to xi,j .

The initial stage of the workflow from Figure 6.4 is based on computing an initial set

of experiments, after which an approximation surface is fitted to the data. This Krig

is then tuned with respect to the hyperparameters so as to maximise the likelihood

function in a two-stage search, i.e., GA for 3000 steps with a population of 100 and

then a further 2000 steps in a DHC search to locate maxima in an invariably highly

multi-modal problem. Here, the initial LPτ array comprises 200 design points directly

evaluated within the sequential workflow (SWF) presented in Figure 6.3 and is aug-

mented by another 155 design points used for prediction that provide a means to assess

the quality of the response surface. This work flow is computed for each of the objec-

tives (i.e., aerodynamics related f1 and structural related fsec from equations 6.1 and

6.2, respectively), and aerodynamics related constraints (i.e., g1 and g2 from equations

6.3 and 6.4, respectively). The design space comprises 17 parameterisation points, in

addition to two point forces, which translates into an approximation parametric space

with 39 hyper-parameters for the full Krig definition and only 3 hype-parameters for the

reduced Krig definition.

Based on the approximation surfaces built for each objective and the aerodynamics

related constraints, a quality check of the RSMs is possible. This procedure is enhanced

when using a set of prediction points already evaluated within the SWF, which are

then compared with the predicted values by the RSMs at the specified locations of

the prediction points. Consequently, the quality of the RSMs is based on the linear

regression between the current data (i.e., prediction points) and the predicted values

by the RSMs, as depicted in Figures 6.9 - 6.14 for the full Krig and 6.15 - 6.20 for the

reduced Krig.

Here both numerical and graphical measures of the fitness of the entire data set are

employed. When using numerical methods, a measure of the goodness of fit statistics

may mislead the true features of such large metamodels, by compressing some aspects of

the data into a single predictor, such as the factor of determination R2 or standard error
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RMSE (Simpson et al. (2001) and Martin and Simpson (2005)). Graphical methods

have the advantage over numerical ones by encapsulating more features of the candidate

model, e.g., change in spread of the residuals, leading to various assumptions on standard

deviation and also methods to validate the fitness.

Graphical methods are employed here by means of residuals plots, initially based on

the assumption of constant standard deviation across the data. The method employed

for such assumption is an ordinary least squares regression (OLS) to determine the pa-

rameter estimates (see Appendix C for more details). A potential pitfall of using OLS

is that the variation trend exhibited by the residuals might not model the determin-

istic part of the data accurately, leading to a changing variance across the model. In

such cases, the residuals won’t follow an evenly spread trend, but will emphasise the

presence of the outliers, that can bias the prediction and alter the parameter estimates.

Therefore, a weighted procedure is also employed by means of iteratively reweighted

least squares (IRLS) (Rousseuw and Leroy (1987)) on the assumption of non-constant

standard deviation. The outliers reside in inconsistencies with the bulk data and can

dominate the regression, but, although if dropped can increase the correlation between

the independent and dependent variables, the outliers may also contain engineering in-

terpretation about the data under investigation and, therefore, ideally should not be

removed. The source of the outliers might be partly converged solutions (i.e., structural

or aerodynamic in nature) and can be repaired by making use of high-fidelity analysis

tools (see Kim (2001)). The negative impact of the outliers on the regression plane can

be alleviated by using the IRLS method, as it assigns different levels of quality to data

through quantitative means of weights to control the contribution of each observation to

the parameter estimates. The advantage of using IRLS over a number of hybrids of OLS

(e.g., IRLS with Huber weighting technique, univariate outlier and multivariate outlier

removal) is also emphasised by Wager et al. (2005) in a neuro-imaging study on hemo-

dynamic shapes, achieving robust parameter estimates with artificial influential outliers,

iteratively down-weighted onthe principles of DuMouchel and O’Brien (1989) (i.e., the

residuals are standardised with respect to the median absolute deviation, technique that

is also used in the current work, see Appendix C for the numerical approach).

By means of numerical measures, the figures of merit are represented here by R2 and

RMSE. The coefficient of determination R2 measures the variability of the prediction

with the independent variable and is a non-dimensional figure with higher values, usually,

leading to a better correlation of the responses. Often, however, larger correlations

also occur due to data dependency, leading to residual auto-correlation and does not

guarantee that the model fits the data as expected (see Myers and Montgomery (1995),

pp. 30-31), and further, cannot explain the the underlying model. The correlation factor

is defined as:
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where Sf is the covariance between independent variable f and the approximate function

f̂ and n is the number of data points for regression.

To mitigate any false fitness, an additional statistical component is used here, namely

RMSE, which is the root mean squared error exhibited by the underlying model and

values closer to zero indicate a better fit:

RMSE =

√

∑

wi(fi − f̂i)

n− 2
(6.11)

where wi are the weights associated to the residuals.

The scatter in the residuals shown in Figures 6.13 to 6.20 adequately describes the

systematic variation in the data, with a nearly even spread trend, apart from the regions

where outliers occur. The scatter also outlines the validity of the initial error assumption

of constant variance across the data in most of the cases, which would allow the OLS

to perform well. But this would not suffice in drawing a silver-bullet conclusion on

the fitness of the model, and the IRLS technique is also performed in conjunction with

the outliers present in the data. The IRLS is used to alleviate the false significance of

some parameter estimates under influential outliers. Clearly the IRLS is more flexible

in accommodating levels of quality to the responses on the assumption of non-constant

variance (see Appendix C) and is also resistant to the influence of the outliers3, so that

better correlations and standard errors are achieved. Optimising the weight vector to find

the parameter estimates allows IRLS some improvement on the quality of the model,

more noticeable in cases with multiple outliers that can heavily alter the regression

plane computed with OLS (see Figures 6.12, 6.18, and 6.20). RMSE also augments the

improvement and goodness of fitness, encountering diminished values.

Statistically, the improvement of the fitness has similar degrees in both Kriging ap-

proaches. This comes in addition to similar trends of the cross-validated residuals,

exhibiting large variations around the same predictor sets (depending upon the predic-

tor’s quality in the feasible design space, OLS and IRLS often cannot return the same

3Herein, the outliers have been computed using both OLS and IRLS techniques on the standardised
cross-validated residuals and have been highlighted those with absolute value larger than three.
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outliers, since the regression plane is computed differently and also levels of quality of

the responses varies across the data when IRLS is performed). This behaviour is set a

priori by the regularisation factor λ, encountered on a higher degree in the latter Krig-

ing form. Clearly, the quality of the surface is also controlled by the weighting factor θ

and smoothness exponent p across the data, which exhibit small variation of the same

vector to the counterpart (see tables 6.1, 6.2 and 6.4), augmenting the similarity of the

qualities of the two surrogates.

Overall, both Krigs exhibit a high degree of accuracy (i.e., correlation). This comes in

conjunction with the design space exploration4 under a two-stage hybrid search of the

hyperparameters (i.e., 30 GA generations with a population size of 100 members used

to locate maxima, followed by 2000 DHC evaluations). The performance of the under-

lying models is also augmented by the convergence rates of the concentrated likelihood

function. The results from tables 6.3 and 6.5 indicate that the problem posed is highly

modal or presents long ridges, i.e., within the same bounds of the parameters, the se-

quential rates of the convergence of the CLF functional for full Krig spans a wider range

than for the reduced Krig. Nevertheless, the rate of sequential convergence of full Krig

computation is approximately two times that of the reduced Krig definition. Although

the exploration of the design space is performed on a larger scale in the first case, a

similar performance is achieved by the latter Krig. These issues (i.e., multi modality

and long ridges) are also augmented by the optimisation results for the 2nd constraint

from table 6.5: the local optimum found with DHC corresponds to the global solution

found by the GA after a few iterations, indicating that the optimiser has become stuck

in a peak, caused by long ridges and may cause a ‘pre-mature’ convergence.

A set of guidelines on scales of magnitudes of the correlations is suggested by Cohen

(1992). He suggested that correlation of 0.5 is ‘large’, 0.3 is ‘medium’ and 0.1 is ‘small’

effect. Cohen subjectively set some conventions of the medium effect, that should have

a day to day natural consequence and be visible to people, whereas the small effect is

‘noticeably smaller’ but not trivial and the large effect should be the same distance above

the medium effect as small was below it. Under these conventions, the correlations for

all the objectives and constraints in both RSMs approaches can be regarded as large,

considering the noise produced by the MDO process for such a large metamodel (the

transonic flow conditions have a large impact on the data, as the shocks are very difficult

to capture in the trend of the true function). The correlations are also dependent upon

the Krig regularisation coefficient λ which indicates very small regression needed for the

3rd objective with full RSM (see table 6.1) and for the objectives 2, 3 and 4 in case of the

reduced Krig (see table 6.4). Intuitively, all these issues conclude that the latter form of

4As a reminder, the full formulation of Krig comprises three hyperparameters, 19 parameters in the
deterministic space, therefore there are 39 surrogate variables, whereas, in the reduced form of Krig,
there are three hyparameters, but the smoothness factor p and weight θ have a global definition, therefore
3 variables, including regression factor λ.
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Krig is more robust and efficient in terms of model fit and computational expense5 and

certainly good enough to predict with.
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Figure 6.9: Objective f1 - goodness of fit statistics, full Krig (39 hyper-parameters).

5Each full Krig computation with a training pool of 200 DoE LPτ points took around 75 CPU minutes,
whereas each reduced definition around 45 CPU minutes, on a dual-Xeon 2800+ 2MB machine.
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Figure 6.10: Objective fsec1 - goodness of fit statistics, full Krig (39 hyper-
parameters).
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Figure 6.11: Objective fsec2 - goodness of fit statistics, full Krig (39 hyper-
parameters).
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Figure 6.12: Objective fsec3 - goodness of fit statistics, full Krig (39 hyper-
parameters).
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Figure 6.13: Constraint g1 - goodness of fit statistics, full Krig (39 hyper-parameters).
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Figure 6.14: Constraint g2 - goodness of fit statistics, full Krig (39 hyper-parameters).

Table 6.1: Hyperparameters, full RSM, objectives 1 and 3

Obj 1 Obj 2 Obj 3

θ ph θ ph θ ph

-1.126055 1.999293 -1.985911 1.999225 -0.799206 1.299058
-1.020545 1.550626 -0.396032 1.894310 -0.999206 1.774789
-1.077970 1.971379 -1.178287 1.058657 -7.500793 2.000000
-1.026861 1.995078 -1.005556 1.991835 -1.107911 1.553443
-1.895638 1.997737 -0.688095 1.996956 -0.796081 1.882988
-1.586786 1.999763 -0.992857 1.258804 -1.315118 1.995489
-1.828593 1.002424 -1.141795 1.999817 -1.050000 1.976291
-1.106125 1.962259 -8.521377 1.999328 -0.999206 1.005263
-1.658463 1.995322 -0.694444 1.006119 -7.475396 1.876740
-8.431727 1.046339 -1.949714 1.999309 -0.999206 2.000000
-2.073760 1.998424 -7.680737 1.357814 -2.415980 1.999084
-1.410175 1.771182 -0.799206 1.417534 -1.002381 1.723454
-1.271454 1.000794 -7.069047 1.091392 -0.999206 1.039807
-1.685227 1.952683 -0.850000 1.712079 -0.999206 1.892458
-1.335191 1.996612 -0.856349 1.482083 -0.999206 1.166722
-1.065604 1.996013 -0.802381 1.952058 -0.986508 1.764776
-1.350893 1.667178 -1.008730 1.992392 -0.697693 2.000000
-8.320337 1.064916 -2.052327 1.999260 -0.973809 1.995473
-5.363691 1.927934 -8.302181 1.140232 -0.589354 1.952131

λ = −0.609419 λ = −13.752930 λ = −19.695300



Chapter 6 Wing Morphing and Roll Control 95

Table 6.2: Hyperparameters, full RSM, objective 4 and constraints

Obj 4 Cons 1 Cons 2

θ ph θ ph θ ph

-1.005556 1.996154 -0.999206 1.999817 -1.343729 1.997719
-1.037302 1.997941 -1.002381 1.414301 -7.775972 1.075082
-0.923016 1.793559 -0.999206 1.657922 -1.766107 1.996169
-7.910218 1.325092 -0.999206 1.999328 -1.404127 1.240534
-1.814881 1.996516 -0.973809 1.683150 -1.398350 1.997964
-7.500793 1.523382 -0.999206 1.471735 -1.552872 1.712149
-0.999206 1.004055 -1.715446 1.098821 -1.800244 1.205359
-0.961111 1.057858 -0.986508 1.841796 -1.605524 1.949767
-8.518303 1.968071 -1.549286 1.991824 -1.783214 1.998397
-0.999206 1.740156 -0.999206 1.171978 -9.705460 1.012842
-0.935739 1.740110 -1.242024 1.437618 -1.005943 1.994818
-0.973785 1.997682 -0.999206 1.574973 -2.172607 1.997168
-7.361111 1.303602 -1.811905 1.999461 -7.542588 1.078316
-1.008730 1.995872 -0.999206 1.649594 -1.723414 1.722117
-0.453175 1.562576 -0.999206 2.000000 -0.918349 1.999356
-0.275421 1.872344 -0.999206 2.000000 -0.968278 1.994823
-0.646875 1.800200 -0.853175 1.334147 -1.285785 1.659906
-7.284921 1.057937 -0.973809 1.979283 -1.431930 1.995032
-7.907142 1.031807 -0.897619 1.126801 -0.403634 1.998032

λ = −11.270390 λ = −18.493350 λ = −0.448961

Table 6.3: CLF convergence, full RSM

CLF

Start GA DHC

Obj 1 800.942452 816.222644 834.997591
Obj 2 1006.911077 1029.803165 1049.705452
Obj 3 684.699715 707.608782 731.491381
Obj 4 208.567649 252.455852 268.567448
Cons 1 778.307891 793.609029 802.677094
Cons 2 111.787838 126.929068 137.855793

Table 6.4: Hyperparameters, reduced RSM, objectives and constraints

Obj 1 Obj 2 Obj 3 Obj 4 Cons 1 Cons 2

θ -1.369714 -1.236933 -1.261030 -1.060956 -1.285720 -1.056349
ph 1.996265 1.993637 1.994086 1.658170 1.995587 1.875031
λ -0.580227 -0.770161 -0.726345 -7.048201 -0.661743 -15.701890
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Figure 6.15: Objective f1 - goodness of fit statistics, reduced Krig (3 hyper-
parameters).
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Figure 6.16: Objective fsec1 - goodness of fit statistics, reduced Krig (3 hyper-
parameters).
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Figure 6.17: Objective fsec2 - goodness of fit statistics, reduced Krig (3 hyper-
parameters).
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Figure 6.18: Objective fsec3 - goodness of fit statistics, reduced Krig (3 hyper-
parameters).
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Figure 6.19: Constraint g1 - goodness of fit statistics, reduced Krig (3 hyper-
parameters).
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Figure 6.20: Constraint g2 - goodness of fit statistics, reduced Krig (3 hyper-
parameters).
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Table 6.5: CLF convergence, reduced RSM

CLF

Start GA DHC

Obj 1 800.942452 811.709476 816.852984
Obj 2 1006.911077 1016.636324 1023.859018
Obj 3 684.699715 699.455100 708.469826
Obj 4 208.567649 214.996547 215.042716
Cons 1 778.307891 792.140937 798.252709
Cons 2 111.787838 123.222285 123.222285

6.4 Pareto Framework

Practical engineering problems often have multiple and conflicting design objectives that

are accompanied by a large number of design variables. Such problems usually present

multiple optimum solutions which may be encapsulated by Pareto optimality criteria

(Miettinen (1999)). Each Pareto solution contains a set of data that are optimum in the

sense that any improvement towards one objective would worsen another. This interac-

tion between conflicting goals is based on the ‘non-dominance’ concept with respect to

the performance criteria. Traditionally, such problems are tackled in a weighted fash-

ion, where multiple objectives are combined into a single goal. Such an approach runs

the risk of limiting the conflicting feature of the design sets, and therefore is limited in

searching for global optimum. This drawback is overcome by another class of algorithms,

based on globally non-dominated design sets, that comprise the frontier of best trade-

off between competing designs. These problems are well tackled by population-based

algorithms, e.g., genetic algorithms, that offer diversity in manipulating solutions. A

number of approaches in the literature are related to the measure of non-dominance,

e.g., Fonseca and Fleming (1993) in their Multi-Objective GA (MOGA) rank each in-

dividual according to the number of dominated solutions (rank one are the individuals

on the Pareto front); Zitzler and Thiele (1998) developed the strengthened Pareto evo-

lutionary algorithm (SPEA), relating the fitness of the best individuals as a function of

the dominance in two correlated populations and used a clustering concept to reduce the

non-dominated crowded solutions; NSGA-II proposed by Deb et al. (2000), is based on

a crowding comparison operator as part of the elitism scheme that attempts to produce

an uniformly distributed Pareto front.

As well as encountering multiple conflicting objectives, engineering problems are also

often expensive to search. Depending on the design space and the accuracy required,

these problems can be tackled using hybrid formulations of non-dominated solutions by

means of approximation models combined with genetic operators (Voutchkov and Keane

(2006)). In this study, the NSGA-II approach is used to search the parametric space

built on pre-existing Krigs to find the best combinations of the design variables that can
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minimise the approximated functionals proposed in equations 6.1 - 6.6. The approxi-

mation surfaces are based on sampled points from the true function. This constrained

search (n.b. a Fiacco-McCormick penalty function was used6) is based on a population

size of 50 for 50 generations and leads to Pareto sets of approximated designs, for both

Krig definitions, as shown in Figures 6.21 and 6.22, accompanied by the rank one DoE

LPτ design points from both training and predictions data sets. The approximated

solutions from the Pareto fronts are then evaluated on the true function by calling the

expensive analysis codes, so as to check quantitatively and qualitatively the surface-

based solutions. Since all the Pareto fronts are weak in the constitutive approximated

objective space, all the points are checked with the validation scheme (i.e., SWF). This

process is limited somewhat due to solver failures (i.e., structural divergence or com-

putational issues) in the design process. The placing of the validated points (taking

as a valid basis the Pareto front definition) is inconclusive at this stage with regard to

the prediction quality of the metamodels, although, locally, the currently known Pareto

front is close to the approximated one, on which the validation was performed. It should

be noted that the Pareto front from the reduced definition under-performs within the

same training pool of data sets and prediction, taking as a valid basis for comparison the

non-dominated solutions from DoE (see Figure 6.22). Although an exhaustive search

on the hyperparameters indicated that the reduced form is robust with good validation

metrics, the quality of the surface may suffer in approximating a multi-modal function

(n.b., the constitutive hyperparameters clearly affect the shape of the surface through

p and θ, thus the quality). These issues lead to the need for an update strategy to be

involved, as shown in Figure 6.4, until some form of convergence is met (e.g., minimising

the residuals between the approximated and the true function Pareto fronts).

Returning to the initial scope of this section, namely to analyse the roll enhancement

of the underlying model, the best validated points from the Pareto fronts from full

Krig, involving the first objective are analysed. The choice of the first objective is

strongly emphasised by its definition and scope, that is to provide a direct metric of

the aerodynamic properties of the morphed wing. The resulting designs in terms of

pressure contours are presented in Figures 6.23, 6.24 and 6.25 and the equivalent camber

contours for these design points are shown in Figure 6.26. All the designs show pressure

distributions somewhat similar to flapped airfoils, due to the curvature changes in the

spinal structure. Larger cambers at sections towards the tip of the wing tend to shift

the suction peaks towards mid chord, and lead to larger residuals with respect to the

structural and aerodynamic shapes. The morphed airfoils tend to have a ‘two-part’ form

of pressure distribution over the rear, i.e, a low severity adverse pressure gradient as the

trailing edge is approached, followed at ξ ≃ 0.99 by a small suction peaks that indicates

a sudden boundary layer separation.

6see http://www.soton.ac.uk/∼ajk/options/welcome.html
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Figure 6.21: Full Krig definition, NSGA2 search, Pareto fronts. Filled symbols repre-
sent the solvable points from local Pareto front with the true function. Empty symbols

are the corresponding points evaluated with the true function.

6.4.1 Roll Enhancement

These designs may offer a valid basis for comparison with a wing with conventional con-

trol surfaces (25% flap-to-wing-chord ratio), under similar planform parameters in order

to provide a roll performance metric as a measure of the morphing wing effectiveness

(n.b., the roll here is provided by a wing when the tip is deflected in the positive direc-

tion only and the roll for the whole aircraft can be obtained by a differential positive

deflection of the tips of the wings). A standard set up comprising aileron deflection,

Mach number and angle of attack has been built for the conventional and morphing

wings. This covers aileron deployment δ in the range of 0-20 degrees, Mach numbers

between 0.4 and 0.8 and angle of attack between 0 and 10 degrees. The points under in-

vestigation represent the best achieved validated solutions in terms of objective f1 from

the Pareto fronts f1−fsec1, f1−fsec2 and f1−fsec3. The results in terms of roll moment

coefficient and dynamic pressure are depicted in Figures 6.27, 6.28 and 6.29. For aileron

deployment up to 5 degrees, the morphing wing is able to produce more roll than its

counterpart. Further increasing the deployment, the differences gradually diminish. An

immediate benefit of the morphing wing is the continuous control surface that alleviates

the wash-out effect, encountered by the classical wing hinge line discontinuities. For

larger aileron deflections, the slight under-performance of the morphing wing at these
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Figure 6.22: Reduced Krig definition, NSGA2 search, Pareto fronts. Filled symbols
represent the solvable points from local Pareto front with the true function. Empty

symbols are the corresponding points evaluated with the true function.

design points is somewhat expected and is significantly influenced by several factors. For

instance, the small tip deflection (i.e., the largest tip camber deflection is 4%, exhibited

by the design point from the Pareto front f1 − fsec3); a zero dihedral angle, twist and

constant thickness distribution spanwise. Since the structural deflection is linked to the

loading function, the stopping criterion runs the risk of limiting the search on the point

forces that produce the controlled bounds of the displacement field and thus, the loading

solution becomes non-unique. The performance is also determined by the accuracy of

the metamodels built in the initial design stage, where the correlation factor for the

objectives vary between 0.51 and 0.81 (see Figures 6.9 - 6.12). Clearly, these results

give confidence that further updates and refinement of the approximation surfaces will

conform the performance improvement.

6.5 Concluding Remarks

This chapter described a heuristic methodology for designing wings with global shape

control. Extending the approach for multi-shape morphing airfoils into the spanwise

direction, and based on a simple loading scheme, the wing morphing concept is ap-

plied to provide roll control. The aerodynamic wing design is tackled in a hierarchical
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Figure 6.23: Pressure contours of a design validated point (full Krig), Pareto front
f1 − fsec1
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Figure 6.24: Pressure contours of a design validated point (full Krig), Pareto front
f1 − fsec2
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Figure 6.25: Pressure contours of a design validated point (full Krig), Pareto front
f1 − fsec3
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multi-objective optimisation by means of approximation models. The complexity of the

problem requires a careful examination of the cost functions and the surrogate mod-

eling involved. The global approximation of the spinal structure provides a means of

aerodynamic shape control, enhanced by prescribed structural shapes. The morphing

capabilities show good roll control when compared to a classical wing with small aileron

deployment. The performance of the wing is strictly related to the accuracy of the

approximation model that would need further updates for additional refinement.
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Figure 6.26: Camber contours for the design validated points (full Krig) from Pareto
fronts f1 − fsec1, f1 − fsec2 and f1 − fsec3.
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Figure 6.27: Roll enhancement of a design validated point (full Krig), Pareto front
f1 − fsec1
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Figure 6.28: Roll enhancement of a design validated point (full Krig), Pareto front
f1 − fsec2
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Figure 6.29: Roll enhancement of a design validated point (full Krig), Pareto front
f1 − fsec3



Chapter 7

Conclusions

This chapter briefly reviews the milestones of the present research and summarises the

thesis with a brief synopsis of the main conclusions and contributions of the research

effort. It also outlines some directions for future research.

7.1 What has been accomplished

The main focus of this research was on the design of adaptive structures for achieving

global multi-shape morphing aerodynamic configurations, by using deforming slender

structures. This work pursued two threads towards global optimisation, i.e., providing

means of aerodynamic enhancement, using efficient structural shape optimisation.

Modern wing morphing concepts require structural strategies as a means to actively alter

the aerodynamic properties and adapt it to new flight conditions. When controlling the

shape of a wing, compliant internal structures must be used, and a flexible outer skin is

needed to give good aerodynamic performance. Given the space and weight constraints

that apply inside aircraft wings, design requirements lead to the need for simple yet

powerful ways of controlling the aerodynamic shape. Such devices must be extremely

reliable and have low maintenance and operational power requirements.

The proposed two-pronged approach for global shape control followed here treats the

airfoils and wings in a hierarchical fashion. The core of the concept resides on slen-

der structures, that can exhibit large changes in shape under limited offset loading.

The non-linear feature of the post-critical deformation state is exploited by means of

incremental-iterative numerical algorithms, with the benefit of controlled stable struc-

tural solutions. The deflection state of the spinal structures links to the aerodynamic

performance through a cladding that forms the airfoil. A two-stage heuristic structural

design optimisation for the slender structures improves the aerodynamic properties of

the associated airfoils. First, a single shape morphing airfoil has been investigated, in
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conjunction with a number of parameterisation schemes which exemplifies the approach.

The second part augments the approach by adopting an enhanced multi-shape morphing

study, where a structural-related figure of merit successfully links improved structural

capabilities to incremental changes in the airfoils in a hybrid optimisation. This demon-

strates that large changes in shape can be achieved while keeping prescribed flow char-

acteristics on an aeroelastically stable airfoil. The airfoil camber and two-dimensional

global shape control is finalised with a study on a complete airfoil configuration, that

provides the means to improve upon the correlation between the incremental deflec-

tion state of the spinal structure and the desired aerodynamic surface. A study on the

constitutive parameters of claddings adds a practical aspect to the global shape control.

The multi-shape morphing airfoil work provides a step towards the goal of global shape

control of 3D aircraft wings. Here, a three-dimensional study is applied to aerodynamic

design for roll control. A hierarchical strategy is employed, interleaving parameterisa-

tion enhancement by means of a CAD tool, followed by structural optimisation into

the aerodynamic design process. This MDO approach for constrained multi-objective

search is enhanced using a global approximation methodology, since expensive and in-

terdependent ‘black-boxes’ are used to tackle the expensive solutions. The main goal of

the MDO was to achieve enhanced roll while minimising drag. This figure of merit is

complemented by structural metrics and constraints so as to maintain product integrity

by enabling the control surface to blend smoothly the grid-controlled sections and avoid

spurious designs. The approximation models are combined with NSGA-II to enhance

the Pareto front framework. The performance of the resulting designs is somewhat lim-

ited due to the complexity of the problem being studied, and leaves room for further

refinement of the response surfaces.

To summarise, the main contributions of the thesis are:

• Single-shape morphing structural optimisation, with in-depth study of parameter-

isation techniques;

• Multi-shape morphing hybrid optimisation (i.e., purely structural inverse design,

followed by an aerodynamical inverse design) to enhance the structural outcome,

by linking it directly to the aerodynamic behavior of the airfoils;

• Cladding optimisation to improve upon the correlation between the analytical

representation of the airfoil and the true aerodynamic surface;

• Aerolastically stable airfoil global shape control with prescribed aerodynamic per-

formance;

• The definition of a 3D morphing wing design;
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• Wing global shape control to provide roll control, making use of global approxima-

tion methods, by means of full and hybrid Krig based response surfaces, combined

with NSGA-II to search the Pareto front framework.

The following publications are based on this research:

• N. M. Ursache, A. J. Keane, and N. W. Bressloff. The Design of Post-Buckled

Spinal Structures for Aifoils Camber and Shape Control. AIAA Journal, 2006 -

provisionally accepted for publication.

• N. M. Ursache, A. J. Keane, and N. W. Bressloff. On the Design of Morphing

Airfoils using Spinal Structures. 47th AIAA/ASME/ASCE/AHS/ASC Structures,

Structural Dynamics, and Materials Conference, 2006, 1-4 May, Newport, Rhode

Island, AIAA 2006-1796.

• N. M. Ursache, A. J. Keane, and N. W. Bressloff. The Design of Adaptive Wings

using Spinal Structures. AIAA Journal (submitted for review).

• N. M. Ursache, A. J. Keane, and N. W. Bressloff. The design of post-buckled

spinal structures for airfoil shape control using optimization methods. Proceedings

of the 5th ASMO UK/ISSMO Conference on Design Optimisation, 2004, 12-13

July, Stratford-upon-Avon.

7.2 Future Research

The present work approached a novel global shape control strategy with a detailed study

for the two-dimensional problems, and tackled the main issues for the three-dimensional

case. This work is open to improvement to fully realise the features of morphing wings

controlled by slender structures and also points towards a myriad of aircraft applications

and other areas which would benefit from shape control strategies. Some directions for

future research are presented below:

• Update and refine the response surfaces to better approximate the proposed goals

to enhance the Pareto front frameworks. Some of the update strategies were al-

ready mentioned in section E.2 and these represent promising avenues of future

work. The Pareto front frameworks can be improved if the design strategies coped

better with regions of unfeasible or failed points. The current approach encoun-

tered failed design evaluations that can alter the quality of the surrogate. Strategies

that impute the missing data to enhance the surrogate are offered in the literature

(Forrester et al. (2006) offer a reliable time-effective approximation over traditional

global searches).
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• A full adaptability of the wing to a required maneuver would benefit from a

displacement-controlled loading study on the morphing wing. This would involve

the exploitation of a range of incremental non-linear structural solutions. A de-

sign paradigm that would alleviate the drawbacks mentioned in section 6.2.2 by

a monolithic control of the states fields via user defined subroutines and iterative

control of the finite element would be useful algorithms. Such a framework would

be particularly suitable for the study of static and dynamic aeroelastic phenomena,

inherently caused by actively changing shapes in flight (Inman et al. (2001), Tian

(2003)).

• Embedded localised beam-like spinal structure could be placed in traditional wings

to control locally the curvature of the aerodynamic surface via an elastic skin, and

thus the boundary layer (Natarajan et al. (2004)) or the circulation towards the

trailing edge (i.e., Coanda effect, Carpenter and Green (1997)).



Appendix A

Conventional Numerical

Techniques

This Appendix contains details of the theoretical background of the numerical algorithms

employed in this thesis.

A.1 Newton’s Method

To illustrate the formalism of the so-called Newton’s procedure, attention can be focused

on the iterative solution of one nonlinear equation. In a nonlinear analysis the solution

is calculated by solving multiple systems of equations (n.b. the linear case would require

a single system). Consequently, incremental augmentation of the solution via state

variables is preferred when working toward the final solution. Therefore, the numerical

procedure employed builds the equilibrium path incrementally, based on point-solutions

at the end of each increment. Hence, the final solution is augmented by each incremental

response. Each new equilibrium configuration is the result of an iterative two-pronged

convergence check, viz. the norms of residual and state variable, respectively.

If prediction of the incremental solution k starts from initial point (ku
0, kλ

0), with u

the state variable and λ the control parameter, then the residuals and the constraint at

iteration i in a Taylor series about iterative solution point (u0
i , λ0

i ) can be expressed

as:

Ri+1 = Ri +
∂R

∂u
ci+1 +

∂R

∂λ
ζi+1 + . . . = 0

τ i+1 = τ i +
∂τ

∂u
ci+1 +

∂τ

∂λ
ζi+1 + . . . = 0, (A.1)
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where ci+1 = ui+1 − ui and ζi+1 = λi+1 − λi defines the iterative increments between

corresponding parameters of two discrete solutions.

The augmented stiffness matrix and the incremental load vector become:

K =
∂R

∂u
, q = −∂R

∂λ
(A.2)

therefore, if K is non-singular, the system of Equations A.1 becomes:

(

∂τ

λ
+
∂τ

∂u
K−1q

)

ζ = −τ +
∂τ

∂u
K−1R. (A.3)

The two-pronged convergence check that follows the Newton iteration is:

• displacement check is based on last augmented correction as function of state

variable u and is a fraction of initial solution (i.e., 1% in Abaqus):

‖ K−1R + ζK−1q ‖≤ ǫdisp (A.4)

• residual check against residual tolerance (i.e., 0.5% in Abaqus):

‖ R ‖≤ ǫresid (A.5)

Various forms of Newton’s technique are found in the literature, depending upon the

computation of the stiffness matrix in the current configuration (e.g., K|k = K|k=0 is

kept constant throughout in a ‘Modified Newton’) or the inverse of stiffness matrix is

rather augmented in a ‘quasi-Newton’; these methods lie outside the scope of this thesis.

A.2 Arc-Length Method

The arc length method proves to be a more accurate and equilibrium path follower

in some nonlinear static analyses where, if the Newton’s method is used, the stiffness

matrix may become singular, in which case the structure either collapses or ”snaps” to

another stable equilibrium phase, Riks (1979). This method is generally used to predict

the unstable, geometrically nonlinear collapse of a structure.

The basic algorithm remains the Newton’s method which converges along an equilibrium

arc, with a generalised arc length ∆s, which is the independent variable controlling the

convergence to equilibrium.
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The equation that governs the non-linear static structural problems, called the residual

force equation, can be expressed in the form:

R(u, λ) = Pint(u) − Pext = 0 (A.6)

with

Pext = P0 + λ(Pref − P0) (A.7)

where Pint(u) are the internal forces, u is the state vector, λ is the load parameter,

Pext is the fixed external loading function, P0 is the ‘dead load’ which exists in case of

a pre-tensioned structure and Pref is the reference load vector.

The predictor in an arc-length algorithm is based on the first order path equilibrium,

and can be equated as:

R′ =
∂R

∂λ
= Ku′ − q = 0. (A.8)

If K is non-singular, then u′ = K−1q = ψ defines the incremental velocity vector that

is the main quantity in an continuation-based method. The velocity flow determines

a hypersurface (n.b. for one degree of freedom, the sypersurface is reduced to the

equilibrium path from Figure A.1) from initial solution (u, λ) to an incremental point

(u + ∆u, λ+ ∆λ):

ψT ∆u + ∆λ = 0 (A.9)

The solution is found by applying an increment control strategy through a constraint

on the tangent τ (∆u,∆λ) such that a distance ∆l along the tangent is specified:

τ (∆u,∆λ) =
1

vn

|ψT
n∆un + ∆λn| − ∆l = 0 (A.10)

Assuming K is nonsingular, from first order predictor R′ = 0, then

∆un = K−1qn∆λn = ψ∆λn (A.11)

and selecting the increment control strategy, the incremental state point and the incre-

mental load become
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Figure A.1: Riks Algorithm.

∆u = ±ψn∆ln
vn

, (A.12)

∆λn =
∆lvn

±(ψT
nψn + 1)

, (A.13)

where vn =
√

1 +ψTψ is the scaling factor.

The true path direction selection, in terms of orientation of the tangent, becomes crucial

when passing critical points. There are two rules that can contribute feasible solutions:

• the sign is given by the current stiffness determinant, condition derived form the

positiveness constraint of incremental predictor external work ∆P = qT ∆un > 0

qTψ = qTK−1q. (A.14)

This method behaves well at snap-back, but fails at bifurcation points and requires

additional perturbation algorithms.
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• angle constraint when the external work constraint is erroneously posed in prob-

lems with pitfalls in stiffness, therefore the tangent constraint is imposed:

tT
ntn−1 > 0, where tn =

[

ψn

1

]

(A.15)

This method works well with the bifurcation point, but may fail in snap-back.

These two approaches are alternating during the analysis, depending upon the current

path reference.

At this stage the corrector is based on the iterative Newton’s method applied on Equa-

tions A.6 and A.10 to determine iterative displacement points δui and iterative load

control δλi.

The three-pronged convergence check is akin to Newton’s definition:

• a displacement check is based on last augmented correction as function of state

variable u and is a fraction of initial solution:

√

(δu)T (δu) ≤, ǫdisp (A.16)

• a residual check against residual tolerance:

√

(R)T (R) ≤ ǫresid, (A.17)

• a energy check combines the other two tests:

√

(δu)T (R) ≤ ǫdispǫresid. (A.18)

Although Newton’s methods are not guaranteed to converge, some detection schemes

are employed to stop advancing erroneous equilibrium paths:

‖ δun ‖
‖ un ‖ ≥ ζdisp, (A.19)

‖ R ‖
‖ Rpred ‖ ≥ ζresid. (A.20)

Such factors forces the incremental method to cutback for poor initial guesses, when the

hypersurface is highly multi-modal and there are pitfalls between two iterative points

(i.e., when high a degree of nonlinearity occurs).



Appendix B

Aerodynamic Features of

NURBS-based Morphing Airfoils

This Appendix contains the main aerodynamic results achieved with NURBS-based

multi-shape morphing airfoils.

B.1 Global Search
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Figure B.1: Envelope of converged CFD runs on NURBS parameterised airfoil (global
search), where ‘⊳’ represents successful runs for the computed airfoil and ‘⊲’ for the

target.
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Figure B.2: Pressure distributions for morphed and target airfoils (global search),
under mild flow conditions, NURBS.
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Figure B.3: Pressure distributions for morphed and target airfoils (global search),
under severe flow conditions, NURBS.
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Figure B.4: Drag polars for 5% and 10% cambers (global search), NURBS.

−5 0 5 10
−0.5

0

0.5

1

1.5

2

α

C
L

Mach=0.4

5% optimum airfoil
5% target airfoil
10% optimum airfoil
10% target airfoil

−5 0 5 10
−0.5

0

0.5

1

1.5

2

α

C
L

Mach=0.5

5% optimum airfoil
5% target airfoil
10% optimum airfoil
10% target airfoil

−6 −4 −2 0 2 4
−0.5

0

0.5

1

1.5

α

C
L

Mach=0.6

5% optimum airfoil
5% target airfoil

−5 −4 −3 −2 −1
−0.2

0

0.2

0.4

0.6

0.8

α

C
L

Mach=0.7

5% optimum airfoil
5% target airfoil

Figure B.5: Variation of lift coefficient vs. angle of attack with Mach number, for 5%
and 10% cambers (global search), NURBS.

B.2 Gradient Search
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Figure B.6: Pressure distributions for morphed and target airfoils under severe flow
conditions (gradient search), NURBS.
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Figure B.7: Variation of lift with incidence across 5% and 10% cambers (gradient
search), NURBS.
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Figure B.8: Drag polar for 10% camber (gradient search), NURBS.

B.3 Aeroelastic Study
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Figure B.9: Aeroelastic convergence studies, with relaxation factor β =
0.2, 0.3, , 0.4, 0.6, NURBS.
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Figure B.10: Aeroelastic stability, β = 0.4, NURBS.
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Figure B.11: Aeroelastic pressure distributions, β = 0.4, NURBS.
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Appendix C

Statistical Components

This Appendix contains details of the numerical metrics employed to asses the quality

of the approximations surfaces.

C.1 Linear Least Squares Regression

The least squares function can be stated as:

y = Xβ + ǫ (C.1)

and minimises the summed square of residuals of n data points:

L =

n
∑

i=1

ǫ2i = ǫT ǫ (C.2)

• y ∈ R
n x 1 is the vector of responses

• β ∈ R
k x 1 is the vector of regressor variables

• X ∈ R
n x m is the design matrix

• ǫ ∈ R
n x 1 is the vector of uncorrelated, normally distributed random noise, with

E(ǫi) = 0 and variance V ar(ǫi) = σ2 (or ǫ ∼ N(0, σ2I)), see Myers and Mont-

gomery (1995))

Equation C.2 is minimised with respect to the coefficients β from equation C.2, leading

to estimators β̂ by satisfying the condition:
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∂L

∂β

∣

∣

∣

β̂
= 0 (C.3)

leading to normal equation and parameter estimates:

β̂ =
(

XT X
)−1

XTy (C.4)

The fitted model can be expressed as:

ŷ = Xβ̂ (C.5)

and the residual vector becomes:

r = y − ŷ (C.6)

The root mean square error (RMSE), the unbiased estimate of σ is:

σ̂ =

√

rT r

n−m
(C.7)

C.2 Weighted Least Squares Regression

The weighted least squares regression minimises the functional S or error estimate:

L =

n
∑

i=1

(wiri)
2 = (WR)TWR (C.8)

leading to modified normal equation and parameter estimates:

β̂ =
(

XTWX
)−1

XTWy (C.9)

as function of weights vector W defined by diagonal components

wi =

(

1

n

n
∑

i=1

(yi − ȳ)2
)−1
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A procedure to iteratively fit the data and minimise the effect of large noise points (i.e.,

extreme values) may be used over the simple weighted method, using as starting point

the regular fit:

• compute adjusted residuals vector radj with respect to the leverages vector h (i.e.,

the components measure how far the corresponding point if from the centre of X

data) in order to assign larger influence to observations with larger leverages (i.e.,

diagonal components of the hat matrix):

radj =
r√

1 − h
(C.10)

• standardise adjusted residuals by the standard deviation of the error term v, as

a function of the median absolute deviation (MAD),i.e., median(|r|)/0.6745 (see

DuMouchel and O’Brien (1989)) and a tuning constant B = 4.685, from the fun-

damentals of Hubert (1981):

sr =
radj

Bv
(C.11)

• compute adjusted weights:

wi =

{

(1 − sr
2
i )

2 if |sri| < 1

0 otherwise
(C.12)

• check the convergence condition:

▽ sr

(

β̂
)

= 0 (C.13)

Using the residuals formulation C.11, the convergence criteria can be expressed as:

XTW (sr) sr = 0 =⇒ XTWXβ̂ = XTW (sr)y (C.14)

which can be iteratively formulated as:

β̂
(i+1)

= β̂
(i)

+

[

XTW

(

y − Xβ̂
(i)

Bv
√

1 − h

)]−1

XT W

(

y − Xβ̂
(i)

Bv
√

1 − h

)

(

y −Xβ̂
(i)
)

(C.15)
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Thin shell formulation

Let’s consider a reference surface S with normal n (i.e., unit vector) and a material

point in the undeformed state in terms of isoparametric coordinates x0(θ1, θ2), and in

the current position the point becomes x(θ1, θ2).

The linearised kinematics in terms of displacement field u can be expressed as:

x(θ1, θ2) = x0(θ1, θ2) + u(θ1, θ2) (D.1)

Let us introduce the following kinematic variables (the fundamental forms of the shell

surface) as functions of covariant basis vectors x,.:

1st fundamental form : aαβ = x,α · x,β (D.2)

2nd fundamental form : καβ = x,α · n,β

= −1

2

(

∂n

∂θα
· ∂x
∂θβ

+
∂n

∂θβ
· ∂x
∂θα

)

(D.3)

The membrane strain tensor in terms of first partial derivative of u expressed in local

material directions, becomes:

ǫαβ =
1

2

(

x0
,α · uβ + x0

,β · uα

)

=
1

2

(

∂x0

∂θα

∂u

∂θβ
+

∂u

∂θα

∂x0

∂θβ

)

(D.4)

and the symmetrical part of bending strain is:
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ψ(α,β) =
1

2

(

x0
,α · ∆nβ + x0

,β · ∆nα + u,α · n0
,β + u,β · n0

,α

)

(D.5)

The normal n is a unit vector, therefore only two independent variables are needed, the

normal in current configuration is expressed with respect to the jacobian j:

n = j−1 (x,1 × x,2) (D.6)

and the linearised increment ∆n can be derived as follows:

∆n = n − n0 ≈
(

j0
)−1 (

u,1 × x0
,2 + x0

,1 × u,2

)

(D.7)

leading to partial derivatives of the increment:

∆n,α =
(

j0
)−1 (

u,1α × x0
,2 + u,1 × x,2α + x0

,1α × u,2 + x0
,1 × u,2α

)

(D.8)

Since the element definition assumes only five degrees of freedom per node, a penalty

function is used to constrain the in-plane rotation and the component strain to be

penalised in the current configuration is:

γr = n · x,α√
aαβ

(D.9)

Since the integration points are the constitutive calculation points and control quanti-

tatively the kinematic solution, the penalty function is applied on the area of reference

surface ∆A associated to its integration point. Such constraints are defined as an aug-

mented stiffness as function of elastic moduli Gγ , thickness of shell t and a relaxation

factor q = 2.5 · 10−5(Hughes et al. (1977)):

Kγ =
Gγt∆A
1 + q∆A

t2

(D.10)

A general form of the strain energy per unit area in terms of membrane strain and

bending strains can be stated as:

W = A (ǫαβ ⊗ ǫαβ) + B (ψαβ ⊗ ψαβ) (D.11)
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where A and B are constant rank four contravariant tensors, formulated with respect

to shape of undeformed surface and its properties.

And internal energy becomes dependent on transverse shear stiffness constrained at

integration points r, and also, adjusted stiffness with the active 6th degree of freedom

on node n:

Φint =

∫

Ω
WdΩ =

∫

A

∫

h

σαβǫαβdzdA+
∑

r

Kγγrδγr +
∑

n

Knγnδγn (D.12)

where σαβ are Kirchhoff stresses at a point



Appendix E

Global Approximation

This Appendix contains details of the surrogate model employed in this thesis, after a

brief insight into the approximation models used in the literature.

E.1 Overview of approximation methods

Optimisation in the engineering design field, especially in the area of aerospace struc-

tures, is iterative in nature and includes large scale analyses required by computational

models. The cost of such models is increased by the number of mutually interacting

disciplines employed and also by the number of conflicting goals. Such applications

often call high-fidelity codes to assess the performance of the system under considera-

tion, becoming prohibitively expensive, and limiting the exploration of the design space.

Consequently, statistical approximation methods have been developed over the past 15

years and gained large popularity for their use in exploring multi-modal design spaces.

As these methods have grown in popularity, a variety of curve fitting techniques have

been employed to approximate engineering functions, starting from low order polynomi-

als (typically cubic or quadratic), notoriously known for their capability of erroneously

predicting optima of multimodal functions, to more advanced methods, such as Kriging

(Sacks et al. (1989), Cressie (1993), Jones (2001b)). A key point in using surrogates to

approximate unknown functions is whether the model is to be interpolated or regressed.

The difference depends on the relationship of the data set to the fitting curve, by as-

suming the presence or absence of errors in the model. This has direct consequences

on the accuracy of the approximation of augmented data sets, with improvements for

interpolating surfaces (but only if the true function is smooth and continuous), whereas

regressed models do not guarantee a more accurate representation.

The popularity of RSMs also stems from their reduced methodology complexity to attain

the global optimum of a function. With a minimum computational budget, a database
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can be built outside the optimiser by sampling the design space and using analysis tools

(such approaches are often suited for use in a parallel computation environment), and

then algebraic expressions are used to approximate the desired deterministic function.

The most simplistic response surface approximation is represented by polynomials and

can be generalised as:

ŷ(xn+1) =

p
∑

i=1

aiΦ(xn+1). (E.1)

where (xn+1) is a prediction point, ai are coefficients derived using a singular value

decomposition (see Press et al. (1992)) by solving the true function equation y:

y = Φ(x)a. (E.2)

and p is the number of regressors, l < n, with n the total number of points used in

surface modeling and for l = n an interpolation results. The function Φ determines the

complexity of the approximation, and the simplest form can be described as a mean

representation of the data Φ1(x) = 1. If the function has a linear variation, then

Φ1+i(x) = xi is added to the mean. Squared terms added to the mean, in addition to

the linear ones can be described as Φ1+k+i(x) = x2
i and also quadratic cross terms can

enhance the shape by Φ1+k+i(x) = xixj with j = {i + 1, . . . , k}. As the degree of the

predictor is increased, the system requires more data points in order to be built and can

lead to ill-conditioned matrices, emphasising the practicality of low order polynomials,

but which can lead to gross approximations in the global model of highly modal response

surfaces.

The Radial Basis Function (RBF) approach offers more flexibility in the approximation

model, by choosing a different representation of the kernel Ψ, centered around the n

points1:

ŷ(xn+1) =

p
∑

i=1

aiΦ(xn+1) +

n
∑

i=1

biΨ(ri), (E.3)

where the coefficients bi are derived to fit the data, and the kernel Ψ is based on the

Euclidian distance ri =‖ xn+1−xi ‖ of the data set xi in conjuction to the interest point

xn+1. The kernel can take up various forms to enhance the RBF representation, such

as:

1The first term based on polynomials compactly supports RBS kernels to have sparse Gram matrices,
and can add a significant advantage for specific applications dealing with large data sets (Wendland
(1995))
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Ψ(ri) = ‖ xn+1 − xi ‖ linear spline

= ‖ xn+1 − xi ‖3 cubic spline

= ‖ xn+1 − xi ‖2 log (‖ xn+1 − xi ‖) thin-plate spline

= exp

(

−‖ xn+1 − xi ‖
σ2

)

Gaussian

= exp



−
k
∑

j=1

θj (‖ xn+1,j − xi,j ‖pj )



 . Kriging (E.4)

where the variance σ2 (i.e., Gaussian parameter) is optimised to make the kernels more

robust to large variations across the design space (see Sacks et al. (1989)); θj and pj

are the hyperparameters in the Kriging process, which are stochastic in nature, and

provide good statistical information about the quality of the approximation, including

the effectiveness of the design variables in modeling the surrogate (see Jones (2001a)).

In a full definition, the hyperparameters are assigned to each variable or groups of

variables if statistical inference of local design spaces is required and are also tuned upon

an improvement criteria to locate a maxima that potentially represents an optimum

surrogate (such searches may require update methodologies in order to improve the

RSM; these aspects are discussed in the following sections).

E.2 Kriging

The term Kriging is more widely known in statistics as Gaussian stochastic process

modeling (Cressie (1993)). It was first used by Matherton (1963) who published the

mathematical formulation for kriging, a development of the statistical techniques applied

in mining and petroleum industry by the engineer D. G. Krige.

Considering a design space x of n independent and identically distribute variables, x =

[x1, . . . ,xn], the general form of the Krig function is based on a linear regression kernel,

that gives the trend of the true function

y(x) =
k
∑

i=1

βihi(x) + Z(x), (E.5)

where hi and βi are known basis functions and their associated coefficients, and Z(x) is

a Gaussian random function that creates a local deviation from the global model (bias)

and has zero mean and covariance:
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Z(x1, x2) = σ2R(x1, x2). (E.6)

In most previous engineering applications, the Krig function is approximated by a con-

stant in addition to the errors, where the constant can have different statistical meanings,

e.g., mean of data (Jones (2001b)), or a random variable from Bayesian statistics with

known a priori distribution (Sacks et al. (1989)).

The Kriging and Gaussian basis functions from equations E.4 are centered around a

sample point and dependent on the Euclidian distance from it. Intuitively, a sampled

point near the parameter space strongly influences the surface and less if the point

is farther away. This influence is intrinsically linked to the norm ri that respectively

increases and diminishes. Statistically, one can state that the vectors in the norm are

correlated, so that the uncertainty in the model can readily be derived. Sacks et al.

(1989) offered a choice for the directional spatial correlation parameter as a matrix

form:

R(xi,xj) = exp



−
k
∑

j=1

10θj (‖ xn+1,j − xi,j ‖pj)



+ 10λδij , (E.7)

where λ is a third hyperparameter that controls the degree of regression of the data (set

to zero, the data is interpolated); R(xi,xj)|i=j= 1 + 10λ (i.e., perfect correlation) and

δij is the Dirac delta function. The regularisation constant λ is considered in all the

underlying models in this work due to the noise encountered during the MDO process,

that can alter the smoothness and continuity of the response.

The correlation matrix R ∈ R
n x n for all the points becomes:

R =













1 + 10λ R(x1,x2) · · · R(x1,xn)

R(x2,x1) 1 + 10λ · · · R(x2,xn)
...

. . .
...

R(x1,x2) R(xn,x2) · · · 1 + 10λ













. (E.8)

If the vector of responses is defined as y = [y1, . . . ,yn]T with mean µ, then the Gaussian

probability density function (i.e., normal PDF) associated to the response vector y is

defined as:

pdf
(

y | σ2, µ
)

=
1

σ
√

2π
exp

(

−(y − µ)2

2σ2

)

, (E.9)
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where the stochastic parameters σ2 is the variance and µ is the mean of the response

vector y. Therefore, the likelihood function for a set of independent predictors can be

written as:

L
(

y | σ2, µ
)

=

n
∏

i=1

pdf
(

yi | σ2, µ
)

=
1

(σ2)
n
2 (2π)

n
2 |R| 12

exp

(

−(y − 1µ)R−1 (y − 1µ)

2σ2

)

. (E.10)

Mathematically, the likelihood function E.10 is easier to manipulate by taking its loga-

rithm of it. This log-likelihood function has the form:

ln L
(

y | σ2, µ
)

= −n
2
log
(

σ2
)

− 1

2
log(|R|) − (y − 1µ)R−1 (y − 1µ)

2σ2
+ constant (E.11)

Thus, the parameter estimates (which maximise equation E.11) are derived from setting

the partial derivative of the log function to zero:

∂
(

ln L
(

y | σ2, µ
))

∂σ2
= 0 (E.12)

and
∂
(

ln L
(

y | σ2, µ
))

∂µ2
= 0 (E.13)

and the parameter estimates become:

σ̂2 =
(y − 1µ̂)TR−1(y − 1µ̂)

n
(E.14)

µ̂ =
1TR−1y

1TR−11
(E.15)

Substituting values of estimators µ̂ from equation E.15 and σ̂2 from equation E.14 into

equation E.11, the concentrated log-likelihood function can be expressed as:

ln Lmax

(

y | σ̂2, µ̂
)

= −n
2
log
(

σ̂2
)

− 1

2
log(|R|) (E.16)

The hyperparameter estimates θ̂j, p̂j and λ̂ are tuned (i.e., optimised) to best represent

the data y upon the maximum log-likelihood function. Since the underlying problem

can be highly modal, a hybrid search is required, comprising usually of a global search
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(e.g., GA), followed gradient-based search (e.g., DHC). Once the parameters are tuned,

a prediction ŷ at new point xn+1 is possible. By augmenting the initial set of points xn

(see equation E.17), quantitative measures of the consistency of the estimate of the new

point are provided using the set of hyperparameters that maximised the log-likelihood

function

y̌ = (y, ŷn+1)
T . (E.17)

The augmented correlation matrix becomes:

Ř =









R
... r

· · ·
rT 1 + 10λ









(E.18)

where component r is the vector of correlations of the initial data set and the new

prediction point:

r = (R(x1,x2), . . . ,R(x1,xn+1)
T (E.19)

The augmented log likelihood which is to be maximised following the kernel of equation

E.11 becomes:

ln Ľmax

(

y | σ̂2, µ̂
)

= −(y̌ − 1µ̂)Ř−1 (y̌ − 1µ̂)

2σ̂2
(E.20)

The explicit augmented log-likelihood function (ignoring the constant terms) can be

expressed by substituting equations E.17 and E.18 into E.20, as follows:

ln Ľmax

(

y | σ̂2, µ̂
)

=

(

y − 1µ̂

ŷn+1 − µ̂

)T









R
... r

· · ·
rT 1 + 10λ









−1
(

y − 1µ̂

ŷn+1 − µ̂

)

2σ̂2
(E.21)

Based on Goldberger (1964), the inverse of the augmented correlation matrix can be

expressed using partitioned inverse formulae, such as:

Ř =

(

R−1 + R−1r
(

1 − rT R−1r
)−1

rT R−1 | −R−1r
(

1− rTR−1r
)−1

−
(

1− rTR−1r
)−1

rTR−1 |
(

1− rTR−1r
)−1

)

(E.22)
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leading to the final form of augmented log-likelihood function, i.e., quadratic in ŷn+1:

ln Ľmax

(

y | σ̂2, µ̂
)

≃
[ −1

2σ̂2 (1− rTR−1r)

]

(ŷn+1 − µ̂)2 +

[

rTR−1 (y − 1µ̂)

σ̂2 (1 − rTR−1r)

]

(ŷn+1 − µ̂) (E.23)

leading to the Kriging predictor solution, that maximises the augmented likelihood:

ŷ(xn+1) = µ̂+ rTR−1(y − 1µ̂) (E.24)

Intuitively, if the prediction point xn+1 coincides to any of the xi point in the initial

data set (∀ i ∈ {1, . . . , n}), then r = Ri, and hence

rTR−1 =
(

R−1r
)−1

=
(

R−1Ri

)−1
= eT

i (E.25)

leading to the final check of the predictor that is interpolated:

ŷ(xn+1) = µ̂+ eT
i (y − 1µ̂) = µ̂+ (yi − µ̂) = yi (E.26)

More robust and sophisticated strategies to enhance the surrogate capabilities by means

of convergence speed and also accuracy, are provided in literature, such as mean square

error and expected improvement. The former method, being an attribute of the fitness

of the RSM, minimises the uncertainty evolved under the prediction of a given data set

(x,y), under the correlation effect of the error of the prediction point (i.e., the correlation

also shows confidence of the prediction). The uncertainty factor is represented by the

third expression in equation E.27 (see Sacks et al. (1989) and Cressie (1993) for full

derivation of this formula). Intuitively, if the prediction point coincides to any of the

points in the initial data set, following the procedure from equations E.25 and E.26, one

can determine the mean square is zero, since the true deterministic function is known a

priori in the sampled point.

s (xn+1)
2 = σ̂2

[

1 − rTR−1r +

(

1 − rTR−11
)2

1T R−11

]

(E.27)

In a minimisation problem, the expected improvement calculates the expectation of find-

ing an improvement I over the current best functional fmin (Schonlau (1997)), and the

improvement can be stated as I = fmin−ŷ > 0, where ŷ is a random variable in Kriging.

The expected improvement E(I) can be shown to be:
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E [I(x)] =







(fmin − ŷ(x)) Φ

(

fmin − ŷ(x)

s(x

)

+ s(x)φ

(

fmin − ŷ(x)

s(x)

)

if s(x) > 0

0 if s(x) = 0

(E.28)

where functions Φ and φ are the cumulative distribution function and the probability

distribution function, respectively. The expectation E is zero if the root mean square

error is null, this means the point x selected has already been sampled with no further

room for improvement. This characteristic enhances the use of such methodology when

the initial data set is augmented using deterministic tools. Hybrids of this approach are

also suggested in the literature, for instance, Sóbester et al. (2005) who used a weighted

formulation of the expected improvement, E(I) = w [u cdf(u)] + (1 − w)pdf(u), with

emphasis on the trade-offs between local exploitation (w=1) and global exploration

(w=0) of the design space, by switching between the predictor improvement (the first

term) and the error of the predictor (second term). These schemes are readily used with

single and multi-objective search tools, featured or not by weighting functions, so as to

evolve high quality Pareto sets. The multi-objective frameworks often have drawbacks

related to the balance between exploration and exploitation on the RSMs when building

surrogates for each of the objectives. These issues are addressed and alleviated by Keane

(2006), where enhanced statistical estimates of joint pdfs’ (computed for two objectives)

are developed in an expected improvement updating criteria. The updating point is

sought to improve the Pareto front, and not only one objective (but these advances are

outside the scope of this thesis).
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